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Architectural Design, Complexity, and Cognition

Ruth Conroy Dalton

In earlier work by Dalton (and collaborators), it was suggested that there
are three distant ways in which cognition takes place in relation to architectural
design: 1) the impact of architectural structure, function and form on human
perception, cognition and behaviour; 2) the impact of cognitive factors on the de-
sign of architectural structures; 3) the means of interaction and communication
between the architect and building-user perspectives. Architectural cognition
embraces all of these three types. This talk will focus on architectural cognition
and complexity and, in particular, will on the lay-person/building-user’s percep-
tion of complex architectural environments. It can be argued that complexity in
architectural design has two principal impacts on the building user: first in their
aesthetic appraisal and second in their understanding of the building layout and
subsequent wayfinding through a complex environment. This keynote will cover
both of these aspects of architectural but will focus on/describe experiments on
the latter.
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Imagination and Mental Imagery

Jim Davies

What is imagination, and how is it different from mental imagery? In this
talk, Jim Davies will discuss what science shows about how imagination works,
with a focus on his computational modeling of imagination and his neural model
of visual mental imagery.
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Mental Autonomy and Mental Action

Thomas Metzinger

I will have two central goals in the first part of this talk, which explores
the relevance of latest research on mind-wandering for theories of conscious-
ness. First, conceptually, and in opposition to what many philosophers follow-
ing Descartes and Kant traditionally have liked to believe, I will argue for the
claim that conscious thought actually is a subpersonal process, only rarely a
form of mental action, but rather an unintentional form of mental behavior, and
demonstrably for more than two thirds of our conscious life-time. The paradig-
matic, standard form of conscious thought is non-agentive, it lacks veto-control,
and involves an unnoticed loss of epistemic agency and goal-directed causal
self-determination on the level of mental content. Second, I present an empiri-
cal hypothesis: There will be a detectable self-representational blink (SRB), a
small time window I which we are blind to ourselves, namely, when shifting
from one phenomenal self-model or “unit of identification” (UI) to the next.
Alluding to the well-studied phenomenon of the attentional blink (Raymond,
Shapiro, and Arnell, 1992, Shapiro, Raymond, and Arnell, 1997), the notion of
a “self-representational blink” refers to the fact that we are typically not able to
consciously experience the actual moment of transition from mindful, present-
oriented self-awareness to the identification with the “protagonist” of a daydream,
the content of the self-model in autobiographical planning, etc. Phenomenolog-
ically, the SRB is characterized by a brief loss of self-awareness, followed by an
involuntary shift in the phenomenal UI; functionally, we can describe it as a fail-
ure of attentional and/or cognitive self-control. The empirical prediction is that
subjects should be blind to self-related stimuli during the SRB, and my main
hope is that the audience can help in developing novel experimental paradigms
to test this hypothesis.

If time allows, I will also take a closer look at the concept of “mental action”
in the second part. Can we conceptually accommodate mental actions under
a predictive processing approach? My main positive claim will be that mental
action is the predictive control of effective connectivity, where what is predicted
is the epistemic value of states integrated into the phenomenal self-model under
counterfactual outcomes.

Metzinger, T. (2013). The Myth of Cognitive Agency: Subpersonal thinking
as a cyclically recurring loss of mental autonomy. Frontiers in Psychology, 4, 931.

Metzinger; T. (2015). M-Autonomy. Journal of Consciousness Studies, 22 (11-
12), 270-302. Special Issue edited by Mihretu P. Guta and Sophie Gibb: Insights
into the First-Person Perspective and the Self - An Interdisciplinary Approach.
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Acquiring spatial knowledge from different

sources and perspectives: abilities, strategies,

representations.

Francesca Pazzaglia

The ability to acquire spatial knowledge is very important in everyday life,
and it has been very important to the survival of our own and other species. We
acquire spatial knowledge starting from a variety of sensory inputs (e.g. vision,
vestibular sense, kinesthesis, motor afference) and relative encoding processes,
which lead to the construction of an internal representation of the environment
on which we rely to perform various spatial tasks, such as retracing a route,
estimating distances and directions, or drawing a map (Wolbers & Hegarty,
2010).

An environment can be experienced (and described) from different perspec-
tives (route or survey perspectives; Taylor & Tversky, 1992; Pazzaglia et al.,
2012) and in different ways, by moving around in it, inspecting it from above,
looking at a map, or listening to a verbal description. Learning experience and
perspective can influence the resulting cognitive map and, as a consequence, the
performance of spatial tasks (e.g. Thorndyke & Hayes-Roth, 1982). So can a num-
ber of other individual factors, including spatial abilities, visuospatial working
memory (VSWM), sense of direction (SOD), and spatial representation prefer-
ences. In my paper I first introduce concepts such as SOD and spatial strategies,
and then go on to describe a number of instruments widely used to assess these
variables. Then I review the main outcomes of several studies based on the use
of these instruments, The goal is to shed light on how interactions among these
variables affect performance in spatial tasks. I also examine the role of these
factors in conjunction with that of spatial ability and VSWM in determining
individual differences in the performance of way-finding tasks, map learning and
spatial text processing.
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Semantic typology and the Sapir-Whorf

hypothesis in computational perspective

Terry Regier

Why do languages have the semantic categories they do, and what do those
categories reveal about cognition? Word meanings vary widely across languages,
but this variation is constrained. I will argue that this pattern reflects a range of
language-specific solutions to a universal functional challenge: that of communi-
cating precisely while using minimal cognitive resources. I will present a general
computational framework that instantiates this idea, and will show how that
framework accounts for cross-language variation in several semantic domains. I
will then address the Sapir-Whorf hypothesis - the claim that such language-
specific categories in turn shape cognition. I will argue that viewing this hy-
pothesis through the lens of probabilistic inference has the potential to resolve
two sources of controversy: the challenge this hypothesis apparently poses to the
widespread assumption of a universal groundwork for cognition, and the fact
that some findings supporting the hypothesis do not always replicate reliably.
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The Role of the Center-of-Mass in Evaluating Spatial

Language

Thomas Kluth1, Michele Burigo1, Holger Schultheis2, and Pia Knoeferle3

1 CITEC (Cognitive Interaction Technology Excellence Cluster), Bielefeld University,

Inspiration 1, 33619 Bielefeld, Germany, {tkluth, mburigo}@cit-ec.uni-bielefeld.de
2 Cognitive Systems Group, Department of Computer Science, University of Bremen,

Enrique-Schmidt-Str. 5, 28359 Bremen, Germany, schulth@informatik.uni-bremen.de
3 Department of German Language and Linguistics, Humboldt University,

Unter den Linden 6, 10099 Berlin, Germany, pia.knoeferle@hu-berlin.de

Abstract. Consider a display with a circle and a rectangle and the sentence “The

circle is above rectangle.” How well does the sentence describe the display? For

such an acceptability rating of a spatial preposition, the location of the center-

of-mass of the rectangle (reference object, RO) is assumed to play an important

role. However, there is only little empirical evidence that favors the use of the

center-of-mass over other possible reference points of the RO (e.g., the center-

of-object). We present an empirical rating study that contrasts the center-of-mass

with the center-of-object of an RO by using asymmetrical ROs. The results of the

study suggest that people base their acceptability ratings on the center-of-object

instead of on the center-of-mass of an RO. Computer simulations of cognitive

models implementing this strategy support this view.

Keywords: spatial language; center-of-mass, center-of-object, cognitive modeling.

Introduction Spatial language is an important part of spatial cognition. People use

spatial terms to express their mental representations of space. In this paper, we focus

on the acceptability of projective spatial prepositions such as “above” or “to the left of”

for describing a scene. Imagine you look at a picture that contains geometrical shapes

and hear a sentence like “The circle is above the rectangle”. This sentence locates the

circle (located object, LO) relative to the rectangle (reference object, RO). Whether this

sentence is an acceptable description of the scene depends on the relative locations of

these two objects.

According to [4,5], people use two points of the RO as anchor for their acceptability

ratings: The proximal point (the point of the RO that is closest to the LO) and the center-
of-mass (CoM) of the RO. The orientations of the two imaginary lines that connect

each of these two points with the LO (simplified as a single point) are called proximal
orientation or center-of-mass orientation, respectively. [5] provide evidence that both

of these orientations affect acceptability ratings of spatial prepositions. In this paper, we

focus on the role of the CoM orientation and contrast the role of the CoM with another

central point in the RO, the center-of-object (CoO). We define the CoO as the following

point: CoO(x,y) =
(

ROx0 +
ROwidth

2
,ROy0 +

ROheight

2

)

, where ROx0 is the leftmost point

of the RO and ROy0 is the point of the RO with the lowest y-coordinate (y-axis grows

from bottom to top). The CoO coincides with the center of the bounding box of the RO
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(the smallest rectangle that includes all points of RO). In Figs. 1a and 1b, the bounding

box is depicted as solid line, the CoO is depicted as ◦, and the CoM is depicted as ×.

Although research on saccadic and perceptual localization has revealed that the

CoM may not be the only critical point for object localization (e.g., [2,7]), the pos-

sibility of reference points other than the CoM have so far not been studied in spatial

language. In most spatial language acceptability rating tasks, symmetrical ROs were

used for which the location of the CoM coincides with the location of the CoO. To our

knowledge, there exists only one experiment explicitly designed to dissociate the CoM

from the CoO (exp. 4 from [5]). In this experiment, however, only four LOs above two

ROs were tested (in total eight LOs). For ROs with a cavity on their top, the results

suggest that the CoM is more important than the CoO. For ROs that have a cavity at

their bottom (i.e., ROs with a flat top), the results are less clear. We conducted a study

to more closely contrast the importance of the CoM with the importance of the CoO

using a larger set of items (28 LOs above 4 ROs with flat tops, in total 112 LOs).

× ◦

d d

(a) Asym. “C”

×
◦

d d

(b) Asym. “L”
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(c) Goodness-Of-Fit (GOF) and Simple-Hold-Out (SHO) results.

Fig. 1: (a) and (b): Stimuli used for the computational and empirical studies (dashed

line = borders of the RO, solid line = bounding box of the RO, × = center-of-mass,

◦= center-of-object, •= LO), (c): Results of model simulations.

Empirical Study We designed asymmetrical ROs for which the CoM is dissociated

from the CoO (see Figs. 1a and 1b where the CoM is depicted as × and the CoO

is depicted as ◦). To control for left-right biases we also included vertically mirrored

versions of these ROs. We placed 28 LOs at different positions above each RO, resulting

in 112 tested LOs in total (28 LOs × 4 ROs). (We also tested 4 more ROs as well as

LOs placed below the ROs with the preposition “unter” (below/under). The results for

these other 4 ROs and “unter” are not discussed here.)

For the predictions of the study, consider Fig. 1a. Since the two LOs (black dots)

are placed at the same elevation with equal horizontal distance d to the CoM of the

RO, both LOs have the same CoM orientation. Since they also have equal proximal

orientations, people should rate these two LOs identically (following the reasoning by

[4,5]). However, if instead the CoO is more important for the acceptability of spatial

language, the right LO should be rated higher than the left LO, as it is closer to being

directly above the CoO.
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Each of our 34 participants saw the German sentence “Der Punkt ist über dem Ob-

jekt” (“The point is above/over the object”). After they read the sentence they had to

press the space bar. Then, a picture appeared on the screen showing one RO and one

LO. Participants had to rate how well the sentence described the depicted scene on a

scale from 1 (sentence does not describe the picture at all) to 9 (sentence describes the

picture perfectly) using the number keys above the letter keys on a keyboard. Each par-

ticipant rated all LOs in a pseudo-randomized order (the same RO never appeared twice

in a row.)

Results Interestingly, the CoM orientation did not have the expected effect as LOs

with the same CoM orientation were rated differently: LOs that were placed above the

mass of the RO were rated lower than LOs that were placed above the cavity of the

RO (mean difference: 0.518, 95% confidence intervals: 0.619, 0.428). In contrast, our

results suggest that people use the CoO of an RO in rating its acceptability. LOs with

the same CoO orientation were rated equally: LOs on the left side of the RO received

equal ratings compared to LOs on the right side of the RO (mean difference: 0.034,

95% confidence intervals: -0.101, 0.165).

We dissociated the CoM from the CoO in our stimuli, permitting us to dissociate

the effects of the corresponding orientations on ratings. The results of this comparison

suggested that what was previously thought to be an effect of the CoM is in fact an

effect of the CoO, at least for ROs with flat tops. [5] also used asymmetrical ROs in

their experiment 4 to contrast the CoO with the CoM. While they found the CoM to be

more important for the RO without a flat top, they could not find such effect for the RO

with a flat top.

Model Simulations Two cognitive models that compute spatial language acceptabil-

ity ratings rely on the CoM for their computations: the Attentional Vector Sum model

(AVS, [5]) and the reversed AVS (rAVS) model, a recently proposed modification of the

AVS Model (see [1] for a motivation of the rAVS model and details of both models).

According to our empirical findings, however, people seem to use the CoO instead. This

is why we next present refined versions of both models.

The AVS model relies on the CoM because it computes a vector sum using all

points of the RO. We modified the AVS model so that it uses all points that are in the

bounding box of the RO and call this modification AVS-BB model. The bounding box

is the smallest rectangle that includes all points of the RO (see solid line in Figs. 1a

and 1b). In particular, the bounding box also includes the points inside the cavity of

asymmetrical ROs. Computing a vector sum with all points inside the bounding box

then means that the AVS-BB model relies on the CoO instead of on the CoM.4

The rAVS model explicitly uses the location of the CoM of the RO and can be

easily modified to use the CoO instead by replacing every occurence of the CoM with

the CoO. This yields the rAVS-CoO model. The AVS-BB model and the rAVS-CoO

model both show the same output pattern as the empirical data: LOs above the mass are

rated lower than LOs above the cavity of the RO because ratings peak above the CoO.

4 One could also add a parameter γ that gives different attentional weights to points that are in

the bounding box but outside the RO (i.e., in the cavity of the RO) compared to points that are

in the RO. This would create a model that could behave like the AVS model (γ = 0) or like the

AVS-BB model (γ = 1). Since this adds possibly unneeded flexibility to the model, we decided

against this implementation.
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We fitted all four models to the 112 empirical mean ratings by searching for val-

ues of the free model parameters that provide minimal normalized Root Mean Square

Errors (nRMSE). The resulting Goodness-Of-Fit (GOF) values are plotted in Fig. 1c.

An nRMSE of 0.0 means that the model is able to reproduce the empirical data exactly,

while an nRMSE of 1.0 means that model output and empirical data are maximally dif-

ferent. As can be seen in Fig. 1c, all models can closely fit the data (GOF < 0.084). The

versions of the models that use the CoO (AVS-BB and rAVS-CoO) fit the data better

than the original versions (GOF < 0.068).

Since a good fit to data is a necessary but not sufficient property of a model (e.g.,

the good fit might be the result of overfitting due to an overly flexible model, see [3]),

we also assessed the model with the simple hold-out (SHO) method proposed by [6].

[6] showed that this model selection method provides results comparable to other model

selection methods. The SHO method is a cross-validation method: The data is randomly

split into a training and a test set and the parameters of the model are estimated on the

training set. Using the best parameters for the training set, a prediction error on the test

set is computed (again an nRMSE). This is done several times with different random

splits of the data. Fig. 1c shows the median prediction error of 101 SHO iterations

together with their bootstrapped 95% confidence intervals. These results now clearly

favor the modified versions of the models (lower SHO without overlapping confidence

intervals for AVS-BB and rAVS-CoO compared to AVS and rAVS). Also, both versions

of the AVS model outperform the corresponding versions of the rAVS model: AVS

performs better than rAVS and AVS-BB performs better than rAVS-CoO.

Conclusion We presented an acceptability rating study of spatial prepositions using

asymmetrical ROs that allowed us to explicitly contrast the importance of the CoM

with the CoO. In contrast to previous literature claiming that people use the CoM of the

RO as reference point ([4,5]), our results suggest that people rather select the CoO of

the RO as reference point. Furthermore, we modified two cognitive models in order to

implement this strategy. These modified models performed considerably better than the

original models that rely on the CoM of the RO. This corroborates the importance of

the CoO over the CoM.
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❜✒t ✇☞✐✟☞ ✎r✝ r✝✔✝✈✎✌t ❢✠r t☞✝ ✍③✝✌✎r✐✠ ✏✝✍✟r✐❜✝✏✓ ❚☞✒✍✱ ✎❢t✝r ☞✝✎r✐✌❣ t☞✝ ✍✝✌t✝✌✟✝

➇❚☞✝ r✎✌❣✝r ✍✎✇ t☞✝ ✝✎❣✔✝ ✐✌ t☞✝ ✍✑✕➈ ✐t t✎✑✝✍ ✔✠✌❣✝r t✠ ✡✎t✟☞ t☞✝ ☛✐✟t✒r✝ ✠❢ ✎✌ ✝✎❣✔✝

✍✐tt✐✌❣ ✠✌ t☞✝ ☛✝r✟☞ t✠ t☞✝ ✍✝✌t✝✌✟✝ t☞✎✌ t☞✝ ☛✐✟t✒r✝ ✠❢ ✎✌ ✝✎❣✔✝ ✇✐t☞ ✍☛r✝✎✏ ✇✐✌❣✍✓

■✌ t☞✐✍ ✍t✒✏✕✱ ✇✝ ✎☛☛✔✐✝✏ ✎ ✍✝✌t✝✌✟✝ ☛✐✟t✒r✝ ✡✎t✟☞✐✌❣ t✎✍✑ t✠ ✐✌✈✝✍t✐❣✎t✝ t☞✝ r✝☛r✝✲

✍✝✌t✎t✐✠✌✍ ✐✌✏✒✟✝✏ ❜✕ ❣✝✌✝r✐✟✱ ✡✎✍✟✒✔✐✌✝ ☛✝r✍✠✌ r✝❢✝r✝✌t✍ ✐✌ ●✝r✡✎✌✓ ❚☞✝ ☞✕☛✠t☞✝✍✐✍

✇✎✍ t☞✎t ✐t ✇✠✒✔✏ ❜✝ ✡✠r✝ ✏✐❢❢✐✟✒✔t t✠ ✡✎t✟☞ ✎ ☛✐✟t✒r✝ t✠ ✎ ✍✝✌t✝✌✟✝ ✐❢ t☞✝ ✌✎t✒r✎✔ ❣✝✌✲

✏✝r ✠❢ t☞✝ ☛✝r✍✠✌ ✍☞✠✇✌ ✠✌ t☞✝ ☛✐✟t✒r✝ ✇✎✍ ✏✐❢❢✝r✝✌t ❢r✠✡ t☞✝ ❣r✎✡✡✎t✐✟✎✔ ❣✝✌✏✝r ✠❢

t☞✝ ☛✝r✍✠✌ r✝❢✝r✝✌t ✐✌ t☞✝ ✍✝✌t✝✌✟✝✓ ■❢ t☞✝ ✡✎✔✝ ❢✠r✡ ✇✎✍ ✐✌t✝r☛r✝t✝✏ ❣✝✌✝r✐✟✎✔✔✕✱ ☞✠✇✲

✝✈✝r✱ ✎ ❢✝✡✎✔✝ ☛✐✟t✒r✝ ✎❢t✝r ✎ ✡✎✔✝ ☛✝r✍✠✌ r✝❢✝r✝✌t ✇✎✍ ✝✞☛✝✟t✝✏ t✠ ❜✝ ✎✟✟✝☛t✎❜✔✝✓

✖ ▼✗✘✙✚✛✜

✷✳✶ ❉�s☎♥✁ ❛✁✢ ✣❛✂�✆☎❛❧s

❚☞✝ ✏✝✍✐❣✌ ✠❢ t☞✝ ✝✞☛✝r✐✡✝✌t ✈✎r✐✝✏ ❲♦✤❞ ✥✦✧❞✦✤ ✭✡✎✔✝✱ ❢✝✡✎✔✝✮✱ ✎✌✏ P★✩✪✫✤✦

✥✦✧❞✦✤ ✭✡✎✔✝✱ ❢✝✡✎✔✝✮ ✇✐t☞✐✌ ✍✒❜❥✝✟t✍✓ ❚✠ ✟r✝✎t✝ ✬✯ tr✐✎✔✍ ☛✝r ✟✠✌✏✐t✐✠✌✱ ✹✽ ●✝r✡✎✌

✌✠✒✌✍ ✇✝r✝ ✍✝✔✝✟t✝✏ ❢r✠✡ ✰✐✍✝r✍✑✕ ✝t ✎✔✓ ❬✼❪✱ ✇☞✠ ☞✎✏ ✟✠✔✔✝✟t✝✏ ❣✝✌✏✝r ❜✐✎✍ ✌✠r✡✍

❢✠r ✎ ✔✎r❣✝ ✌✒✡❜✝r ✠❢ ✠✟✟✒☛✎t✐✠✌ ✌✎✡✝✍✓ ❚☞✝ ✌✠✒✌✍ ✟✠✈✝r✝✏ ✎ ✇✐✏✝ r✎✌❣✝ ✠❢ ❣✝✌✏✝r

✍t✝r✝✠t✕☛✝ ✈✎✔✒✝✍ ✭❢r✠✡ ✍tr✠✌❣✔✕ ✡✎✍✟✒✔✐✌✝ t✠ ✍tr✠✌❣✔✕ ❢✝✡✐✌✐✌✝✮✓ ❚✠ ✝✎✟☞ ✠✟✟✒☛✎t✐✠✌✱

t✇✠ ☛✐✟t✒r✝✍ ✇✝r✝ ✍✝✔✝✟t✝✏✿ ✠✌✝ ✍☞✠✇✝✏ ✎ ✇✠✡✎✌ ✠❢ t☞✐✍ ✠✟✟✒☛✎t✐✠✌✱ t☞✝ ✠t☞✝r ✎ ✡✎✌✓

■✌ ✎✏✏✐t✐✠✌✱ t✠ ✝✎✟☞ ✠❢ t☞✝ ✠✟✟✒☛✎t✐✠✌✍ ✎ ✍✝✌t✝✌✟✝ ✇✎✍ ✇r✐tt✝✌ ✐✌ ✇☞✐✟☞ t☞✝ ✇✠r✏ ✇✎✍

✝✞☛✔✐✟✐t✔✕ ✡✝✌t✐✠✌✝✏✓ ❚✇✠ ✈✝r✍✐✠✌✍ ✇✝r✝ ✟r✝✎t✝✏✿ ✠✌✝ ✇✐t☞ t☞✝ ❢✝✡✎✔✝ ✌✠✒✌

✭➇✴r③t✐✌➈✮✱ ✠✌✝ ✇✐t☞ t☞✝ ✡✎✔✝ ✌✠✒✌ ✭➇❆r③t➈✮✓ ❚☞✝ ✎✈✝r✎❣✝ ✍✝✌t✝✌✟✝ ✔✝✌❣t☞ ✇✎✍ ✎❜✠✒t

✯✺ ✇✠r✏✍✓ ❊✞✎✡☛✔✝ ✍t✐✡✒✔✐ ✎r✝ ✍☞✠✇✌ ✐✌ ❋✐❣✒r✝ ✬✓

■✌ ✎✏✏✐t✐✠✌✱ ✼✯ ❢✐✔✔✝r ✍✝✌t✝✌✟✝✍ ✇✝r✝ ✇r✐tt✝✌ ✎✌✏ ☛✎✐r✝✏ ✇✐t☞ ☛✐✟t✒r✝✍ t✠ ✏✐✍tr✎✟t

❢r✠✡ t☞✝ ☛✒r☛✠✍✝ ✠❢ t☞✝ ✝✞☛✝r✐✡✝✌t ✎✌✏ t✠ ❜✎✔✎✌✟✝ ✕✝✍✲ ✎✌✏ ✌✠✲r✝✍☛✠✌✍✝✍✓ ✵✠✡✝ ☛✐✟✲

t✒r✝✍ ✍☞✠✇✝✏ ✠❜❥✝✟t✍✱ ✠t☞✝r✍ ✍☞✠✇✝✏ ✍✝✡✎✌t✐✟✎✔✔✕ ✟✔✠✍✝ ✍✎✡✝✲❣✝✌✏✝r ✏✐✍tr✎✟t✠r✍✓ ❋✠✒r

✟✠✒✌t✝r❜✎✔✎✌✟✐✌❣ ✔✐✍t✍ ✇✐t☞ ✬✯✸ tr✐✎✔✍ ☛✝r ✔✐✍t ✇✝r✝ ✟r✝✎t✝✏✓

✷✳✷ ✾✆❀❡�✢✉✆�

❚☞✝ ✝✞☛✝r✐✡✝✌t ✇✎✍ ✐✡☛✔✝✡✝✌t✝✏ ✠✌ t☞✝ ✠✌✲✔✐✌✝ ✇✝❜ ☛✔✎t❢✠r✡ ✵✠✵✟✐✲✵✒r✈✝✕

✭✇✇✇✓✍✠✍✟✐✍✒r✈✝✕✓✏✝✮ t☞✎t ❣✒✐✏✝✏ ✍✝✌t✝✌✟✝ ✎✌✏ ☛✐✟t✒r✝ ☛r✝✍✝✌t✎t✐✠✌ ✎✌✏ ✟✠✔✔✝✟t✝✏

r✝✍☛✠✌✍✝✍ ✎✌✏ r✝✎✟t✐✠✌ t✐✡✝✍ ❢✠r ✝✎✟☞ tr✐✎✔✓ ❚☞✝ ☛✎rt✐✟✐☛✎✌t✍ ✇✝r✝ r✝✟r✒✐t✝✏ ✈✐✎ ✍✠✟✐✎✔

✌✝t✇✠r✑✍ ✎✌✏ ☛✝r✍✠✌✎✔ ✐✌✈✐t✎t✐✠✌ ❜✕ t☞✝ ✝✞☛✝r✐✡✝✌t✝r ✭▲❁✮✓ ✹✬ ☛✎rt✐✟✐☛✎✌t✍ ✟✠✡☛✔✝t✝✏

t☞✝ ✝✌t✐r✝ ✝✞☛✝r✐✡✝✌t ✎✌✏ ✇✝r✝ ✐✌✟✔✒✏✝✏ ✐✌ t☞✝ ✎✌✎✔✕✍✝✍ ✭✯✸ ✇✠✡✝✌ ✎✌✏ ✯✬ ✡✝✌✱ ✯✼

✕✝✎r✍ ✠❢ ✎❣✝ ✠✌ ✎✈✝r✎❣✝✮✓ ❆❢t✝r ✐✌✍tr✒✟t✐✠✌✍✱ ✎ ✏✝✡✠❣r✎☛☞✐✟ q✒✝✍t✐✠✌✌✎✐r✝✱ ✎✌✏ ☛r✎✟✲

t✐✟✝ tr✐✎✔✍✱ t☞✝ ✝✞☛✝r✐✡✝✌t✎✔ tr✐✎✔✍ ✇✝r✝ ☛r✝✍✝✌t✝✏ ✐✌ ✐✌✏✐✈✐✏✒✎✔✔✕ r✎✌✏✠✡✐③✝✏ ✠r✏✝r✓
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❚❤❡ ♣❛rt�✁�♣❛✂t✄ ♣r❡✄✄❡☎ ➇✆❡✄➈ ✇❤❡✂ t❤❡✆ t❤♦✉❣❤t t❤❡ ♦❜❥❡✁t ♦r ♣❡r✄♦✂ ✄❤♦✇✂ �✂ t❤❡

♣�✁t✉r❡ ✇❛✄ ♠❡✂t�♦✂❡☎ �✂ t❤❡ ✄❡✂t❡✂✁❡✄✱ ❛✂☎ ➇✂♦➈ �✐ t❤❡✆ ☎�☎ ✂♦t r❡✁♦❣✂�✝❡ t❤❡ ✇♦r☎✳

▼�✄✄�✂❣ r❡✄♣♦✂✄❡✄ ✇❡r❡ r❡✁♦r☎❡☎ ❛✐t❡r ❛ ✁✉t♦✐✐ ♦✐ ✹ ✄❡✁♦✂☎✄✳ ❆✐t❡r ❛❜♦✉t ❤❛✞✐ ♦✐ t❤❡

tr�❛✞✄✱ ♣❛rt�✁�♣❛✂t✄ ✁♦✉✞☎ t❛❦❡ ❛ ❜r❡❛❦✳ ❚❤❡ ❛✟❡r❛❣❡ ☎✉r❛t�♦✂ ✇❛✄ ✷✺ ♠�✂✉t❡✄✳

❋✠✡☛ ✶☛ ❙☞✌✍❧✎ ✏✑✒✌✓❧✒✔ ✕✖✎ ✏✎♥✑✎♥❝✎ ✗◆☞❝✖ ✎✒♥✎✌ ❇❧✒❝✘ ☞✓❢ ❞✒✎ ✙✚✛ß✎ ❯✖✚ ☞✌ ❍☞✓✍✑✙✎✜ä✓❞✎

❞✎✚ ❑☞✏✎✚♥✎ ✖✛✜ ✢✣✤ ●✣✥✣✤✦✧ ✭★✮ ❬✢✠✣ ●✣✥✣✤✦✧✠✥ ✭✩✮✪ ❞✎♥ ✫✚✌ ✓♥❞ ❞✒✎ ❑✛✌✍☞♥✒✎ ✏✎✑③✑✎ ✏✒❝✖ ✒♥

❇✎✬✎✙✓♥✙✔✗ ❬☞✍✍✚✛①✒✌☞✑✎ ✑✚☞♥✏❧☞✑✒✛♥✿ ✗✫❢✑✎✚ ❧✛✛✘✒♥✙ ☞✑ ✑✖✎ ❧☞✚✙✎ ❝❧✛❝✘ ☞✑ ✑✖✎ ✜☞✚✚☞❝✘✏ ✜✓✒❧❞✒♥✙

✯✰✣ ✡✣✥✣✤✦✧ ✚☞✒✏✎❞ ✑✖✎ ☞✚✌ ☞♥❞ ✑✖✎ ✍☞✚☞❞✎ ✙✛✑ ✛♥ ✒✑✏ ✬☞②✔✲✪ ✬☞✏ ❢✛❧❧✛✬✎❞ ✜② ✛♥✎ ✛❢ ✑✖✎ ✍✒❝✑✓✚✎✏

✏✖✛✬♥✔ ✕✖✎ ❝✛♥❞✒✑✒✛♥ ✒♥ ✬✖✒❝✖ ✑✖✎ ✌☞❧✎ ♥✛✓♥ ✭✴✎♥✎✚☞❧✮ ✬☞✏ ❢✛❧❧✛✬✎❞ ✜② ✑✖✎ ✍✒❝✑✓✚✎ ✏✖✛✬✒♥✙ ☞

✬✛✌☞♥ ✙✎♥✎✚☞❧ ✒✏ ✑✖✎ ✑✎✏✑ ❝☞✏✎ ❢✛✚ ✑✖✎ ✓✏✎ ✛❢ ✑✖✎ ✙✎♥✎✚✒❝ ✌☞✏❝✓❧✒♥✎ ❢✛✚✌✔

✸ ❘✵s✻✼✽s

✾�❣✉r❡ ❀ ✄❤♦✇✄ t❤❡ ☎❡✄✁r�♣t�✟❡ ☎❛t❛✳ P�✁t✉r❡✄ ✇�t❤ ♠❛t✁❤�✂❣ ❣❡✂☎❡r ✇❡r❡ ❛✁✁❡♣t❡☎

�✂ ❛ ♠❛❥♦r�t✆ ♦✐ t❤❡ tr�❛✞✄✳ ❲❤❡✂ t❤❡ r♦✞❡ ✂♦✉✂ ✇❛✄ ♠❛✄✁✉✞�✂❡✱ ♦✂✞✆ ✹❀❁ ♦✐ t❤❡ tr�❛✞✄

✇�t❤ ✐❡♠❛✞❡ ♣�✁t✉r❡✄ ✇❡r❡ ❛✁✁❡♣t❡☎✱ �✂☎�✁❛t�✂❣ t❤❛t t❤❡ ❣❡✂❡r�✁ �✂t❡r♣r❡t❛t�♦✂ ✇❛✄ ✂♦t
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1 Introduction

Depending on how much information gestures convey beyond the meaning of the
words they accompany, gestures can be classified along a continuum of (non-)
redundancy. Empirical evidence shows that the way how speakers actually coor-
dinate speech and gesture semantics is affected by cognitive factors like speech
production problems, conceptualization load, or inter-individual differences in
terms of verbal or spatial skills (cf. [1]). In the literature, different models of
speech and gesture production have been proposed (e.g., [2]), but a concrete pic-
ture of the cognitive processes underling semantic coordination is still missing
and many questions about the detailed mechanisms remain open.

A promising approach to explicate and test hypotheses are cognitive mod-
els that allow for computational simulation. In previous work, we developed a
computational model to simulate semantic speech-gesture coordination in terms
of the underlying cognitive processes [1]. Integrated into an overall speech-
gesture production framework, a multimodal working memory serves as the cen-
tral component in this model. In line with theoretical models, it comprises a
symbolic-propositional representation for speech-, and a visuo-spatial one for
gesture production. As an interface between these modality-specific representa-
tions, supramodal concepts are implemented which link visuo-spatial properties
to corresponding propositional denotation. Cognitive processes operating upon
the memory structures are modeled in terms of dynamic activation spreading
principles.

We quantified our modeling results in simulation experiments in which we
manipulated the available time (in terms of memory update cycles) before the
model has to come up with a sentence and a gesture. We analyzed the resulting
multimodal utterances with respect to semantic coordination: Non-redundant
gestures showed to be dominant in those runs with stricter temporal limitations,
while redundant ones become more likely when the time available was increased.
In the present paper we present first results from an empirical validation study
which aimed to provide adequate data from human speakers against which model
predictions can be evaluated.
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2 Study

To validate the predictions of our model, we designed a controlled experiment
in which we empirically tested the impact of time pressure for speaking on the
semantic coordination of speech and gesture. We manipulated the time available
for speakers to give particular object descriptions: In a high time pressure con-
dition the available time to give a particular object description was 15 seconds,
while in a low time pressure condition the available time to provide a particu-
lar object description was 30 seconds. A total of 42 participants, aged from 19
to 41 years, took part in the study. 26 participants were female and 16 were
male. All of them were recruited at Bielefeld University and received 2 Euros for
participating.

Procedure The experiment was conducted in two consecutive phases. In the first
phase, participants were provided with five stimulus pictures of buildings from a
virtual town, together with their labels (same landmark buildings as in the SaGA
corpus stimulus; cf [3]). They were left alone to look at each of the pictures as
long as they thought necessary to memorize it. Subsequently, participants de-
scribed the five buildings to a confederate who gave feedback, e.g. by nodding, or
asked intermediate questions if necessary, but did not use any gestures herself to
avoid priming participants’ gestural behavior. The order of descriptions was ran-
domized. Each description trial was preceded by a 5sec countdown. Thereafter,
participants saw the label of the building to be described and a diminishing bar
displaying how much time was left for the description. 2.5 seconds before the
time limit was reached, a short sound signal was played, followed by a longer
tone when the time limit was finally reached. At this point the description had
to be stopped immediately. To get familiar with time-controlled descriptions and
the procedure, participants – before starting the first experimental description
– underwent a test trial in which there was nothing to describe, but everything
else was as in the experimental trials.

Data Coding Both the speech and gestures were analyzed with respect to the
semantic information they represented, based on an established micro-analytic
coding method using a range of semantic features (e.g. [4]). The set of semantic
features included in this analysis was considered to capture the kind of semantic
information contained in the object description data. Our analysis focused on the
amount of information represented, regardless of whether the information was
complementary or redundant with regard to the information in the respective
other modality. Hence, verbal utterances, as well as representational gestures
were analyzed for the semantic information they contained, based on the follow-
ing semantic categories: amount, entity, relative position, shape, and size. When
the same semantic feature was covered by both speech and gesture, we consid-
ered this a redundant one, when gestures encoded semantic features not covered
by the accompanying words, these were considered to be non-redundant.

As annotation-based data might be problematic due to subjective judgements
of the coders, 28% of the data has been annotated independently by two anno-
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tators to investigate the degree of reliability. Cohen’s Kappa was calculated, as
a metric to evaluate data on a nominal scale. Substantial agreement was reached
with Kappa values of κ=0.76 for gesture semantics and κ=0.86 for speech se-
mantics.

Results Participants gave a total of 210 object descriptions in which they pro-
duced a total of 871 gestures. For several reasons we excluded some descriptions
from further analyses. First, descriptions were not taken into account in which
participants used 22 seconds or less of their time available in the 30sec condition
(i.e., the description was closer to the 15sec condition than to the 30sec condi-
tion). Second, descriptions were excluded when participants were obviously not
aware of the time pressure put on them which became apparent by utterances
like “Oh, I did not notice that description time was so short” at the end of the
very descriptions. Finally, descriptions were excluded in which participants made
meta comments, e.g. when they mixed up the different objects to be described
and got aware of this during their description. In the end, at total of 645 ges-
tures remained for further analyses (261 in the 15sec condition, 384 in the 30sec
condition).

Fig. 1. Mean amount of redundant (left) and non-redundant (right) semantic features
per gesture. Error bars represent 95% confidence interval.

A one-way ANOVA was conducted to compare the effect of time pressure on
semantic speech-gesture coordination. Results are visualized in Figure 1. There
was a significant main effect of time pressure on the amount of non-redundant
semantic features (F (1, 643) = 6.92, p = 0.009). The mean amount of non-
redundant semantic features in gestures of the 15sec condition was increased
as compared to gestures produced in the 30sec condition. For the amount of
redundant semantic features, there was no main effect (F (1, 643) = 0.53, p =
0.469).
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3 Discussion

The study presented here aimed to evaluate of a cognitive model of semantic
speech-gesture coordination in comparison with empirical data [1]. The model
predicts (i) non-redundant gestures to be dominant under stricter temporal lim-
itations, while (ii) redundant ones become more likely when time available is
increased. First empirical results support the first prediction, whereas redundant
gestures showed to occur at rather equal rates under high vs. low time pressure.
That is, first of all, the empirical data supports the notion of time pressure af-
fecting semantic speech-gesture coordination. However, supportive evidence is
only partial. Several explanations are conceivable for this finding. For instance,
it might be that the operationalization of time pressure, as employed in the ex-
periment, is not fully equivalent to that of the modeling approach. In particular,
the empirical investigation was not able to put time pressure on the planning
process of any single utterance. As participants had to give a longer descrip-
tion, respectively, they had the chance to compensate for temporal constraints
in several ways, e.g. by reducing the total amount of information in their commu-
nicative behavior, by planning shorter/longer increments, or by compensating
for longer planning time by increasing the speech rate. Moreover, the presence
of an interlocutor as in our empirical study, a variable not yet considered in the
model, might affect the way speakers plan and realize their multimodal commu-
nicative behavior. Or, the assumptions underlying our model of speech-gesture
coordination processes or its parametrization might need some adjustment to
match empirical data. More detailed analyses of the empirical data are under-
way to elucidate these issues. In particular, high vs. low time pressure data will
be analyzed with respect to further variables such as speech rate, amount of
(filled) pauses, temporal speech-gesture coordination etc.
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Abstract. Place recognition from visual cues involves the standard pro-
cesses of early vision, including among others the detection of image
features and depth, the understanding of scenes, and the recognition of
objects. Here we use stereoscopic dynamic random dots to study the
role of pure depth information in place recognition. Results indicate that
place recognition can be based on pure depth information and is not
substantially improved by cues from other visual sub-modalities such as
texture or localized objects (room corners).

1 Introduction

The recognition of places is generally thought to rely on a combination of land-
mark cues visible from the target place and spatial context such as traveled dis-
tances from neighboring places (e.g., O’Keefe & Nadel, 1978). For the landmark
component, various types of information can be extracted from the visual input
and have been shown to play a role in place recognition. These types include
barely processed “snapshots” (for review, see Gillner et al., 2008) as well as vi-
sual information requiring higher amounts of image processing such as landmark
configurations (Mallot & Lancier, 2016), room geometry and three-dimensional
spatial layout (Cheng et al., 2013; Epstein et al., 2008), or identified landmark
objects (Janzen & van Turenout, 2004). Visual depth, i.e. the perceived dis-
tance to objects of the surrounding scene, is relevant for a number of these cues,
especially if indoor-environments are considered. Here we use psychophysical ap-
proaches from the study of early visual processes (stereopsis, motion parallax)
to investigate the role of perceived depth in place recognition.

2 Methods

Subjects and Procedure. 40 students from the University of Tübingen passed a
simple test for stereo vision and participated in this study. The experiments
were carried out in a virtual environment simulating a kite-shaped room with
edged or rounded corners. In the “return-to-cued-location task” (Gillner et al.,
2008), participants were placed at one of three goal locations in the kite-shaped
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a. b.

Fig. 1. View of the kite-shaped room arranged for free stereoscopic viewing using
crossed fusion. a. Texture condition. b. Dot condition (sample frame of the dynamic
random dot display). Both stereograms show the room with edged corners.

room. In the following inspection phase subjects studied the local appearance
of the room by looking around and performing small translational movements.
They were then set back to a start position and used a joy-stick to return to the
goal. After indicating goal recognition by the button hit, subjects were moved
to the correct goal position, and the next trial started from there. In all, twelve
decisions were recorded per subject and condition, i.e. two cycles of all six pos-
sible transitions between the three goal locations. In the results reported here,
the virtual environment was presented with an Oculus-Rift stereoscopic head-
mounted display (HMD), but controls with a mirror stereoscope and monocular
viewing were also performed. In addition to the stereo disparities presented on
the stereoscope, the HMD setup provided a higher level of immersion including
closed-loop movements of the head and body that might lead to better percep-
tion of structure-from-motion. We thus hypothesized that using a HMD would
increase participants’ place recognition performance as well as decreasing the
response time needed.

Stimuli and Conditions. Two factors, “visual cues” and “room shape”, were var-
ied in a full factorial design. In the cue-condition “texture”, rooms were defined
by a texture of large spots (about 10 cm diameter in the virtual environment)
pasted to the room walls, floor, and ceiling as a wallpaper. This texture provided
stereo disparity, motion parallax upon observer motion, texture gradients and
information about room corners (Fig. 1a). In the cue-condition “dots”, surfaces
were defined by dynamic random dots with limited lifetime varying between 100
and 200 ms. Outdated dots or dots leaving the field of view were continuously
replaced so that the dot distribution on the screen was kept uniform. The dots
provided stereo disparities, a small amount of motion parallax (during dot life-
time), but no texture gradients. Room corners might have been inferred from
the depth information, but not from the dot distribution itself (Fig. 1b). The cue
conditions were performed in a blocked, within-subject design (dots condition
first). We used two shape-conditions “edged”, and “rounded”, as shown in Fig. 2
(between subjects factor). With these we wanted to test the hypothesis that the
corners of the room provide conspicuous landmarks that might be important for
place recognition.
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Fig. 2. Scatter plots of the decision points from 240 decisions (20 subjects × 12 de-
cisions per subject). a. Layout of the kite-shaped room with goal locations A, B, C,
and nearest-neighbor cells. Dimensions in meters. b., c. Edged corner room, d., e.

rounded corner room. Dot colors indicate goal positions A, B, C. Tokens indicate: +
true goal location, ◦ decision points within goal region (“correct decision”). ∗ decision
point outside goal region (“qualitative error”). Error ellipses are calculated over the
within-region decisions only and reflect one standard deviation.

a. b.

Fig. 3. Absolute numbers of correct decisions (decisions inside goal region) out of a
total of 80 decisions per target (accumulated over all subjects). a. Edged corner room,
b. rounded corner room. Colors indicate goal locations A, B, C. Performance above
chance level defined by the relative area of Voronoi cell is highly significant for all cases.

3 Results

Fig. 2 shows the decision points in the four conditions, accummulated over all
subjects. Decision points scatter about the goal positions with a moderate vari-
ance, and variance is not substantially different in the four conditions. We also
find a fair number of “qualitative errors” in which the subjects choose a place
closer to one of the non-goals than to the current goal. The respective nearest-
neighbor cells (Voronoi tesselation around goal points) are also indicated in
Fig. 2a. These errors are equivalent to the “rotation errors” discussed in the
geometric-module literature (see Cheng et al. 2013 for review). Fig. 3 shows the
number of correct decisions for the various conditions, again accumulated over
all subjects. If subjects would ignore the visual information, the chance level for
chosing a decision point in the correct Voronoi cell would be about 33% com-
pared to an average recorded performance rate of about 91% shown in Fig. 3.
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The difference from chance level is highly significant in all cases. No significant
differences between conditions were found.

A comparison with the stereoscopic and monocular viewing conditions (data
not presented in this paper) shows similar results. Performance is well above
chance even for the monocular condition, albeit slightly poorer than in the HMD-
data reported here.

4 Discussion

The results indicate that subjects can use pure depth information as is provided
by dynamic random dots to recognize places in a room. Additional texture cues
providing more reliable depth information seem to lead to some improvement,
which, however, is not statistically significant. This is even more surprising since
texture cues provide still another cue for place recognition, i.e. snapshot match-
ing. Indeed, since the texture was “painted to the wall”, the subjects might
have tried to remember the pattern of black and white wall texture appearing
at each goal location and try to match it to their memory when they return.
If they did use this strategy, it did not lead to a substantial improvement in
performance. The corners of the room do not seem to play an important role
in self-localization, indicating that subjects rely more on the distances to walls
than to the corners. Overall, the results fit nicely to the idea that places are
represented by a local map of the environment which is updated as the subject
moves around (Byrne et al., 2007, Loomis et al.; 2014, Röhrich et al., 2014).
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hanspeter.mallot@uni-tuebingen.de

Abstract. We present a probabilistic model of place recognition from
a configuration of distant landmarks surrounding a goal. The model as-
sumes that landmark positions are perceived with hyperbolic distance
compression and added noise, depending on current observer position.
Position-dependent recognition rate is modeled as the likelihood of per-
ceiving the expected (stored) landmark configuration from each posi-
tion. The model reproduces key features of experimental results includ-
ing a systematic localization bias towards the most distant landmark,
the shape and orientation of the error ellipses, and effects of approach
direction. We conclude that place recognition is based on a compari-
son between a place code (landmark distance and angles) and a working
memory of surrounding space suffering from systematic depth distortions
and distance-dependent drop in resolution.

1 Introduction

Place recognition, like any other recognition task, has to be based on a compar-
ison between a reference coded in memory and the current sensory input. This
reference could be a raw snapshot of the scene taken from the goal location as has
been suggested for honey-bee and ant navigation; for snapshot use in humans,
see Gillner et al. (2008). In experiments with configurations of isolated landmark
objects (Waller et al. 2002, Pickup et al. 2013), the role of depth information
in place recognition has been demonstrated. Here we review experimental data
from Lancier (2016) and present a quantitative, maximum likelihood model of
place recognition involving a memory-code for place which is based on landmark
distance and bearing.

2 Model constraints

The accuracy of the place recognition in an open environment comprising four
distant, distinguishable landmarks was studied in a behavioral experiment with
human subjects navigating a virtual environment. The environment included a
+-shaped bridge crossing a pond and four colored spheres hoovering in mid-
air above the pond, one in each quadrant defined by the bridge arms. Subjects
started at one bridge entry and had to find a goal that involved either a left
or a right turn at the bridge center (“decision point”). All possible starting
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Fig. 1. Position choices for three landmark configurations. The landmarks are shown
with their actual position and color. a. Standard configuration (20 subjects, 954 deci-
sions), b. Parallelogram configuration (16 subjects, 761 decision), c. Peaked configura-
tion (16 subjects 754) decision. Mean deviation from the bridge center was significant
for the standard and peaked conditions (Hotelling’s T-Square test). The orientation
towards the most distant landmarks in a and c was tested with a circular V -test over
the preferences of the individual subjects and was also significant. See Lancier (2016).

points and turn directions were used. In the test phase, bridge, pond, and goals
were rendered invisible by simulated ground fog and the subjects were asked to
navigate to the now invisible center of the bridge and indicate place recognition
by button hit. This performance was based essentially on the four landmarks
which remained visible at all times. In order to prevent subjects from using path
integration, the starting points at each of the four bridge entries were varied using
a random positional scatter. Experimental results are summarized in Figure 1
(Lancier 2016). For the model, the following constraints can be derived:

1. Decision points show both a systematic bias and a statistical error. The
systematic bias as well as the major axis of the error ellipses point roughly
in the direction of the most distant landmark (Fig.1a-c).

2. If a point-symmetric configuration of landmarks is used, the systematic bias
goes away (Fig.1b).

3. If the landmark sizes, and therefore the perceived landmark distances, are
manipulated between training and test session, decision points are shifted
towards downscaled landmarks and away from the upscaled ones (data not
shown). I.e. subjects try to adjust remembered and perceived distances.

3 Model

In a world coordinate system centered around the target point (the center of the
bridge), the landmark positions are denoted by li, i = 1, . . . , 4. Let x denote the
current observer position. The true landmark vectors from the current observer
position are mi = li −x. In order to model the systematic bias, we will need to
assume that the actual perceived landmark distance is not veridical but hyper-
bolically compressed according the equation µi = Ami/(A + ‖mi‖) (Gilinsky
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Fig. 2. Place recognition model. a. Layout with bridge and landmarks. b. Approaching
observer with place code (open colored circles). Solid colored disks: true landmark po-
sitions; transparent ellipses: distribution of landmark measurement according to Eq. 1.
c. Probabilistic match of place code and observed landmark positions.

Fig. 3. Log likehood function (Eq. 3) for the three landmark configrations. Conventions
as in Figure 1.

1951). A is a constant set to 100 m in our simulations. This compression does
not affect the stored landmark position which is assumed to be derived from tri-
angulation and spatial updating processes (Philbeck & Loomis 1997) and may
therefore be assumed veridical. The stored place code is therefore given by the
true landmark positions li. Consider the probability of perceiving a landmark
i at a position mi, given the current observation position is x. This measure-
ment mi is given in Cartesian coordinates but comprises information about
the egocentric perceived distance (with hyperbolic compression) and allocentric
bearing, i.e. bearing with respect to some reference direction. The probability
density function is assumed to be

p(mi|x) = φ(m;µi(x),Σi(x)), (1)

i.e. the two-dimensional normal distribution with mean µi and covariance matrix
Σi. Note that both mean and covariance depend on the current observer position
x. For the mean, we have specified this dependence above. The covariance matrix
Σ will have an eigenvector in the direction (li−x)o, i.e. the depth direction from
the current view-point to the true landmark position, and a another one in the
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width direction,

Σi(x) = Ri

(

λd 0
0 λw

)

R⊤
i , where Ri(x) =

[

(li − x)◦, (li − x)◦
⊥
]

. (2)

The eigenvalues in the distance and width directions are assumed to scale with
distance according to λid(x) = 0.0001 ‖li−x‖4 and λiw(x) = 0.1 ‖li−x‖2. Thus,
the angular error of landmark position does not depend on viewing distance. For
small distances, λiw > λid, as is necessary to model the shape of the experimental
distributions. This may reflect the fact that inter-landmark angles have to be
inferred from multiple views. The place code for the goal position x = 0 will be
{li, i = 1, . . . , 4}. The probability of measuring this place-code, given that the
observer is actually at x, is obtained by substituting m = li in eq. 1 and taking
the product over all four landmarks:

p(l1, ..., l4|x) =

4
∏

i=1

φ(li;µi(x),Σi(x)). (3)

The function LL(x) := log p(l1, ..., l4|x) is plotted as the model prediction in
Figure 3 for the three landmark configurations appearing also in Fig. 1.

4 Conclusion

Place recognition from distant landmarks is based on a comparison of two com-
ponents, (i) a referential place code containing veridical landmark distances and
inter-landmark angles, and (ii) a visual working memory of the complete sur-
roundings with distance-dependent resolution and systematic depth compres-
sion. A simple model of these components is able to quantitatively predict the
statistical distribution of decisions made by human subjects. Effects of approach
direction can be modelled by increasing the variances of the less-seen landmarks.
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❆☛☞✌✍✎✏✌✑ We investigated differences and commonalities of robots' and humans' 
self-localization abilities in a complex building without landmarks as well as with 
landmarks, optimized for humans and robots, respectively. Our findings exem-
plify the fundamental differences between robot and human processing of spatial 
information. This research outlines the challenges for all scenarios that encom-
pass robot-human cooperation in regard to spatial orientation and navigation. 

❑❡✒✇✓✍❞☞✔ Self-localization, spatial ambiguity, robot-human comparison 

✶ ■✕✖✗✘✙✉✚✖✛✘✕

Architectonically complex, but visually ambiguous buildings (e.g., conference 
buildings or museums) represent a challenge for both robot and human orientation. 
However, the sensor apparatus of humans and robots differs as much as their means to 
process spatial information. Humans excel at identifying and recognizing distinctive 
features in their environment. The comparatively unlimited memory capacities of ro-
bots allow for a precise matching of the current vista space with all other known vista 
spaces. The growing number of potential interactions (e.g., search & rescue missions 
in a partly collapsed building) requires a better understanding of commonalities and 
differences of humans and robots in regard to spatial orientation. At the core of spatial 
orientation, successful self-localization is a crucial issue. This research aims at exclud-
ing several aspects involved in navigation and orientation in order to allow for a sys-
tematic comparison of self-localization accuracy at isolated locations within a familiar 
environment between humans and robots. 

There have been converging approaches to reduce spatial ambiguity during self-lo-
calization through ad-hoc installment of landmarks. The deployment of RFID chips as 
landmarks fostered the mapping abilities of robots [1], [2]. Humans with access to in-
dividually placed or preplaced landmarks showed superior wayfinding performance in 
a virtual environment as compared to participants without landmarks [3]. Another study 
did not find such advantage, but reported strong consistencies in human landmark 
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placement [4]. Thus, a second goal of this research concerns the question how and 
where landmarks must be placed to reduce spatial ambiguity of robots and humans. 

✷ ▼❡t�✁✂

We tackled our research questions in a complex building (see Fig. 1). We applied a 
grid of 1×1m cells on this layout, resulting in 3,101 cells total for all following compu-
tations. In ❙✄☎❣✆ ✶, the building contained no landmarks other than provided by the 
layout itself. We applied the uniqueness measure introduced by Meyer-Delius et al. [2] 
to quantify robot self-localization accuracy. The uniqueness (robot ❯) of a pose ① was 
defined by the probability of obtaining the same sensor observation (simulating a 2D 
LRF scan) as in ① from any other pose in the environment, averaged over all other poses. 
Human self-location accuracy was evaluated by selecting 100 cells based on maxima 
and minima of several criteria (e.g., the number of visible cells, robot ✝, etc.). Fifteen 
undergraduates were familiarized with the layout before studying first-person views of 
the 100 locations in a desktop virtual environment. After studying each location, they 
estimated their position on an empty floorplan. An estimation was counted as successful 
if the position was within a radius of 15m (reflecting the limit of clearly distinguisha-
bility on the computer screen) and within line of sight of the original position. We col-
lapsed the data across participants and computed the means for localization accuracy 
per location. Figure 1 depicts robot and human self-localization accuracy of all stages. 

For ❙✄☎❣✆ ✞ (and based on [1] and [4]), we computed which five cells of the envi-
ronment had to contain a landmark to minimize robot ambiguity as indicated by mean 
robot ❯, based on the 100 locations selected in Stage 1 only and under the assumption 
that a detected landmark enables perfect self-localization. Sixteen new undergraduates 
studied the same locations as in Stage 1 and estimated their position. Landmarks were 
visible both from the egocentric and the allocentric perspective. 

For ❙✄☎❣✆ ✸, we identified five landmark positions optimized for human self-locali-
zation, based on the assumption that a visible landmark enables perfect self-localization 
and the probability of successful self-localization at each location in Stage 1. The eval-
uation of robot and human self-localization was equivalent to Stage 2, with the land-
mark positions and the data collection of sixteen new undergraduates being the only 
difference. 

✟ ❘❡s✠❧ts

We scaled the values of robot ❯ for all cells to range between 0 and 1 (with 0 and 1 
representing the cells with the lowest and highest uniqueness value, respectively, across 
all experiment stages). As expected, we found the poorest robot U for ‘no landmarks’ 

(✡ = .55, ☛☞ = .31), an enhanced robot ❯ for ‘optimized for humans’ (✡ = .66,

☛☞ = .29), and the highest robot U for ‘optimized for robots’ (✡ = .75, ☛☞ = .25). 
We refrained from a statistical analysis as robot ❯ cannot be treated as a continuous 
variable with a normal distribution. Similarly, we found the poorest human localization 
accuracy for ‘no landmarks’ (✡ = .57, ☛☞ = .20). Contrasting robot self-localization, 
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we found a significantly increased accuracy with landmarks for optimized for robots 
(� = .68, ✁✂ = .22) , ✄(99) = 5.82, ☎ < .001 , but even better performance with 
landmarks optimized for humans (� = .80, ✁✂ = .18), ✄(99) = 4.99, ☎ < .001. 

 

❋✆❣✳ ✶✳ Self-localization accuracy of robots (top row) and humans (bottom row). Darker red in-
dicates higher self-localization accuracy in ❙t✝✞❡ ✥ ‘no landmarks’ (left), in ❙t✝✞❡ ✷ ‘landmarks 
optimized for robots’ (center), and in ❙t✝✞❡ ✸ ‘landmarks optimized for humans’ (right). Land-
marks (white markers) are portrayed uniformly rather for reasons of clarity, but were individu-

ally identifiable for both robots and humans. 

✹ ❉✟✠✡✉✠✠✟♦☛

We compared the self-localization accuracy of robots and humans in a familiar (vir-
tual) building. Given the unusual and cognitively demanding task of transferring the 
egocentric study perspective to the allocentric localization perspective, humans per-
formed surprisingly well even without landmarks. Their performance increased when 
landmarks were available. However, the significantly higher localization accuracy sup-
ported by landmarks optimized for humans as compared to those optimized for robots 
implies that the “where” of these landmarks must be aligned to human spatial cognition 
(see [4]). The data indicate a reversed pattern for robots’ self-localization accuracy, thus 
implying that robot and human spatial ambiguity results from very different reasons. 
Robot ambiguity was evaluated by comparing the similarity of a (simulated 2D LRF) 
laser-scan to all other possible scans. Provided with perfect "memory", robot self-lo-
calization benefits from increasing complexity of the vista space. In contrast, it is not 
clear yet which spatial and environmental factors enhance and inhibit human self-lo-
calization performance. Preliminary analyses indicate that human self-localization ac-
curacy did not depend on spatial properties of a location such as size, uniqueness, or 
jaggedness of the visible space. We also found no evidence that human performance is 
determined by distinctive local features (e.g., the style and number of doors in a room). 
We are currently investigating whether the shape of the investigated room as well as 
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the structural composition of the surrounding rooms (i.e., similar to a jigsaw puzzle) is 
a better predictor of human self-localization accuracy [5]. 

The differences between spatial ambiguity of humans and robots become also clearly 
visible in the distribution of landmarks optimized for robots and humans, respectively. 
Landmarks optimized for robots are located in segregated areas where high ambiguity 
was measured, as robots are most unlikely to make errors in the uniquely formed central 
areas of the building. In contrast, landmarks optimized for humans were tightly linked 
to their visibility and integration in the general layout of the building (i.e., its central 
areas), thus indicating that humans take the global structure of the environment into 
account during self-localization. Landmarks served to eliminate residual ambiguity for 
a large part of the building (e.g., the main hall) rather than to disambiguate specific 
areas. 

Our findings shed first light onto the challenges that need to be addressed for any 
scenario that encompasses robot-human cooperation in regard to spatial orientation and 
navigation. Robot orientation may for example be impeded by architectural designs 
geared towards human needs, with a small number of highly distinctive and central 
locations, but a large number of uniform functional rooms. Future research should thus 
take the underlying structure of different building types into account. Furthermore, we 
deliberately limited the current approach to static self-localization in order to increase 
the comparability of human and robot performance. Extending our approach to a sce-
nario featuring locomotion represents a worthwhile challenge. Insights gained from 
such comparisons become more and more relevant with the increasing integration of 
robots into human lives. 
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❆✆✝t✞✟❝t✳ This study aims to analyse the linear correlation (relationship between reac-
tion times and angular disparity) presented in many past publications regarding mental 
rotation (e.g. Shepard & Metzler 1971), by modelling the mental rotation task in ACT-
R (Anderson et al. 2004). Furthermore we wish to distinguish whether the mental rota-
tion task depends on ♣✠✡☛☞✌✌✍ or ✎✏✌✑✒✏☛☞✍❜✒✌☞❡ theories. We studied how the introduc-
tion of a new object and new rotation axes after learning the mental rotation task af-
fected the reaction times of subjects. Results show that linear mental rotation rates could 
not be found in our data and new objects increased reaction times. This leads us to 
conclude that pure ♣✠✡☛☞✌✌✍❜✒✌☞❡ theories do not solely apply and proposes that declar-
ative knowledge is needed for mental rotation. 

❑✓②✇✔✕✖✗✘ ACT-R, Mental Rotation, Strategy Choice, Spatial Competence 

✶ ■✙✚✛✜✢✉✣✚✤✜✙

When practising certain skills two primary mechanisms are assumed to explain learning 
effects, i.e. ♣✠✡☛☞✌✌✍❜✒✌☞❡ and ✎✏✌✑✒✏☛☞✍❜✒✌☞❡ theories (Logan 1988; Heil et al. 1998). 
These general theories apply to a large variety of tasks that can be learned through 
repetition, including tasks relying on spatial competence. Spatial competence, thereby, 
is a key skill humans need to possess when planning manipulations of objects. One such 
elementary spatial task is mental rotation. Many experimental results have been pub-
lished on mental rotation with contradictory conclusions on learning effects, splitting 
into ♣✠✡☛☞✌✌✍❜✒✌☞❡ and ✎✏✌✑✒✏☛☞✍❜✒✌☞❡ explanations (♣✠✡☛☞✌✌✍❜✒✌☞❡: Wallace & Ho-
felich 1992; ✎✏✌✑✒✏☛☞✍❜✒✌☞❡: Tarr & Pinker 1989; Kail & Park 1990). 
We aim to model mental rotation with a cognitive architecture, i.e. Adaptive Control of 
Thought-Rational (✥✦✧✍★; Anderson et al. 2004), to predict user behaviour in spatial 
tasks. These tasks can be as rudimentary as mentally planning an object manipulation 
or complex interaction with interfaces in common human-machine-interactions. While 
experimental results on mental rotation cluster into the two abovementioned groups, it 
is important to understand that these theories rely on fundamentally different forms of 
knowledge, i.e. procedural and declarative knowledge. As it is our goal to correctly 
identify and model mechanisms that influence users’ ability, e.g. control machinery 

with interfaces, these two forms of knowledge are an important differentiating factors 
and cannot be handled identically when modelling cognition. 
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✷ ❊�✁❡r✐✂❡♥t

A total of 36 volunteers (17 female, 19 male) were recruited via a participant database 
of the Technische Univeristät Berlin. The sample primarily included students of the 
university between 18 and 30 years of age (mean= 24.9). A 2x2 between-subject design 
was chosen with factors a) number of objects and b) number of rotation axes. The in-
dependent variables were: object(s) which were rotated about 18 angular disparities, in 
two rotation directions around environmental axes (horizontal and/or vertical) with an-
swers either being (“same”) or (“different”). If subjects were assigned to the single ob-

ject or single axis condition, trials were presented twice (randomly distributed) to obtain 
the fixed sum of 320 trials. Additionally, in the final block a new object was introduced 
that was rotated about four angular disparities (10°, 60°, 110° and 160°) in two rotation 
directions around identical two axes with answers also either being (“same”) or (“dif-

ferent”). The dependent variables were the reaction time and the answer given. 
This set-up was divided into four blocks with blocks one to three having a length of 72 
trials, the final block having a length 104 trials, due to the introduction of the new ob-
ject. Objects presented were chosen from a set size of four, the additional object of the 
final block also being chosen from a separate set with a set size of four. All trials were 
presented on a 22” LCD monitor and followed the experimental design of Shepard & 
Metzler (1971). Participants had normal or corrected-to-normal vision. All subjects re-
ceived either course credit for their respective studies or 10 Euros. 
For this study we hypothesise, among others (to be presented in the talk), that: 

✄ ❖☎✆✝✞✟✠✡☛ ❤②☎✡✟❤✆☞✠☞: Rotation times will decrease of the course of the experiment, 
differentiation between ☎✝✡❝✆☞☞s❜✞☞✆✌ and ✠☛☞✟✞☛❝✆s❜✞☞✆✌ theory is not possible. 

✄ ❖❜❥✆❝✟ ❤②☎✡✟❤✆☞✠☞: Rotation times for new objects introduced in the fourth block are 
longer than for the primary object, i.e. ✠☛☞✟✞☛❝✆s❜✞☞✆✌ theory. 

✸ ▼♦✍❡❧ ♦✎ ▼❡♥t✏❧ ✑♦t✏t✐♦♥

As a basis for this work, previous modelling results are used as a reference (see Fig. 1; 
Lotz & Russwinkel (submitted)) and the implemented strategy of said ACT-R model is 
redefined. Prior experimental and simulation results, that were conducted with the an-
gular disparities of (10°, 60°, 110° and 160°), did not confirm the linear correlation by 
Shepard & Metzler (1971). Therefore, the new model will choose between three differ-
ent cases when solving the mental rotation task to allow modelling of non-linear mental 
rotation effects. It’s to be pointed out that the abovementioned angular disparities are 
identical to those introduced in the fourth block of the experiment of this paper. The 
reasoning being that we can compare reaction times to previous results and evaluate 
whether reaction times and errors are in line with previously obtained results, giving an 
indication which of the theories applies to this scenario. 
First, trials with small angular disparities are solved on the basis of the ✠☛☞✟✞☛❝✆s❜✞☞✆✌ 
theory. When comparing the two images of a trial, representations of the images are 
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created (reference representation and rotation representation) and subsequently com-
pared. If the rotation of the two representations is below a threshold of 20° (this value 
is an estimate, which has to be validated by empirical results of this study), we assume 
that no mental rotation is needed to solve the task. As representations of the objects are 
repeatedly created during the course of the experiment, calls to the declarative memory 
become faster, resulting in quicker reaction times. 
Second, a specific strategy for rotations of 180° about an axis is implemented. We as-
sume that this distinct inverse representation can be obtained without mental rotation 
being applied. Learning in this specific case is also due to representation instances of 
the objects being created, leading to lower declarative retrieval times. 
Third, all other trials with angular disparities between 20° and 180° are modelled by a 
mental rotation process. This process combines the ♣r♦❝�ss✁❜❛s�❡ and ✐✂st❛✂❝�✁❜❛s�❡ 
theories by learning the axis for the mental rotation (process-based) and, similarly to 
the previous two strategies, representations increasing activation in the declarative 
memory (instance-based), this strategy is already implemented (see Fig. 1). 
By modelling the empirical data we aim to validate different cases, which may apply, 
when regarding mental rotation as possible explanations for non-linear rotation rates. 
Additionally, we wish to investigate the hypothesised threshold of 20°. 

 

❋✄❣✳ ✶✳ Reaction times plotted for each block and angular disparity. Results displaying the 
model fit (red dots) compared to experimental data (Lotz & Russwinkel (submitted)). Model-
ling results are limited to the third case as described below. The modeling results show, that 

this case does not suffice to accurately model the empirical data. 

✹ ❘☎✆✝❧✞✆

The following results were analysed with regard to subjects’ reaction times. Figure 2 
displays the reaction times with regard to blocks (course of the experiment) and the 
angular disparity. In all blocks complete linearity, as proposed by Shepard & Metzler 
(1971), is not present. Our ♦♣�r❛t✐♦✂ ❤②♣♦t❤�s✐s was subject to an ANOVA which led 
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to significant results ❋(1,35)= 431, ♣<0.001. An ANOVA conducted on the ♦❜❥�✁✂ ❤②✄

♣♦✂❤�❡☎❡✱ delivered statistically significant results ❋(1,35), ♣=0.03. Further hypotheses 
differentiating between-subjects groups and the 20° threshold will be discussed in the 
talk. 
Furthermore, the simulation results of the model will be compared to the experimental 
data. The strategies integrated into the model that depend on theories, i.e. ♣r♦✁�❡❡- and 
☎✐❡✂t✐✁�✄❜t❡�✆ theories of learning, promise a further step towards successfully mod-
elling mental rotation as a key skill of human spatial competence.  

 

✝✞❣✳ ✷✳ Reaction times displayed for each experimental block and the angular disparities. A 
clear reduction of reaction times over the course of the experiment is shown, which is statisti-
cally significant. For angles greater than 90° reaction times converge. In the final block (block 

4) no reaction time improvement is achieved and angular disparities of the new object presented 
(10°, 60°, 110° and 160°) increase. 
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Categorization is an important cognitive skill that helps us, for example, to make
predictions about objects belonging to the same category and to communicate
by referring to types of objects with words. There are four main theories that
try to explain categorization: the rule-based, the prototype, the exemplar, and
the decision-boundary theory (Kruschke, 2008). Furthermore, these approaches
can be combined to hybrid theories connecting two or more theories together
with criteria when which strategy is applied. In hybrid theories rule-based ap-
proaches are often included to explain categorization with logical rules. However,
for a long time it was criticized that rule-based theories have shortcomings in
explaining typicality effects, that is, that more typical members of a category are
treated more efficiently. Recently it was shown that typicality effects can also be
explained by a rule-based approach (Lafond, Lacouture, & Cohen, 2009).

Cognitive theories of categorization usually focus on the categorization pro-
cess and do not make specific assumptions about underlying learning algorithms.
Designing such learning algorithms—however, without explicitly focusing on cog-
nitive learning—is the domain of machine learning research (Mitchell, 1997).

In this paper we take a closer look on the incremental process of category
learning with a rule-based approach. First, we describe an experiment of hu-
man categorization learning which gives evidence that humans use rule-based
categorization strategies (Lafond et al., 2009). The authors model rule-based
categorization with individual decision-trees (iDT). Afterwards, we present our
reanalysis of these data with the focus on incremental learning of iDTs.

Experiment and Decision-Tree Models

In the experiment, participants categorized computer-generated 3D rendered
images of lamps in categories A and B (Lamberts, 2000; Lafond et al., 2009).
The lamps differed in four binary features (F1–F4): base, upright, shade, and top.
For example, the shade can be conical or hemispherical. The resulting 16 stimuli
can be represented compactly by a four-digit binary code—e.g., 0000: all features
have the attribute value 0; 1010: the attribute value of F1 and F3 is 1. Stimuli

⋆ A big thanks to Daniel Lafond who made the data and the material of the catego-
rization experiment available for us and who helpfully answered our questions.
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Fig. 1. Decision-trees for Participants 1 (left) and 4 (right). Left branches correspond
to attribute values 1, right branches to attribute values 0.

were assigned to the two categories with the Medin and Schaffer 5–4 category
structure (cf. Medin & Schaffer, 1978). The mapping of abstract to physical
(lamp) features was counterbalanced (i.e. differently) across participants.

The experiment included a training and a process tracing phase. During
training, the labeling for stimuli A1–A5 and B1–B4 was learned with trial-by-
trial feedback. The stimuli were presented incrementally in blocks of nine stimuli
in random order, differing for each participant. Training ended after a participant
categorized all nine stimuli in a block correctly three times in a row. In the
process-tracing phase the participants performed the four-questions game where
the participants had to decide which feature should be shown first, second, third
and fourth. At each step, the participant could stop the trial by categorizing
the stimulus. Participants were instructed not to guess, to use the same strategy
they used during training, and to use a minimal number of features.

Data from five participants (P1–P5) where analyzed and results of the four-
questions game led to five iDTs to model the categorization. The structure of
the iDTs for P1 and P4 are shown in Fig. 1. These iDTs explain the data better
than two compared exemplar models (cf. Lafond et al., 2009). However, there are
open questions concerning (a) the structure of these iDTs and (b) the process
of incremental learning these iDTs. In the following, we will give a closer look
to these aspects.

Process of Learning Categories: A Data Reanalysis

When inspecting the iDTs underlying the categorization process of the partic-
ipants, it shows that the trees have different structures, for example, one has
F4 the other F2 as root. Consequently, to develop a model for the incremental
learning process, it has to be determined by which criteria individuals select
features for inclusion in the iDTs.

For decision-tree (DT) learning algorithms in machine learning a widely used
selection criterion is information gain. This measure describes the reduction of
entropy in a system when a feature is used to split the data into categories
(Quinlan, 1986). However, to calculate information gain the complete set of
data and their categories must be known. In contrast, human learning mostly
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takes place in incremental settings. In the described experiment, after one train-
ing block a participant theoretically can calculate the information gain for all
four features which would result in: gain(F1) = gain(F3) = 0.229; gain(F2) =
0.007; gain(F4) = 0.091. Features F1 and F3 have the highest information gain.
However, only the iDT of P5 has F3 as root, whereas in the iDTs of P1, P2, and
P3 feature F4 is root and of P4 it is feature F2. Nevertheless, for all further nodes
of all iDTs always a feature with the highest information gain for all stimuli in
this path of the tree was used.

An explanation for not using the feature with the highest information gain as
root could lay in the presentation of the material in the first block in the training
phase. If a participant only has seen the stimuli A4 (1101), A5 (0111) and B1
(1100) feature F4 discriminates the stimuli correctly in Category A and B. Based
on this observation we defined an information gain related measure ’igain’ that
only includes the stimuli that are known by the participant so far. Since this mea-
sure only takes into account a limited number of stimuli, the relative frequencies
do not have high validity. Therefore, while the relative frequencies in the entropy
measure are interpreted as probabilities, this interpretation is not justified for
igain. For a set of stimuli at a given time St and a category c, the relative fre-

quency is calculated as r(St, c) =
|St,c|
|St|

where St,c is the set of stimuli belonging

to category c. Entropy is calculated in the usual way with the relative frequencies
instead of probabilitiesH(St) = −r(St, A)×log2r(St, A)−r(St, B)×log2r(St, B).
The igain measure is defined as

igain(S, F, t) = H(St)−
|St,F 0 |

|St|
×H(St,F 0)−

|St,F 1 |

|St|
×H(St,F 1)

with SF 0 as stimuli with attribute value 0 for feature F and SF 1 as stimuli with
attribute value 1.

In Table 1 the analysis of the data with respect to igain is shown. The first
non zero values occur when stimuli of both category A and B have been seen.
Therefore, P2 needed a longer sequence to get a non-zero igain value. For the
iDTs of P1–P4 always a feature with the highest igain was used. For P5 the
only exception is the feature used in the root. For the stimuli sequences used in
the experiment, there are some cases where two or more features have the same
igain, that is, we have no unique criterion for selecting a specific feature. Since
it cannot be supposed that participant have a perfect memory, an additional
selection criterion could be the visual salience of a feature.

Identifying principles which explain the order of features in iDTs addresses
one aspect of the learning process. Additionally, it is an open question whether
human learners follow a strictly incremental strategy for constructing and re-
fining rules. We compared the number of trials, that is the number of learning
steps, participants needed until all stimuli are correctly classified with the num-
ber of steps necessary for the DT algorithm CAL2 (Unger & Wysotzki, 1981)
when features were presented as evident in the iDTs. Results show that CAL2
does need fewer steps than the participants (see Table 1). Obviously four of the
five participants do not follow a purely incremental strategy as used by CAL2.
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Table 1. Incremental information gain and learning steps (explanation see text).

Participant Incremental information gain Learning steps SC
Sequence F1 F2 F3 F4 CAL2 Participant

P1 B3, A2 1 0 1 1 25 77 0.680
P2 A3, A5, A4, B2 0.311 0.123 0.123 0.811 23 63 0.696
P3 B2, A5 0 0 0 1 17 161 0.882
P4 A5, B3 0 1 1 0 24 651 0.708
P5 B2, A3 1 1 0 1 28 101 0.607

One possible alternative model is that participants completely reject partially
learned rules and start with a new hypothesis. This was also proposed by Unger
& Wysotzki (1981) who assume a meta-strategy by which humans first focus on
simple rules and switch afterwards to conjunctions or disjunctions of features.
Furthermore, if human learners followed the incremental strategy, the classi-
fication decisions during learning should correspond between participants and
the learning algorithm. We assessed sequence consistency (SC) by calculating
the proportion of matches between participants’ response sequences and CAL2
until CAL2 had learned the complete iDTs (see Table 1). Results show only
moderately high correspondences with the highest correspondence for P3.

Our reanalysis shows that—although categorization behavior of the partici-
pants can be reconstructed by iDTs—the process of learning cannot be plausibly
modeled by the incremental DT algorithm CAL2 for four of the five participants.
In a next step, we plan to conduct an experiment using the same stimuli but
different learning set-ups to gain more insight in rule-based classification learn-
ing. There we will explore selection criteria for features taking into account the
proposed igain measure and visual salience (cf. utility values proposed by Lam-
berts 2000). Furthermore, the use of different meta-strategies will be researched
by assessing participants’ categorization rules after each learning step.

References

Kruschke, J. K. (2008). Models of categorization. In R. Sun (Ed.), Computational
psychology (pp. 267–301). Cambridge University Press.

Lafond, D., Lacouture, Y., & Cohen, A. L. (2009). Decision-tree models of cat-
egorization response times, choice proportions, and typicality judgments.
Psychological Review , 116 , 833–855.

Lamberts, K. (2000). Information-accumulation theory of speeded categoriza-
tion. Psychological Review , 107 , 227–260.

Medin, D. L., & Schaffer, M. M. (1978). Context theory of classification learning.
Psychological Review , 85 , 207–238.

Mitchell, T. M. (1997). Machine learning. New York, NY: McGraw-Hill.
Quinlan, J. R. (1986). Induction of decision trees. Machine Learning , 1 , 81–106.
Unger, S., & Wysotzki, F. (1981). Lernfähige Klassifizierungssyssteme (Classifi-

cation Systems Being Able to Learn). Berlin, Germany: Akademie-Verlag.

KogWis 2016 - page 42



Multisensory Conflict yields Adaptation in
Peripersonal and Extrapersonal Space

Johannes Lohmann and Martin V. Butz

Cognitive Modeling, Department of Computer Science, Faculty of Science, University
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Abstract. Spatial representations are acquired through active interac-
tion with the environment and are based on a multisensory integration
mechanism that combines visual, tactile and proprioceptive information.
The weighting of different modalities depends on their reliability and
changes from peripersonal to extrapersonal space. In a virtual reality
setup we investigated whether conflict between visual and propriocep-
tive information regarding the hand position yields adaptation of spatial
representations. Our results show a stronger bias towards the manip-
ulated visual information for localizations in extrapersonal space. The
data is consistent with the assumption that peripersonal space is more
strongly grounded in proprioceptive than visual information, compared
to extra-personal space.

Keywords: Spatial Perception, Peripersonal Space, Virtual Reality

1 Introduction

Active interaction with the environment shapes the way we perceive the space
around us and internal models used to predict action outcomes originate from
these interactions [1]. Each motor command provides a variety of visual, tactile,
proprioceptive and acoustic sensations, which are integrated into a coherent
percept by means of a maximum likelihood integrator [2]. Especially for the
immediate space around the body - the so-called peripersonal space - the close
relation between motor codes, vision and proprioception has been shown [5].
Hence, the internal representation of peripersonal space is not defined in terms
of a Cartesian metric, but in terms of sensorimotor functionality. With increasing
distance from the body, the weighting of visual and proprioceptive information
in the spatial representation changes. Longo & Lourenco [4] could show that the
representation of extrapersonal space is dominated by visual information. This
transition in the weighting of visual and proprioceptive information is continuous
and scales with arm-length.

To investigate the weighting of information and how the spatial representa-
tions are formed during sensorimotor interactions, an active manipulation of the
mapping between modalities is required. Classic methods to introduce multisen-
sory conflict - like the rubber hand illusion - require participants to remain mo-
tionless. Virtual reality (VR) setups offer a possible solution. We manipulated
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the mapping between visual and proprioceptive hand position to investigate
whether the integration of the conflicting sensory information yields adaptation
of spatial representations. Participants had to perform a bimanual task during
which the visual hand representation was shifted, resulting in a correction of the
actual hands, to maintain the target position in the VR. The mismatch between
proprioception and vision should yield an adaptation in the representations of
peri- and extrapersonal space, which we measured via localization tasks in near
and far space. We expected stronger mislocalizations for the far space since it
should be adapted according to the manipulated visual impression. To further
explore the role of visual saliency, we hid the virtual hand models during the
localization in half of the trials.

2 Method

Participants. 33 students from the University of Tübingen participated in the
study (22 males). Their age ranged from 18 to 30 years (M = 21.7, SD = 2.5).
Participants were told a cover story to keep them naive to the purpose of the
study. After the experiment, participants were debriefed and offered the oppor-
tunity to withdraw their data.

Virtual Reality Setup. Participants were equipped with an Oculus Rift c© DK2
stereoscopic head-mounted display. Hand motions were captured with a Leap
Motion c© near-infrared sensor, placed 30cm in front of the participants on a
table. The VR scenario put participants in a static mountain scenery, with a
basket at the outer right corner of their reachable task space. During the exper-
iment a flower spawned at the center of the scene and participants had to pick
the petals and put them into the basket (see Fig. 1, panel A).

Fig. 1. Panel A: Object interaction task. Panel B: Self-Localization, diamonds indicate
palm and thumb centroids, respectively. Panel C: External Localization, diamonds
indicate palm and index finger centroids, respectively.

Procedure. In each trial, participants had to perform three tasks. First a local-
ization, second the object interaction during which the visual offset was applied
to the hand model, finally they repeated the localization task. The experiment
consisted of two blocks, each consisting of 12 trials.
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Localization. Participants had to locate themselves and an external reference
within the scene by pointing to the reference with both hands. For the self-
localization, participants were instructed to point with the tip of their thumbs
to themselves. In case of the external reference, participants were instructed to
point at the basket with their index fingers. The two types of localization are
displayed in Fig. 1 (panel B and C). The experiment was divided into two blocks.
In one block, the hand model was displayed during the localization, while it was
hidden in the other block.

Object Interaction. After the initial localization was accomplished, a flower
bloomed in the center of the scene. Participants were instructed to pick as many
petals as possible and to put them into the basket. In order to so, they had to
grab the stem with the left hand and to pick the petals with the right hand (see
Fig. 1, panel A). During task the offset between visual and felt hand position was
introduced. The offset was introduced gradually and only while the hands were
moving. Participants complied with the task in general, collecting 4.5 petals on
average per trial (SD = 1.4).

Design. To test systematic effects on the localization performance, we used a 2
× 2 design with the factors visibility (hand visible during localization or not)
and reference (pointing towards external reference or towards self). We derived
three dependent measures for the quantitative analysis. The palm drift refers
to the difference between the hand centroid in the pre- and post-localization
and indicates adaptation of the spatial representations of the hands. A shift in
hand position does not necessarily lead to mislocalization, the angular disparity
quantifies the adaptation of the hand rotation from the the pre- to the post-
localization which compensate possible drifts. To assess changes in the actual
localization, the positional discrepancy is the difference between the positional
estimates in the pre- and post-localization.

3 Results

Data were analyzed with 2 (hand visibility) × 2 (positional reference) repeated
measure ANOVAs. Results are displayed in Fig. 2. For all variables, main ef-
fects for hand visibility and reference were obtained, the respective interaction
was only significant for the angular disparity. For all conditions and measures,
means differed significantly from zero, the only exception being the positional
discrepancy in case of invisible hands and self-localization.

4 Discussion

We dissociated visual and the proprioceptive hand position in a VR setup and
tested whether the introduced dissociation affected localization performance. To
manipulate the saliency of visual and proprioceptive information, we let the
participants perform the localization task either with visible, or invisible virtual
hands. The data implies that participants stuck to the shifted center of their
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Fig. 2. Main effects for hand visibility (left) and localization reference (right). Both
main effects are significant for all measures. Bars with gray background indicate con-
ditions where the localization relied more on proprioceptive information. All means
differed significantly from zero, except in case of positional discrepancy and invisible
hands (this condition is marked with “n.s.”). Please note that the scale for angular
disparity indicates angles in degrees, while for the two other measures, the y-axis rep-
resents units in Unitys’ coordinate system.

hands, but partially compensated this shift by an according rotation of their
palms in the localization tasks. Results with respect to the positional discrep-
ancy show how the participants adapted their location estimate in a systematic
way, reflecting the introduced visual offset. The only exception was the combina-
tion of invisible hands and self-localization - the most proprioceptive condition
so to say. Our results show how multisensory conflict yields adaptation of the
spatial representation of far space and, to a smaller degree to an adaption of the
self-localization. The results dovetail with earlier work that showed a different
weighting of proprioceptive and visual information in peripersonal and extraper-
sonal space [3]. Furthermore, the results highlight the dynamic nature of spatial
representations. Earlier studies have shown the fast remapping of peripersonal
space in case of tool-use, our results extend these findings by showing the remap-
ping of ego- and allocentric frames of reference due to sensorimotor interaction.

Active manipulation of spatial representations in VR allows to study afteref-
fects on spatial reasoning and spatial compatibility effects. This will provide an
even deeper understanding how spatial representations are rooted in the senso-
rimotor system and how they affect higher cognitive functions.
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❆☞s✌✍✎❝✌✏ We investigated how non-conventional communication systems are 
created in joint action. Results from two experiments, in which a knowledgeable 
co-actor informed a partner about object categories, suggest that marking object 
categories ostensively may be crucial for establishing successful communication.  

✶ ❇✑✒✓✔✕✖✗✘❞

When multiple people coordinate their actions towards performing a common goal [1], 
they often rely on different forms of communication to facilitate their joint action. Spo-
ken language is an obvious candidate that often eases social interaction [2]; but people 
also rely on non-verbal communication such as gestures [3]. While the functionality of 
such forms of communication for coordination is undebatable, less is known about how 
people explore new ways of providing information to each other in cases when conven-
tional communication systems such as formal language are unavailable [4]. 

The research field of experimental semiotics provides a tool to study the emergence 
of new communication systems in a controlled lab environment [5]. Typically, partici-
pants are placed in a situation where they cannot rely on conventional forms of com-
munication and instead need to use other ways of interacting. This research shows that 
people are generally good in creating new and stable communication systems; however, 
the success rate varies strongly between individuals. 

In many cases of joint action, information relevant for performing a task together is 
perceptually retrievable and it may be sufficient for co-actors to highlight or enhance 
it. In other cases, the relevant information can be indicated by means of an unambiguous 
conventional signal or iconic gesture. But what happens when a crucial piece of infor-
mation can neither be displayed nor unambiguously signaled? We predicted that, in 
such a case, participants would resort to ✙✚✛✜✢✚✣✤✜ ✦✙✧✧★✢✣✦✩✛✣✙✢ [6,7], i.e. that they 
would give evidence of their intention to communicate relevant information in a way 
that would allow the addressee to infer what information they intended to communicate. 

✷ ❚✪❡ ✫✕❡✬❡✘✭ ✬✭✗❞✮

The present study aimed at exploring under which conditions and in which ways osten-
sive communication may emerge in new communication systems for joint action. To 

KogWis 2016 - page 47



that end, we designed a task (Fig. 1) in which objects belonging to different categories 
had to be matched between an informed communicator (‘Leader’) and an uninformed 
receiver (‘Follower’). The objects (plain matchboxes) were distinguishable on different 
levels: Whereas a ‘colored’ matchbox could be distinguished from a ‘normal’ matchbox 
based on overtly perceptible features, the distinguishing features of a ‘special’ box were 
hidden and therefore not directly accessible for an observer. The Leader’s task in the 
present study was to inform the Follower about these object categories so that both co-
actors could pick and place the same object type into a common target area. The Fol-
lower’s task was to understand and use the communicative cues provided by the Leader.  

 

❋�❣✳ ✶✳ Experimental setup. The Follower’s stack is visible on the left, whereas the Leader’s stack 

is behind the separation on the right side. The central target area is visible to both partners. 

The challenges in this joint matching task were that, first, no conventional form of com-
munication (i.e. speech) was allowed, that, second, co-actors only shared a minimal 
part of the environment (i.e. they could only see the common target area and the part-
ner’s hand movements while the partner’s upper body and face were hidden from view) 
and that, third, no direct feedback about communication success was provided. How 
would co-actors solve this coordination problem?  

We hypothesized that Leaders would invent a new communication system by using 
their movements during or after placing a matchbox in order to inform Followers to 
what category the box belongs. Specifically, we predicted that  

1. ‘colored’ boxes would either be simply placed or the distinguishing perceptual fea-

ture would be enhanced to support its detection by Followers,  
2. ‘normal’ boxes would not be marked by a specific gesture, and 
3. ‘special’ boxes would be indicated by means of a form of ostensive communication.   

Our main interest was to understand how Leaders would distinguish ‘special’ from 

‘normal’ boxes and how that would be reflected in Followers’ success to understand 

the intended meaning and choose the same matchbox type. We designed the task in a 
way that what made boxes ‘special’ (i.e. a hidden rectangle drawn inside) could not be 
directly shown or unambiguously indicated by means of an iconic gesture (such as trac-
ing a rectangle in the air since all the surfaces of all the boxes were themselves rectan-
gular) – unless the gesture was taken to be an act of ostensive communication. We 
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predicted that pairs resorting to ostensive communication to indicate specialness (with 
or without some degree of iconicity) would be more successful in establishing a com-
munication system than pairs not making use of ostensive communication.  

✸ ❘�s✁❧✂s

In Experiment 1, in which we analyzed video data and self-reports of 24 participants in 
randomly assigned pairs, 9 out of 12 pairs successfully established a stable communi-
cation system (i.e. they had less than 20 % category mismatches). In all but one of those 
successful pairs, Leaders did not mark the ‘colored’ or the ‘normal’ boxes but invented 

an ostensive gesture indicating an intention to communicate for the ‘special’ matchbox 

category (6 Leaders used purely ostensive cues such as tapping on the box; 3 Leaders 
used an ambiguous iconic gesture such as drawing a virtual rectangle; 1 Leader used a 
combination of both). Followers understood the partner’s communicative intention in-

dependent of what type of gesture the Leader used. Thus, communication could be suc-
cessful even if the Leader’s precise intention in using a partially iconic gesture and the 
Follower’s interpretation of it differed. For example, in one pair, an intended iconic box 
opening gesture (a pinching movement of thumb and index finger) was not understood 
iconically but was nevertheless interpreted as signaling the ‘special’ box.  

Given this result of Experiment 1, where solely communicating ‘special’ was suffi-
cient to establish a clear contrast to ‘colored’ and ‘normal’, we performed a second 
experiment with 24 new participants that investigated whether increasing the number 
of required gestures would influence the Leader’s communication and the Follower’s 
understanding of it. To this end, we changed the perceptual feature of the ‘colored’ box 

such that it could only be detected if the Leader actively showed it to the Follower. 
Specifically, whereas in Experiment 1, the distinguishing feature, a red line, was placed 
on the side of the matchbox, in Experiment 2 it was underneath the box such that it was 
hidden from view in the target area. In all other respects, the experiments were identical.  

Experiment 2 revealed a successful communication system in 7 out of 12 pairs. Most 
of the Leaders (5 out of 7) informed Followers about the ‘colored’ matchbox by simply 

showing them the bottom of the box before placing it. (The 2 others invented a separate 
iconic gesture.) ‘Special’ was again marked by a gesture that either had an iconic com-
ponent or was purely ostensive. Interestingly, the key difference to the first experiment 
was how Leaders treated the ‘normal’ matchbox category. Now only 2 of the 7 Leaders 

chose not to use any specific gesture for it. The majority created a communicative cue 
aimed at enhancing the critical difference between ‘normal’ and ‘special’, i.e. the ab-
sence of an object feature in ‘normal’. Given that this was not in principle needed to 
distinguish the different matchbox types, it shows that increasing the number of re-
quired gestures influenced whether Leaders relied on treating ‘normal’ as a default cat-
egory not requiring a separate gesture. In other words, our between-experiment manip-
ulation biased Leaders in Experiment 2 to code a full communication system with three 
separate gestures. The ‘special’ category, finally, was again signaled with a gesture that 
was either iconic (1 Leader) or purely ostensive (5 Leaders), although one Leader 
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marked it with a showing gesture similar to ‘colored’, thereby demonstrating the ab-

sence of the distinguishing color feature (there was no gesture for ‘normal’ in this case).  
Of central interest was also why a number of pairs failed to establish a communica-

tion system and consequently did not succeed in matching all objects. Of the 8 pairs in 
Experiments 1 and 2, three failed because Leaders provided unclear signals and two 
more because Followers did either not understand the Leaders’ intention or did not take 

it into account for their own behavior. The remaining three cases are most interesting 
because they demonstrate incidents of misunderstanding. These pairs consistently 
mixed up the ‘normal’ and the ‘special’ categories without realizing it. In two cases, 
the Leader’s iconic gesture (stroking the inside hand with the thumb to symbolize the 
hidden feature) or ostensive cue (shaking the box) for the ‘special’ category was inter-
preted as a gesture of emptiness (‘normal’). In a third case, the Leader chose to signal 
feature absence for the ‘normal’ category and did not mark ‘special’ at all which the 

partner misunderstood because of an expectation that specialness would be marked. 
Especially this latter case suggests that providing cues that clearly indicate a Leader’s 

❝�♠♠✁♥✐❝✂t✐✄☎ ✐♥t☎♥t✐�♥ are important for coordination success – possibly more than 
the specific form of the gesture.  

✹ ❈✆✝✞✟✠s✡✆✝

The present study investigated how partners in a joint action create and rely on non-
conventional communication systems to convey information about object categories. 
Our findings demonstrate that marking object categories ostensively may be beneficial 
or even crucial for establishing a successful communication system. Moreover, a need 
to enhance a perceptual object feature for a joint action partner influences the overall 
number of specific codes used in the communication system. Taken together, the pre-
sent work suggests that for people performing a joint action, ostensive communication 
may provide a powerful mechanism to achieve real-time action coordination when task-
relevant information can neither be perceptually highlighted not unambiguously com-
municated by means of conventional or iconic signals. 
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Quality & Usability Lab, Technische Universität Berlin

Ernst-Reuter-Platz 7, 10587 Berlin

marc.halbruegge@tu-berlin.de

Abstract. Since its first presentation in the 1980s, the Keystroke-Level Model

(KLM) has been successfully applied in the domain of human-computer inter-

action. Although being much simpler than the GOMS technique, it still allows

sufficiently accurate predictions of task completion times for a given user inter-

face (UI) and task. A closer look at the data however reveals the necessity of

adaption to UI paradigms that did not exists when Card et al. formulated the

KLM. Graphical UIs allow the use of embodied strategies which lead to exten-

sions to the original KLM heuristics. The resulting model is evaluated based on a

reanalysis of data from three different studies.

Keywords: Human-Computer Interaction; Keystroke-Level Model; Cognitive User

Model

1 Introduction

More than 30 years have passed since the publication of the seminal “Psychology of

Human-Computer Interaction” [1]. Card, Moran, and Newell’s approach of using a

computer metaphor to describe the characteristics of human computer users (i.e., the

Model Human Processor; MHP) proved very successful in the following. By assign-

ing computation speeds to three perception, cognition, and motor processors that work

together, the MHP is capable of explaining many aspects of human experience and be-

havior.

Card et al. derived the GOMS technique (Goals, Operators, Methods, and Selec-

tion rules) from the MHP, which provides fine grained predictions of task completion

times but is seldom applied because it is rather hard to learn [6]. An easier solution is

provided by a simplified version of GOMS, the Keystroke-Level Model (KLM). The

KLM mainly predicts task completion times by dividing the necessary work into phys-

ical and mental actions. The physical time (e.g., a mouse click) is predicted based on

results from the psychological literature and the mental time is modeled using a generic

“Think”-operator M that represents each decision point within an action sequence. M
takes about 1.35 s, which has been determined empirically by Card and colleagues.

While the generic M operator may oversimplify human cognition, predictions based

on the KLM are easy to obtain using computer tools and are also sufficiently accurate

(i.e., within 10% absolute percent error; [7]).
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1.1 Display-Based Difference-Reduction

The main paradigm studied by Card et al. was document editing and professional secre-

tary work using command-based text editors. Such editors rely heavily on modes (e.g.,

users cannot add text outside some ‘insert’ mode) and are operated based on memorized

command strings (examples for Vim1: ":q!" or "10dd"). Users that behave accord-

ing to the KLM are assumed to have perfect knowledge in-the-head [8]. If the visual

presentation of the interface does not keep up with their actions, they do not wait for

the UI, but type-ahead the next command.

Since then, the software landscape has changed dramatically. Direct manipulation

is the prominent paradigm since the introduction of graphical UIs (GUI). One major

effect of these changes is that today’s systems aim at providing as much knowledge in-

the-world [8] as possible. Thereby, the cognitive demand of a task can be significantly

lowered. The actual work is shifted from the cognitive to the perceptual domain. As

Gray [2] has pointed out, the presentation of the current state of a system in its GUI

reduces the necessity of place-keeping in the users’ memory. He has called the resulting

user strategy display-based difference-reduction (DBDR). When using DBDR, users do

not follow a memorized action sequence, but choose their actions based on whether and

where the GUI visually differs from an intended target state.

2 Extended KLM Heuristics

The DBDR strategy follows an embodied perspective by proposing that humans use the

information provided on a GUI to minimize cognitive load [11]. Applied to the KLM,

we can derive two assumptions about user behavior that could not have been observed

at Card et al.’s time.

– Periods of blank screen block the users. The original KLM assumes that blank

screen time can be used for memory retrievals. This does no longer apply when

users follow the vision-based DBDR strategy instead.

– Especially when interacting with slightly inaccurate systems, e.g., touch devices,

users have to visually monitor the GUI to check whether their actions have had the

intended effects.

3 Empirical Validation

The KLM extensions presented above were originally developed and validated based on

two independent experiments using a virtual kitchen assistant [9]. The paradigm con-

sisted of a set of simple to fairly complex tasks that the participants had to complete

using that assistant, e.g., “Search for German main dishes and select lamb chops” or

“Create a shopping list for five servings”. We subsequently used the same paradigm

in several experiments within a research project about human error [3–5]. Those ex-

periments differ from [9] in several respects, e.g., the devices used [3], additional data

recorded [4], and the presence of additional tasks [5]. None of these experiments has

1 http://www.vim.org/
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been analyzed with regard to task completion time before. They should therefore pro-

vide a good opportunity to test the generalizability of the KLM extensions.

original CogTool extended KLM

Experiment Date N R2 RMSE MLSD R2 RMSE MLSD

Pretest [9] 2013-05 10 .597 0.39 s 4.6 .995 0.13 s 1.4

Original Validation [9] 2013-11 12 .425 0.61 s 20.0 .927 0.47 s 13.8

Error Classification [3] 2014-07 20 .485 0.43 s 10.8 .930 0.25 s 10.2

Eye-Tracking [4] 2015-01 24 .440 0.51 s 16.3 .904 0.32 s 15.7

Multi-Tasking [5] 2015-05 12 .595 0.43 s 6.0 .975 0.21 s 5.6

Table 1. Goodness-of-fit of the original CogTool model and after application of the extended

KLM heuristics proposed in this paper.

The validity of the extended heuristics is examined by comparing the goodness-

of-fit of classical KLM predictions (using CogTool; [7]) with the ones obtained after

applying the new heuristics (see Table 1 and Figure 1). Four different types of user

clicks are compared that feature the effects of the extended heuristics. The new screen
condition differs from the other group (of elements) condition by a blank period during

the transition to another GUI screen. The same group condition accordingly denotes

clicks within a set of semantically grouped elements, while same button refers to sub-

sequent clicks on the same element. The predictions for same group contain monitoring

time that is masked by think time in the other group and new screen conditions (see

also [9]).

Besides R2 and RMSE, we are giving the Maximum Likely Scaled Difference

(MLSD; [10]) which scales the deviation of a model’s prediction from the empirical

mean using the length of the confidence interval, thereby providing fairer comparisons

of different models.

4 Discussion and Conclusions

The good fit (R2 always above .9) of the extended model provides evidence that the em-

bodied DBDR strategy is actually used by today’s computer users. This change should

be reflected by extending the KLM heuristics accordingly.

Acknowledgments This work was supported by DFG grant MO 1038/18-1 (“Automa-

tische Usability-Evaluierung modellbasierter Interaktionssysteme für Ambient Assisted

Living”).
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1 Introduction

In order to engage in a continuous social interaction, participants must be able to
dynamically understand, predict, and influence the mental states and actions, so
as to enable a process of efficient and interactive grounding of shared meaning.
We follow the argument that the mentalizing network and the mirror-neuron
system in our social brain together provide the basis for these abilities [1, 2].
However, how these systems exactly operate and how they work together is still
unclear. Building on previous work on the interplay of mentalizing and mirroring
in embodied communication, here we lay out next steps towards an embodied
hierarchical model of dynamic social behavior and cognition. The proposed next
steps target the early and reliable self-other distinction and integration in the
sensorimotor system, which in turn informs mentalizing, so that it can distin-
guish between own and other’s beliefs in complex situations of simultaneous
action perception and production. Also, we propose that social cognitive sys-
tems informed in such a way have the information to allow for strategic signal-
ing behavior by selecting actions necessary to make their action goals easier to
disambiguate, and thus to communicate efficiently and successfully.

2 Current model

In a first step towards this goal, we developed a model of two distinct networks of
the human social brain - mentalizing and mirroring - which allows them to inter-
act during embodied communication. The model connects a mentalizing system
based on simple heuristics for attributing and inferring different orders of belief
about own and other’s mental states, with a hierarchical predictive processing
model of online action perception and production based on the common coding of
underlying action representations [3]. To investigate the role of mentalizing and
mirroring interacting in inter-agent coordination and to test the model, we con-
ducted simulation experiments in which two virtual agents were each equipped
with this model. Different mentalizing capacity configurations were tested, as
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well as different noise conditions, thus influencing the robustness of the commu-
nication. The agents engage in non-verbal communication behavior to which the
embodied action representations in the mirroring system can resonate because
of their close coupling of perception and production, while taking uncertainty
from noise into account. Resonating action representations inform the mental-
izing system, which in turn can guide successful interaction. Results from our
simulations on this first model demonstrate how mentalizing can afford higher
robustness of communication by enabling interactive grounding processes.

3 Next steps

Although our model was able to act upon and infer beliefs about own and other’s
mental states, it could only produce or perceive an action at a time. Of course,
this is a special case of interaction that can occur, but in our dynamic world our
social brain has to cope with simultaneous interaction with multiple partners, as
well as simultaneous production and perception of actions. As a starting point
for an account of simultaneous action and perception, the first step is to enable
early self-other distinction within the sensorimotor system. Being able to run
predictive sensorimotor processes for both self and other selectively provides
the basis for the next step: enabling the mentalizing and mirroring system to
plan social actions towards achieving our communicative goal. This allows for
communicative signaling, in which a motor act (signal) is being strategically
adjusted in order to maximize the expected probability of successful reception.

As research into schizophrenia has shown, reliable and early self-other in-
tegration and distinction is important not only for the correct attribution of a
sense of agency, but also in turn for the correct attribution of intentions and
emotions in social interactions [4]. Two major mechanistic models of self-other
integration and distinction have been identified. One model, which makes use
of people’s ability to precisely predict the sensory consequences of their own
actions, allows to decrease the intensity of incoming signals by “sensory attenu-
ation”, which enables people to distinguish between self-caused actions and their
outcomes and those actions and outcomes caused by others. Research even sug-
gests that sensory attenuation correlates with activation in the mirror neuron
system [4], and that such attenuation increases during interaction with other
people [5]. The second mechanism, which is also influenced by the prediction
of action-outcomes, allows for the integration of sensory signals from multiple
modalities during a “temporal binding window” [6], which selects perceived ac-
tions and their outcomes for integration as long as they occur within a narrow
temporal window. Because we have more experience in predicting our own body
that window is more narrow for own action-outcomes, than for other people’s
actions. Being able to make such a distinction allows people to monitor, infer
and distinguish between causal relations for own and other’s behavior.

How can these mechanisms work in unison to allow us to make such dis-
tinctions, even in situations where we simultaneously observe another person
perform an action while producing one ourselves?
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It is now widely agreed upon, that actions share a common representation
for production and perception. Of course, such a common representation is eco-
logical for the brain, since having to sustain multiple representations for one
action were quite costly, but also such a common coding can lead to problems
like interferences. Such interferences were observed when in a simultaneuous ac-
tion perception and production scenario where the perceived action would be
incongruous to the produced one, led to measurable interferences, as a slight
mix of the observed action with the produced one [7]. The previously mentioned
sensory attenuation can shed light on this effect, since it attenuates predicted
action-outcomes only to the degree that we trust the prediction of an action.
From a predictive processing perspective, the simultaneous incongruent percep-
tion and production of actions would probably lead to strong prediction error
signals [8], but a mechanism of sensory attenuation for self-caused predicted
action-outcomes can minimize the influence of such a prediction error. However,
the observable interferences still indicate that activations due to production or
perception can influence each other. Thus, by means of attenuation the sen-
sorimotor system is able to produce and get feedback for own actions while
simultaneously perceive actions of others.

This ability to distinguish between own and other’s behavior can inform pro-
cesses that infer beliefs about other people, i.e. a communicative intention that
I want an interlocutor to understand, and her behavior that gives me a clue
about her understanding of this. This inferred mental state of others, together
with my own mental state and a communicative goal, are information that can
be used to make following actions and their underlying communicative intent
maximally distinguishable from other possibly plausible interpretations, or to
compensate for noise. This can be done by communicative signaling as an at-
tempt to strategically alter one’s own action kinematics to better achieve the
communicative goal [9]. The concept of communicative (or strategic) signaling
entails the question on how such alterations are constructed. We will model sig-
naling on an exemplar based approach, where from a set of available actions a
selection is made to produce the most distinguishable.

These mentioned mechanisms for self-other distinction, and the resulting
ability to make communicative signaling alterations to own behavior are the next
steps to be implemented in our embodied hierarchical model of social behavior.

To then be able to achieve self-other distinction in our embodied motor sys-
tem and make use of the collected information, we plan to test and account for
four scenarios that involve embodied agents interacting in a simulated environ-
ment, and that require successively increasing abilities for self-other distinction
and signaling: In scenario 1, the system will just produce and perceive its own
action, to test whether attenuation and temporal binding are working properly.
Scenario 2 will test the system’s ability to basically face itself in a virtual mirror,
so that its own action-outcome and an identical, reflected action-outcome will
need to be distinguished. In scenario 3, the system will face a second system,
producing a similar, but not equal action, to test its ability to distinguishing
between action-outcomes of self and other, as well as to trigger communicative
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signaling. As in scenario 4, a similar setup will be used, but the second sys-
tem will produce a completely different action, to test the system’s ability to
distinguish both actions and trigger communicative signaling as well.

4 Outlook

We are confident that the next steps we have laid out here will propel research
towards an embodied hierarchical model of social behavior. We expect this model
to provide novel and detailed accounts for several predicted phenomena: First,
well known actions are less prone to interference from simultaneously perceived
actions. This is due to the increased attenuation for action-outcomes of well
known actions and the resulting decreased influence of prediction errors. Second,
an exemplar based approach to signaling will allow for a wide variety of possible
strategic signaling, which is only limited to the number of actions learned and
experienced by the system.
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Human complex actions such as gross, whole body movements in sports (e.g., fosbury flop in 

high jump) are organised according to a (biomechanically) functional structure. The whole 

movement can be subdivided into several functionally bound sub movements. Memory repre-

sentations for such movements have been shown to reflect these sub division (so-called basic 

action concepts; BACs) and have been related to a cognitive (“mental”) level of representa-

tion (Schack, 2004; Schack et al., 2016); see Table 1. 

Table 1: The levels of the cognitive action architecture approach (Schack et al., 2016). 

Code Level Main function Content 

IV Mental control Regulation Symbols, Strategies 
III Mental representation Representation Basic action concepts 
II Sensorimotor representation Representation Perceptual representations 
I Sensorimotor control Regulation Motor primitives, Basic reflexes 

Obviously, temporal information is critical for successful and precise movement exe-

cution and should, thus, be contained within movement memory representation as it has been 

shown specifically for high jump movements (Güldenpenning et al., 2013). Also, the activa-

tion of temporal order information has been suggested to be an automatic process in athletes 

in an evaluation task regarding body postures of high jump movements (Güldenpenning et 

al., 2011). As movement representations (BACs) are stored at the level of mental representa-

tions, temporal order information should affect the cognitive evaluation of body postures. 

We recorded the electroencephalogram (EEG) hypothesising that temporal order in-

formation affects the level of mental representation. The P300 component of the event-related 

potentials (ERPs) reflect cognitive evaluations of stimuli (context updating; Donchin and 

Coles, 1988; Polich, 2007). Thus, we expected a P300 modulation in athletes but not in nov-

ices if participants evaluate body postures of the fosbury flop. A subliminal priming paradigm 

was used in which various body postures of the approach or the flight phases were shown as 

prime and target reflecting the natural (prospective) or the reversed (retrospective) order of 

the movement phases. Both groups are hypothesised to differ qualitatively in processing be-

cause only athletes have an according motor programme at their disposal. 

Method 
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A total of 33 right-handed sport students participated voluntarily; 17 novices (25,1 yrs.; 11 

female) who had no practical experience with the high jump movement (or at most minimal 

experiences from school lessons) and 16 athletes with a focus on tack-and-field and specific 

experience in high jump (22,3 yrs.; 8 female). The athletes had acquired a sufficient motor 

representation for the high-jump movement as evidenced by practical performance. Partici-

pants gave written informed consent, and the study adhered to the ethical standards of the 

latest revision of the Declaration of Helsinki (Fortaleza; WMA, 2013). 

Eight photographs from a high-jump movement recording (television broadcasting 

from the final contest of the Olympic Games 2008 in Peking) were used as stimuli (four ap-

proach and four flight phase images). Pre- and post-masks consisted of 25 × 25 randomised 

cut-outs (10 × 10 pixels) of the stimulus set, generated automatically by visually scrambling 

versions of the stimuli. Also, distraction from the irrelevant background was reduced by blur-

ring. Stimuli were presented centrally, subtended a visual angle of 6.5° with a size of 9.0 × 

9.0 cm (250 × 250 pixels). Stimulus presentation was controlled by Presentation® (version 

14.1; http://www.neurobs.com). For the full stimulus set see Güldenpenning et al. (2011). 

A 2 × 2 factorial design with the factors congruency of movement phases (same phase 

vs. different phases) and temporal order (prospective vs. retrospective) was employed in a 

subliminal priming paradigm. Participants were instructed to classify the target pictures as 

approach or flight image as fast and as accurately as possible via external push button-

responses. The response button assignment was counterbalanced across subjects. 

 

Figure 1: The trial procedure with prime and target examples. The inter trial interval was 1500 ms. 

After twelve practice trials, participants performed 240 trials (24 prime target-pairs 

repeated ten times randomly) with a short break. For the trial timing see Figure 1. (Identical 

prime target pictures were excluded to avoid repetition priming.) Participants then performed 

a detection task on the primes (24 trials) to check the subliminal prime presentation. 

The EEG was recorded (64 Ag/AgCl electrodes) based on the 10-10 system, low-pass 

filtered (DC-138 Hz) and sampled with 512 Hz. Eye movements were controlled for by re-

cording the electrooculogram; impedances were kept below 5 k�. The EEG was band-pass 

filtered (0.1 - 30 Hz) and re-referenced to linked mastoids. Ocular artefacts were corrected 
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using the Gratton algorithm. Automatic rejection was done using a moving window approach 

(200 ms extension; threshold ± 50 µV) and visually double-checked. The ERPs were time-

locked to target onset with a 200 ms baseline before target onset. Average ERP amplitudes 

were calculated for each region-of-interest (ROI) and condition for the P300 time window 

(300-600 ms). The midline ROIs were frontal: FZ, FCZ; central: CZ, CPZ; posterior: PZ, 

POZ. Geenhouse-Geisser correction (�) was applied were appropriate; corrected p-values, 

original df and effect size (✁2) are reported. 

Results 

Representative ERPs for both groups are shown in Figure 2. The ANOVA with the 

factors temporal order, movement phase and ROI (anterior vs. posterior, AP) for novices 

yielded no significant amplitude differences (all Fs < 2.27; ns). The same ANOVA for the 

athletes yielded a main effect of temporal order (F1,15=7.38; p<.05; ✂2= 0.0383) which was 

qualified by an interaction of temporal order and AP (F2,30=7.77; p<.01; �=0.689 ; ✂
2= 

0.0428). Separate t-tests for temporal order for frontal and central electrodes yielded no sig-

nificant differences. Temporal order led to an increased P300 amplitude for prospective 

prime target pairs relative to retrospective picture pairs at posterior midline electrodes (t15= 

3.75; p<.01; ✂2=0.1469). (Including group in the overall ANOVA as a between subject fac-

tor, led to a main effect of group (F1,31=11.83; p<.01; ✂2=0.0972) and an interaction of group 

and AP (F1,62=4.35; p<.05; �=0.830; ✂2=0.00114) supporting qualitatively different process-

ing.) Athletes’ effect size for temporal order (d✄) differed from zero (0.353; posterior ROI; t15 

= 3.75; p < .01; ✂2=0.4011) but novices’ did not (0.202; t16 < 1.42; ns). The peak latency did 

not differ among conditions (mean athletes: 442 ms; novices: 435 ms; all Fs < 1; ns). The 

detection performance for primes was at chance level for novices (approach picture: 49.2 % 

correct; flight: 47.4 %) and athletes (approach: 48.4 %; flight 53.3 %). 

Discussion 

Supporting our hypothesis, temporal order elicited an increased P300 only in the group of 

athletes. The P300 amplitude was increased for prospective prime target-pairs at posterior 

electrodes in line with the natural order of the high jump movement (with a bilateral scalp 

distribution; not shown). The P300 effect suggests that the cognitive evaluation (classifica-

tion) process was easier for prospective than for retrospective prime target picture pairings, 

possibly indicating higher response uncertainty for retrospective pairs (Horst et al., 1980). 

Thus, the P300 effect supports the theoretical ascription of movement representations to the 

level of mental representation (Schack 2004) in terms of neurophysiological processing.  
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Abstract. Representations obtained from the statistical pooling of fea-
tures gain increasing popularity. The common assumption is that low-
level features are best suited for such a statistical pooling. Here we in-
vestigate which level of a visual feature hierarchy can actually produce
the optimal statistical representation. We make use of the award-winning
VGG 19 deep network which showed human-like performance in recent
visual recognition benchmarks. We demonstrate that the optimum sta-
tistical representation is not obtained with the early-level features, but
with those of intermediate complexity. This could provide a new perspec-
tive for models of human vision, and could be of general relevance for
statistical pooling approaches in computer vision and image processing.

1 Introduction

Representations that are based on a statistical pooling of features are of relevance
in variety of contexts, ranging from bag-of-words models in natural language
processing to texton approaches in computer vision [2, 5]. In human vision, the
neural computation of summary statistics [1] (e.g. mean, variance, and cross-
correlations of spatial filter responses) seems crucial for determining perception
in the largest part of the field of view, i.e. for those 98% of total area being
represented by peripheral vision and not by the high-performance central fovea
[1, 3]. A common assumption about statistical pooling is that the features to be
pooled should be relatively simple and low-level. In vision and image processing,
for example, local wavelet-like features with different orientations and sizes are
commonly utilised. However, convincing as this assumption may appear on a first
look, it is actually far from clear why low-level features should be best suited
for a statistical pooling. Rather, multi-level feature hierarchies, proven useful
in various contexts, should be explicitly considered here. The visual system,
for example, consists of a hierarchy of multiple subsequent processing stages in
which the nature of the visual features becomes systematically more abstract,
invariant, and general. Which level in such a hierarchy is actually best suited for
a statistical pooling remains to be determined

⋆ corresponding author: zetzsche@informatik.uni-bremen.de
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3 Results

As expected, the best reconstruction from the “raw” feature representation is
obtained using the initial, lowest level conv1 1 of the network (left image, up-
per and middle row of Fig. 2). The reconstructions then become gradually more
distorted if we proceed towards higher layers (from left to right in the upper
two rows). This has to be expected, since the amount of information is sys-
tematically decreased by the increasing abstraction towards higher stages of the
hierarchy. Also, as expected, the quality of reconstructions from the statistical
representation is generally lower, due to the statistical pooling effects (lower row
in Fig. 2). Suprisingly, however, we here observe no longer a monotonic decrease
of reconstruction quality. Rather, the reconstruction quality is low at the initial
stage conv1 1, then gradually increases up to the intermediate layers pool2 and
pool3, and finally deteriorates again for the higher layers in the hierarchy.

conv1_1 pool1 pool2 pool3 pool4 pool5

Fig. 2: Reconstructions from the “raw” feature representation (upper row, red
framed square zoomed in middle row) and from the statistical representation
(lower row). Hierarchical level increases from left to right. Reconstructions are
obtained by using only the respective single layer of the hierarchy.

4 Discussion

For the statistical representation, the optimum reconstruction thus is not ob-
tained at the initial layer (which provides the maximum amount of information)
but at an intermediate level, where already a certain information loss has taken
place. Nevertheless, the features of intermediate complexity seem to be better
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Abstract. Humans constantly receive and integrate information from
different sensory modalities. However, the available attentional resources
to process this information are limited. A matter of ongoing discussion in
multisensory research is how attentional resources and multisensory pro-
cessing are interrelated [1–3, 5–8, 11–14]. Recently, researchers suggested
that the allocation of attentional resources in multisensory processing is
task-dependent [11–14]. With regard to this task-dependency, it has not
been investigated to what extent auditory detection task performance
relies on visuospatial attentional resources. Moreover, it has not been in-
vestigated whether audiovisual integration in a detection task is affected
when visuospatial attentional resources are diverted to a secondary task.
Here, we addressed these two questions in a dual task paradigm (N = 20,
M = 22.6 years, SD = 3.09 years, 14 female). In particular, participants
performed a multiple object tracking (“MOT” [9]) task and a detection
task either separately or at the same time. In the detection task (Figure
1A), participants either had to detect a white flash that always occurred
within a black circle in the centre of the screen (“VI”) or a “click” sound
(“AU”). In a third detection task condition, both, the flash and click were
presented simultaneously (“VIAU”) and had to be detected. While par-
ticipants performed the detection task, stimulus contrast (VI), loudness
(AU), or both (VIAU) were adjusted depending on whether participants
detected the stimulus or not using a QUEST staircase procedure [10].
In particular, as a dependent measure, we estimated for each condition
the 75% detection task threshold separately. In the MOT task (Figure
1B), participants tracked a subset of several randomly moving objects.
Here, performance was measured as the fraction of correctly selected tar-
gets. The experiment took about 2h. As the assumption of normality was
frequently violated, we used non-parametric tests for the analysis.

For analyzing the performance with regard to the question whether at-
tentional resources are shared or distinct, we calculated an overall score
of task interference. For this score, we first calculated performance ratios
for the MOT performance (see Figure 2A) by dividing the single task

KogWis 2016 - page 67





Fig. 2. Results overview. A) MOT performance (i.e., fraction correct of target selec-
tions) as a function of single task (MOT) and dual task conditions (MOT+AU and
MOT+VI). B) Detection task ratios. C) Interference between the MOT and detection
task. D) Multisensory detection task ratio. Box plots are shown in all panels (1.5 of
the interquartile range is used for the whiskers).

that participants integrated the auditory and visual stimuli regardless
of whether visuospatial attentional resources were diverted to the MOT
task or not.
As a point of note, one might argue that the improved detection task
ability when receiving audiovisual stimuli is not due to the process of
multisensory integration but could be due to an alternation strategy.
Specifically, participants could choose to only respond to the stimulus in
the sensory modality that they can detect more easily in a given trial.
However, this account seems unlikely given that detection thresholds
were matched to equal sensitivity for each sensory modality prior to the
experiment.
Given earlier studies [5, 11–14], the present study further supports the
view that attentional resource allocation in multisensory processing is
task-dependent and that multisensory integration for low-level stimuli is
not dependent on attentional resources. Future studies could investigate
whether this task-dependency generalizes also to other task combina-
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tions that have not been investigated yet [11–14]. Furthermore, findings
are applicable to circumstances in which the visual sensory modality is al-
ready taxed with a demanding visuospatial task. In such circumstances,
limitations in visuospatial attentional resources can be effectively cir-
cumvented by distributing information processing across several sensory
modalities.
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This is in memoriam of

Bruce Bridgemann

who was killed in an accident on 07 July 2016 in Taipei, Taiwan. The
revised version of his contribution to KogWis 2016 included here was
submitted by the author in mid June. We would like to recall the memory
of Bruce Bridgeman and his contributions to cognitive science, deeply
regretting his loss.
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Abstract. The integration of knowledge about the world is an open problem of

computational cognitive modeling. We are approaching this issue in the context

of sequential control. Based on the Memory for Goals theory, we hypothesize that

subgoals that are semantically related receive mutual priming. This hypothesis is

tested using error data from a household scenario. We use LTMC to represent

facts about cooking recipes (e.g., “Tiramisu is a dessert”) and to compute acti-

vation spreading between them. The resulting activation patterns are applied to

action sequences that partially relate to some of these facts. A computer simu-

lation of a corresponding cognitive model yields omission rates that fit well to

empirical data.

Keywords: Spreading Activation; Long-Term Memory; Human-Computer In-

teraction; Memory for Goals

1 Introduction

Understanding human error is crucial for understanding how humans organize actions to

attain their goals. A promising model of the sequential control of actions is the Memory

for Goals (MFG) theory [1]. The central assumption of the MFG is that goals that

correspond to individual actions are held in memory, thereby being subject to activation

decay, priming and interference. Computational models based on the MFG have been

shown to explain important facets of procedural performance and errors in laboratory

and applied domains (e.g., [1, 6]). In this paper, we are exploring the advantages of

combining semantic priming with the activation-based approach of the MFG theory.

1.1 Modeling Sequential Control and Error

Our cognitive error model extends on the MFG by highlighting the importance of exter-

nal cues for sequential action [6]. The MFG has been originally validated using mem-

ory based planning tasks like the Tower of Hanoi [1]. Even when applied to problems

in human-computer interaction, most existing MFG models keep all task knowledge

in memory, comparable to top-down (vertical) processing in the model proposed by

Cooper and Shallice [3]. As we have shown in [6], this purely memory based view can

break down when it is applied to real-world applications, e.g., when some interactive
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elements of the user interface (UI) are optional, but others are obligatory. While our

data (and daily life) show that obligatory tasks (e.g., logging into a computer system)

are less prone to omissions than non-obligatory ones, the MFG lacks a straightforward

explanation for this difference. We therefore proposed an additional process that takes

over as soon as memory gets weak (comparable to horizontal triggers in the model by

Cooper and Shallice [3]). This process scans the UI for interactive elements and uses a

memory retrieval heuristic to check whether an element was part of the current action

sequence. The addition of such a visual cue-seeking process does not only account for

the difference between obligatory and optional tasks, it has also been shown to allow

explaining intrusion errors that were beyond the reach of previous MFG models [6].

A recent eye-tracking study adds further evidence that world-based processing is an

important aspect of sequential control [7].

Another important weakness of current models of sequential behavior is the neglec-

tion of pre-existing knowledge when new action sequences are formed and executed.

In a previous analysis, we have linked error rates and task execution times in a tag-

based search paradigm to the number of mentions of the respective search tag (e.g.,

“German”) in a Wikipedia-based ontology [5]. While the results were promising, the

approach lacked the possibility of associative priming between the subgoals in a longer

task sequence. This kind of priming was beyond the technical capabilities of the cogni-

tive architecture used there (ACT-R; [2]). For the current study, we therefore recreated

the cognitive processes of the error model in a new system that uses an alternative model

of human long-term memory, LTMC , for knowledge representation.

1.2 LTMC

LTMC [8] represents knowledge as a network of nodes. Each node stands for an object

or a relation. Each node comprises a unique identifier (e.g., the name of the represented

entity) and an activation value, which determines the node’s availability. Nodes are

connected by links such that a link between two nodes indicates that the two entities

represented by the nodes are associated to each other. A node’s activation is determined

from three main influences: base level activation, noise, and spreading activation. Of

main importance for the work presented here is spreading activation, which distributes

activation from the task context to the nodes in LTMC via associative links: The more

strongly a node is associated to the current task context, the higher its activation. LTMC

has been proven to provide an accurate account of human memory also when dealing

which rich, real-world knowledge bases [8, 9].

2 Error Model with World Knowledge

We explored the implications of semantic priming on human error based on data that

had been collected during an experiment with a kitchen assistance system (Figure 1,

left). Twenty participants solved tasks like “Search for German main dishes and se-

lect Sauerbraten” or “create an ingredients list for three servings and check off salt and

flour” (detailed materials and procedure in [6]). For the current analysis, we transformed
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3 Discussion

We have presented a model of sequential action in a household environment. By mod-

ulating the activation of individual subgoals based on semantic priming within LTMC ,

we achieved a good fit to previously recorded data.

In principle, these averaged predictions could have been achieved using the Wiki-

pedia-based approach presented in [5], but using LTMC has several advantages. First,

LTMC’s assumptions seem to better fit the mechanisms underlying human semantic

priming, because we needed to completely override ACT-R’s activation mechanism to

achieve similar effects in [5]. Second, the priming in [5] was static, i.e., a subgoal ‘Ger-

man’ received the same amount of additional priming regardless of the current task

context. As the experimental procedure also contained tasks like “Switch from German

to Italian and select Tiramisu”, this approach led to the improbable result of ‘German’

being strongly primed during the ‘Tiramisu’ trial. This does not happen using the cur-

rent solution (see arrows in Figure 1).

The validity of our approach is nevertheless limited. Because LTMC is only con-

taining knowledge extracted from the application (instead of an external ontology), the

priming results sometimes do not match our participants’ conceptions. An example is

the ‘Ratatouille’ recipe which is flagged as ’main dish’ in the kitchen assistant. Several

participants strongly objected this view during our experiment.

Acknowledgments This work was partially supported by DFG grant MO 1038/18-1
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Abstract. In this work, we describe how a cognitive user model can be
used in a spoken dialog system to determine the dialog strategy and the
level of initiative.
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1 Introduction

The behavior of a spoken dialog system (e.g. a virtual call center agent or a
voice-controlled in-car information system) is determined by its dialog strat-
egy. The strategy can be understood as a mapping of the dialog state to an
action of the dialog system, for example the generation of an utterance (the
dialog state comprises information on the exchanged utterances, the task, the
user, etc.). Thus, the dialog strategy determines the behavior of the system.
One of the central aspects of system behavior is the level of initiative, i.e. the
degree to which the system controls the dialog flow. Traditionally, researchers
have discriminated between system initiative (SI) and user initiative (UI; often
also mixed initiative). Earlier work based the choice for intiative level on user
expertise and dialog success [2]. Newer research shows that the optimal level of
initiative also depends on the user’s workload level [6]. In this work, we propose
to use a cognitive user model as a center piece of the dialog state which captures
the user’s state of memory and infers the user’s interests. We employ this model
to drive the dialog strategy and to provide a generalizable method to influence
the initiative level of a system gradually. We analyze the proposed approach in a
user study, in which we investigated two hypotheses regarding the use of model-
based interaction strategies: 1) a model-driven interaction strategy can be used
to select appropriate information at appropriate times, and 2) the parameters of
the model-driven interaction can be configured to generate noticeably different
levels of initiative. We investigate those hypotheses for a dialog system which
is applied in a car-driving situation: The driver receives routing information as
well as information on points-of-interest (POIs) along the route, transmitted via
synthesized speech. The system can also request information on the user’s inter-
est or the user may give this information at their discretion. For modeling this
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2 Model-driven Interaction Strategies of a Dialog System

application domain, we implemented an abstract representation of this scenario,
in which simple graphical and textual cues are given to the user to describe the
scene. As we are especially interested in investigating high-workload situations,
the main driving task is complemented by a secondary task, following the n-back
paradigm.

2 User Model & Interaction Strategy

The task of our cognitive user model is to estimate which pieces of information
are most relevant to the user in the given context and to quantify the expected
gain from additional information given to or requested from the user. This is
challenging as the decision is influenced by the presence and timing of other
relevant and irrelevant information. The estimate of the model will then be used
by the system to determine whether to give (request) information from (by)
the user, which information to give (request) and when to give (request) that
information. By modifying the parameters of this mapping from user model to
system utterances, we can influence the level of initiative of the system. The
model-driven interaction strategy consists of three main components: First, an
interest model which reflects the persistent aspects of relevance of information.
Second, a memory model which reflects the volatile aspects of relevance of in-
formation. Third, a set of decision rules to derive system behavior from the two
models.

The interest model captures the persistent aspects of relevance of informa-
tion. We assume that every user has a fixed number of topics he or she is inter-
ested in. Topics are organized in an ontology to allow aggregation of interests
(e.g. “museum” and “theater” are both child nodes of “culture”). Initially, the
system is not aware of those interests. It collects information on those interests
from questions it asks the user and from spontaneous user input to the system.
The goal of the interest model is to integrate those individual pieces of infor-
mation. For this purpose, it is implemented as a Bayesian Network representing
the likelihood of each topic to be of interest for the user. The topology of the
network represents the ontology of topics. Conditional probabilities in the modes
are set to model a fuzzy-or between the child nodes. Received information on
those interests is set as evidence in the corresponding nodes of the network and
likelihood is inferred for other topics.

The memory model captures the volatile aspects of relevance of information,
i.e. which information is available to the user. It reflects that recent information
is readily available and decays over time, but is also influenced by the presence of
other memory items competing for limited memory capacity. The memory model
is based on the ACT-R theory [1] and its variants proposed in [5] and [3]. For
each POI and each associated information slot (we refer to both as concepts),
we define activation as the degree of availability of that concept. To calculate
the activation of an item, we use the base-level activation mechanism (BLA)
of ACT-R which reflects the impact of frequency and recency of stimulations.
The decay process ensures that concepts which were stimulated in the past and
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which were not rehearsed will exhibit diminishing activation. BLA itself is not
competitive between different concepts. Therefore, to enforce a soft memory ca-
pacity limit, we extended the model with an inhibition component: To calculate
final activation, BLA of each concept is scaled with a sigmoidal threshold func-
tion of the relative BLA. The effect of this procedure is that concepts with high
relative base-level activation remain mostly unchanged while the activation of
other concepts is diminished. From final activation, we calculate the retrieval
probability as suggested by the ACT-R theory.

The decision rules of the interaction strategy define how the model informa-
tion is translated to system behavior. There are three main decision rules which
control which utterance is generated: 1) Give route information to the user, 2)
Give POI information to the user, and 3) Ask user about interests. Each decision
rule checks a condition to determine whether the rule is triggered. If no decision
rule is triggered, the system stays quiet until the next evaluation step.

For defining the trigger conditions of the three main decision rules, we need
to introduce two concepts derived from memory model and interest model: in-
formation gain and uncertainty reduction. For a potential route or POI informa-
tion (regarding concept ci), we calculate the information gain from the memory
model. The information gain measures the potential increase in predicted re-
trieval probability of ci under the assumption that ci is given to the user at the
current time (weighted by the estimated interest in ci). Thus, information gain
depends on the current activation level of ci, the estimated interest in ci and the
estimated duration until ci must potentially be retrieved. For an interest ques-
tion, we calculate the potential uncertainty reduction of the Bayesian network,
measured by the decrease of entropy for all nodes. We calculate the uncertainty
reduction in case of a “yes” and a “no” response separately and average the
results, weighted according to the probability of each answer.

With those definitions in place, we can formulate the exact decision rules
for POI information, route information and interest questions: For the first two
types, we define thresholds tpoi and tr. If the maximum information gain for pre-
senting a POI (route) information is above tpoi (tr), the corresponding utterance
is generated. We proceed analogously for interest questions and the uncertainty
reduction threshold tu. By choosing different values for tpoi, tr, and tu, we can
now define different initiative levels for the dialog strategy. When values are
comparably low, the system will generate its utterances pro-actively in more
situations, which corresponds to a system initiative behavior. When values are
comparably high, the system follows a user initiative behavior. Beyond a di-
chotomized understanding of initiative, this approaches also allows a gradual
transition between SI and UI.

3 Evaluation

To evaluate the model-based dialog strategy, we conducted a user study with 10
university students as participants. During the study, participants went through
two different instances of the task, one time with SI and one time with UI be-
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havior (the order of initiative strategies was randomly counterbalanced between
participants). The two task instances used different content but were structurally
identical (e.g. regarding timing and duration of road segments) for comparison.
During each instance, multiple quizzes asked the user for specific POI or route
information. Besides objective interaction parameters, we also handed out a
questionnaire after each task instance.

First, we investigated the quality of the responses given by the participants
during the quizzes. For the POI quizzes, participants achieved a correctness rate
of 58.2% in SI and 57.7% in UI. For the route quizzes, participants achieved
correctness rates of 78.8% and 71.2%, respectively. As participants always had
to chose between three options, those results show that participants were able
to answer quizzes significantly better than random guessing. Between initiative
levels, there were differences in how the information was presented: In SI, POI
information was given earlier (on average, POI information was given 62.7s be-
fore a quiz for SI, compared to 44.2s for UI) and more un-interesting information
was given (on average, 3.0 uninteresting infos for SI between two quizzes, com-
pared to 1.8 for UI). Furthermore, participants reported that they made mistakes
during quizzes due to forgetting of information in SI, but due to omissions of
information by the system. The questionnaire shows that for UI, user report to
take the initiative, to wait less for system activity, to be less frustrated and to
have a higher level of control over the information flow than for SI. The subjec-
tive assessment is also supported by the objective statistics on the distribution
of speech acts: For the SI strategy, the system generates 49.3% of all utterances
in a dialog; for the UI strategy, this decreases to 36.4%. The differences between
SI and UI are in line with the observations from Putze and Schultz [4], showing
that a system taking initiative leads to increased task performance but a sub-
jective feeling of intrusiveness and loss of control. In summary, we see that a
model-based interaction strategy is able to give appropriate information to the
user and can be employed to generate different levels of initiative.
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We are currently witnessing a surge of research on predictive processing (PP), both

in cognitive science and philosophy (Clark, 2016; Hohwy, 2013). The framework’s

kinship with the Bayesian brain hypothesis (Vilares & Kording, 2011) and the use of

forward models (which it shares with optimal control approaches, see Pickering &

Clark, 2014) provoke the question whether PP offers any unique explanations of cog-

nitive phenomena. More specifically, we can ask if PP has a unique story to tell about

the computational underpinnings of mental representations (cf. Wiese, 2016).

This meta-theoretical paper explores the contents of representations in PP (thereby

extending results from G�adziejewski, 2016), by applying Frances Egan’s distinction

between mathematical  and cognitive contents (Egan, 2014). The goal is to specify

what relevance subpersonally ascribed, computational states (like Bayesian “beliefs”)

in PP have for personal-level descriptions (of full-blown beliefs and conscious states).

A first result is that all PP models are committed to the following core mathemati-

cal contents: estimates (first- order statistics), predictions, prediction errors, and preci-

sion estimates  (second-order  statistics).  As such,  they do not put any unique con-

straints  on ascriptions  of  cognitive contents  (e.g.,  contents  of  beliefs or  conscious

states). However, the hierarchical nature of processing in PP, in which the interplay

between (first-order) estimates at different levels is mediated by differing precision

estimates (Clark, 2013), provides specific constraints on explanations of, among oth-

ers:

✁ attentional phenomena (Feldman & Friston, 2010),

✁ symptoms of mental disorders (Friston, Stephan, Montague, & Dolan, 2014),

✁ time perception (Arnal & Giraud, 2012; Hohwy, Paton, & Palmer, 2015)

✁ emotions (Seth, 2013), and

✁ motor control (Adams, Shipp, & Friston, 2013), to name just a few.

Additional unique constraints are provided by particular PP models, e.g. by mod-

els developed within the framework provided by Karl Friston’s free energy principle

Friston (2010). More specifically, in models using the Laplace approximation, im-

portant estimators are the sufficient statistics of the normal distribution (sample mean

and covariance, Friston, Daunizeau, Kilner, & Kiebel, 2010, p. 234). To the extent

that mean values constitute central aspects of computational models of cognitive
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phenomena, they put specific constraints on ascriptions of cognitive contents, since

they strongly support the assumption that many perceptual contents are indetermi-

nate (Madary, 2012), just like summary statistics (which are indeterminate with re-

spect to individual samples). This idea can be applied to a variety of perceptual phe-

nomena, including:

� gist perception (Clarke & Mack, 2014),

� perception of ensemble properties (Alvarez,  2011; Haberman & Whitney,  2012),

and

� peripheral indeterminacy in vision (Freeman & Simoncelli, 2011).

However, these models rely on a particular computational approximation to Bayes-

optimal probabilistic inference, and it is not currently known which probabilistic for-

mat the computational processes implemented by the brain have. Hence, future re-

search should especially be targeted at determining which specific type of predictive

processing model is implemented by the brain (if any). This will then show which (of

the above-mentioned, possible) types of unique constraints on ascriptions of cognitive

are provided by PP.

Summary of key points:

1. The paper discusses  the relevance  of (subpersonal) computational descriptions to

(personal) descriptions of beliefs and conscious states.

2. One central result, and the main claim, is that insights can be gained by focusing

on the unique constraints computational descriptions in PP put on ascriptions of

cognitive contents.

3. Unique constraints are provided by, among others, the precision-mediated inter-

play of estimates in the PP processing hierarchy and (at least in some PP models)

by the central importance of summary statistics.

4. These computational posits are relevant to explanations of phenomena like gist and

ensemble perception, as well as attention, emotions, or delusions.

5. Future work should especially seek empirical  evidence regarding the format  of

probabilistic inference implemented by the brain (e.g., whether it involves a free-

form or a fixed-form code, see Friston, 2009, p. 297-299).
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 Analyzing workspace theories and sensorimotor theories, Degenaar and Keijzer claim 

that the two approaches are complementary rather than competitive. They argue that their 

combination has a higher explanatory power than each theory on its own. The global 

workspace theory accounts for the difference between conscious and unconscious processes, 

whereas the sensorimotor theory explains differences between various sensory modularities. 

Degenaar and Keijzer distinguish three possible ways of combining global workspace and 

sensorimotor theories: an internal localization scenario, in which experience is localized 

internally, i.e. in the brain, an external localization scenario, in which experience is localised 

externally, i.e. outside the brain, and no localisation scenario, in which experience is 

understood as something that people do rather than as something happening inside their body 

or as some events generated by their neural system [1].  

 I focus on two epitomes of these theories: the version of the global workspace theory 

developed by Baars and his colleagues [2,3,4,5,6,7] and the sensorimotor theory developed 

primarily by O'Regan and Noë [8,9,10]. Baars’s theory analyses the nervous system as a 

distributed parallel system, in which many different specialized processes take place. 

Coalitions of these processes compete for being conscious. The winner of these competitions 

occupies a so-called global workspace, whose contents are broadcast to other processors and 

become conscious. The sensorimotor theory, on the other hand, follows the idea of the 

embodied mind, since the theory stresses an important role of the entire body in which 

consciousness arises. It opposes a strict division between the brain, which would be supposed 

to generate mental states, and the rest of the body.  

 In my analysis, I follow Baars in treating consciousness as a variable that may be 

predicated on various processes [4]. This naturalist approach determines a specific attitude 

towards the explanatory gap [11,12].  

 As noted by Degenaar and Keijzer [1], the strength of the sensorimotor theory lies in 

its focus on explaining the comparative gap since the theory tries to explain differences 

between experiences associated with different sensory modalities. Hurley and Noë claim that 

differences between qualitative character of experience across different sensory modalities 

(i.e. intermodal differences) can be explained through differences between dynamic patterns 

of sensorimotor contingencies that are true for particular sensory modalities. This explanation 

provides an insight into the reason behind different qualitative feels associated with each of 

the senses. For instance, it is understandable for us on a personal level why a certain set of 

characteristic sensorimotor contingencies is associated with vision and why a different set of 

contingencies is associated with hearing [13]. This explains the intermodal comparative gap, 
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i.e. the question why particular neural activity gives rise to a sensation within a particular 

sensory modality (e.g. vision) rather than within another sensory modality (e.g. hearing). 

 The global workspace theory focuses on the absolute gap, since it attempts to explain 

why some neural processes are linked with conscious experience and some others are not [1]. 

Neural processes compete for entering the global workspace. The winner of the competition 

broadcast its content through long-range connections to various parts of the central nervous 

system. This global broadcasting is responsible for conscious experience.  

 I argue that the global workspace theory and the sensorimotor theory may be 

combined with predictive processing in its version adopted by Andy Clark [14,15,16,17] 

under the external localisation scenario. The predictive processing framework helps to explain 

intricate relations between conscious and unconscious processes. These processes primarily 

take place within the body, yet are directly related to processes taking place outside the body 

since the processes of perception and action require constant predictions and estimations of 

data available in the world. The predictive processing theory unifies exteroceptive, 

interoceptive and proprioceptive data within a hierarchical structure of multiple processes. It 

provides a useful link between the global workspace theory, which concentrates on the 

division into conscious and unconscious processes with a special focus on how consciousness 

emerges out of dynamic interactions between unconscious processes, and the sensorimotor 

theory that emphasises human perspective in an active engagement in the world, out of which 

conscious experience arises. Predictive coding explains processes that underlie conscious and 

unconscious experience on a more fine-grained level than the sensorimotor theory. In the 

same vein, conscious processes on the highest level in this multilevel structure accounted for 

by predictive processing may be identified with the global workspace described by the global 

workspace theory.   

 The advantages of combining the global workspace theory with the embodied mind 

approach may be found in Shanahan's analysis of embedding global workspace architecture 

within a spatially and temporally located organism. The global workspace architecture leaves 

unanswered the question why contents that enter the global workspace are characterised by 

the perspectival unity typical for conscious information. The explanation where this unity 

comes from may be found once the global workspace architecture "is bound to the spatially 

confined body". Such an embodied global architecture gives rise to an experiencing subject 

[18]. 

 I argue that elements of embodied approach may be provided by adding to the global 

workspace architecture some elements of action-oriented predictive processing and the 

sensorimotor theory. The sensorimotor theory concentrates on the interaction of the entire 

organism with the environment. Predictive processing describes events not only in the brain, 

but also outside the skull since the dorsal horn of the spinal cord is usually indicated as the 
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place where sensory prediction error is generated. Consequently, the holistic approach 

combining elements of the three theories describes experience as generated by structures 

outside the brain, so it follows the external localisation specified by Degenaar and Keijzer [1]. 

 In reference to Rao and Ballard's model of predictive coding in the visual cortex, Clark 

presents a model of an organism organised on various levels within the framework of 

predictive coding. In this multi-layered model, top-level predictions are about discrete and 

abstract issues that tend to be more extended in time and diffused in space. Lower-level 

predictions concern matters that are spatially and temporally continuous, local, and fine-

grained. Between the highest and the lowest levels, there is a plethora of many possible 

intermediate levels [16,17]. I argue that this architecture of multiscale dynamical complexity 

could be incorporated into the schema in which various coalitions exchange information that 

sometimes enters the global workspace and becomes conscious. The highest levels, which are 

in constant communication with lower levels that follow predictive processing, might be 

equated with the global workspace level. The content of these highest levels constituting the 

global workspace becomes phenomenally experienced on a personal level and responds to 

interactions with the environment describable within the sensorimotor theory. Various 

pathways that carry predictive errors from lower processors and sensory organs may terminate 

in processors within the cortico-thalamic complex, whose contents compete for entering the 

highest level - the global workspace - and thereby for becoming conscious.  

 The cerebral processes within the global workspace are internal processes contributing 

to consciousness. The interaction of the entire body with the environment described by the 

sensorimotor theory provides a general description of external processes involved in 

conscious experience. Both internal and external processes can be experienced at a personal 

level. The link between external and internal processes on a neuronal level, i.e. at a 

subpersonal level, is explained within the version of predictive processing developed by 

Clark.  
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Symposium at KogWis 2016:

Formal and Cognitive Reasoning

Christoph Beierle1, Gabriele Kern-Isberner2, Marco Ragni3, and Frieder
Stolzenburg4

1Fakultät für Mathematik und Informatik, FernUniversität in Hagen, 58084 Hagen,
2Fakultät für Informatik, Technische Universität Dortmund, 44221 Dortmund

3 RG on the Foundations of AI, Universität Freiburg, 79110 Freiburg
4FB Automatisierung und Informatik, Hochschule Harz, 38855 Wernigerode

1 Abstract

Reasoning about (spatial) information is usually pervaded by uncertainty and
subject to change. This is not unique to human reasoning, but it also applies
to cognitive systems. Thus there is an increasing demand both from psychol-
ogy and computer science for non-classical reasoning approaches. So far, many
advanced and sophisticated approaches of knowledge representation and reason-
ing have not yet been made accessible for cognitive approaches, and insights
gained from cognition are only rarely reflected in formal approaches. Generally,
people employ both inductive and deductive reasoning to arrive at beliefs; but
the same argument that is inductively strong or powerful may be deductively
invalid. Therefore, a wide range of reasoning mechanisms has to be considered.
The field of knowledge representation and reasoning offers a rich palette of meth-
ods for uncertain reasoning both to describe human reasoning and to model AI
approaches. Beyond computational aspects, these methods aim to reflect the rich
variety of human reasoning in uncertain and dynamic environments.

The aim of this symposium is to address recent challenges and to present
novel approaches to uncertain reasoning in its broad sense, including new in-
sights from cognitive psychology, neuroscience, cognitive computing, and human
computation, combining psychological models, uncertain (spatial) reasoning, and
computer science. Reflecting this focus, the symposium “Formal and Cognitive
Reasoning” at KogWis 2016 is organized jointly by the GI special interest groups
Wissensrepräsentation und Schlie”sen and Kognition.

2 List of Speakers

– Francois Bry, LMU München
Human Computation: Combining the Computational Power of Machine with
Cognitive Skills of Humans
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2 Authors Suppressed Due to Excessive Length

Artificial Intelligence is a buzz word of the first two decades of the 21st
century. An interesting aspect of many, if not all, of the much celebrated
artificial intelligences is their building upon human cognitive skills. Human
Computation is a name given to an approach consisting in engaging humans
to contribute to software systems. This presentation will report on Human
Computation applications and stress essential aspects of successful human
computation systems.

– Christian Freksa, Universität Bremen
Affordance and Constraints as complementary notions in problem solving

In artificial intelligence (AI) we employ constraint-based reasoning for prob-
lem solving. When doing so, we essentially conceptualize a large space of
theoretically conceivable values that we restrict to a subset of values that
are legal in our specific problem domain. This is an extremely powerful ap-
proach for using general-purpose computers or general-purpose programming
paradigms to adapt them to the specific requirements of a given problem.

In psychology, Gibson (1979) introduced the notion of affordances that has
been used in the design of human-computer interaction (Norman 1980). An
affordance can be seen as a specific spatial config-uration that provides a
specific opportunity by permitting (or afford-ing) a specific action.

In my contribution I want to discuss, (1) to what extent the notions of
constraint and affordance can be viewed as complementary; (2) whether they
equally apply to physical and computational systems; (3) how they apply to
problem solving in humans and machines; (4) how they can be employed in
interaction; and (5) what are their relative merits.

– Markus Knauff, Universität Gießen
New Frameworks of Rationality

Rationality is a key concept in psychology and philosophy. However, for a
long time, a divide and conquer approach between psychology and philos-
ophy has prevented both disciplines from taking into account one anothers
progress . Philosophys miss ion has been to characterize what it means to
be rational, and to put forth general principles, formal theories, and axioms
defining rationality. In contrast, psychologys miss ion has been to empiri-
cally investigate to what extent peoples cognition and behavior conforms to
those norms of rationality, and if deviations occur, explain why they occur.
In my talk, I will give an overview and present some highlights from the
DFG-funded Priority Programs New Frameworks of Rationality (SPP1516),
in which psychologists and philosophers (and AI researchers) work together
to overcome the previous division of labor and to develop and test shared
new concepts of human rationality. Our findings show that these new con-
cepts of rationality challenge the conjecture of human beings as intrinsically
irrational or illogical. People are often smarter than we think.
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Landmark recognition is essential for route learning. However, not every object is a 

useful landmark, be it due to repetitive occurrence or visual appearance. Salient ob-

jects (e.g. fire extinguishers) catching attention might be easier to memorize than non- 

salient objects, but if they appear more than once along a route, they can’t be used as 

reliable landmarks. Cognitive ageing affects executive functions and control of atten-

tion which could impact on choosing relevant, but non-salient landmarks and there-

fore route memory [1, 2]. The aim of the presented study is to investigate how cogni-

tive ageing affects people’s ability to select unique objects as landmarks for place and 

route learning and how deficits in landmark selection might affect the navigation 

skills of older participants. To do so, we created two kinds of routes through a virtual 

care home: simple routes and complex routes, each comprising four intersections each 

with two objects.  For simple routes, the unique landmarks (objects that occurred only 

once along the route) were also salient. For the complex routes, in contrast, the salient 

objects occurred twice on the route (=non-unique) and the non-salient objects were 

unique. We recorded route learning performance and gaze-behaviour from young and 

old (65+) participants. The gaze data revealed that older participants attended less to 

the unique landmarks on the complex routes than on simple routes, while younger 

participants primarily attended the unique landmarks, regardless their saliency. This 

effect was also reflected in the performance data: young participants did not show any 

performance difference in learning simple and complex routes, whereas the older 

participants performed better on the simple routes than on the complex routes. These 

results suggest that cognitive ageing affects the control of visual attention which, in 

turn, contributes to age-related deficits in route learning performance.  
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spatial language 
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Abstract. The apprehension of a spatial description such “The 

vase is above the book” requires extra-linguistic knowledge, e.g. 

functional relation and inferences people can draw from the 

geometry of the objects. If the role of the potential interaction 

between the objects received much attention, the information 

derived from the objects’ geometry has been often neglected. 

Here I present a number of experimental investigations showing 

that the geometric information extracted from the located object 

(i.e., the book) affects how people understand and produce spatial 

descriptions. 

 

Keywords:  spatial language, spatial prepositions, extra-

linguistic inferences, located object, reference object, object 

geometry. 

 

 

 

1 Spatial language and objects’ geometry 
 
Language is the principal tool human beings use for communication. 

Spatial language is the branch of language used to communicate 

information about space and locations. “The vase is above the book”, “The 

car is in front of the house”, “The sofa is on the left of the television” are 

common sentences people use to describe objects’ location. These 

examples focus is on the location of the located object (the vase, the car 

and the sofa, in the examples above), which is the subject of the 

descriptions. The other object, the so-called reference object (the book, the 

house and the television), is used as a spatial reference to narrow the search 

for the located object.  

In order to understand spatial descriptions, in addition to the 

linguistic contents, people also take into account object knowledge and 

situational information [1, 2, 3]. Object knowledge includes the geometric 

properties extracted from the reference object and researches have shown 

that its rotation is critical for the interpretation of spatial relations based on 

the intrinsic reference frame [4, 5, 6, 7]. On the other hand the geometric 

information extracted from the located object has been often neglected. 

However there is evidence that also the geometric information derived 

from the located object might be relevant for the spatial language 

processing [3], [8, 9]. Following this evidence, we conducted a number of 

studies investigating whether the rotation of the LO affects spatial language 

apprehension. 
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1.1  The role of the geometry of the located object for spatial language 

 
In the first series of studies we asked participants to place the located 

object in a target location defined by a spatial description such as “The 

pumpkin is above the strawberry” (see Fig. 1). Another group of 

participants were asked to produce a spatial description of those scenes, 

while the time necessary to utter the spatial description was recorded. The 

results showed that scenes where the located object was presented with a 

rotation in contrast with the one used for the reference object (“non-

canonical LO” in Fig. 1) received lower acceptability ratings and took 

longer to be described [10]. 

 

 
 

Fig. 1. Examples of scenes where the LO presents the same rotation as the RO 

(canonical LO) and scenes where the LO has a different rotation (non-canonical 

LO) across three sets of spatial terms. Reprinted with permission from “Object 

Orientation Affects Spatial Language Comprehension” (p. 1475), by M. Burigo & 

S. Sacchi, 2013, Cognitive Science, 37. Copyright  2013 by Cognitive Science 

Society. 

 

In a following study we further investigated the role of the geometry of the 

located object by examining whether longer placing time and production 

latencies were related to the computation of an inference that has been 

shown to be relevant in language comprehension: converseness. This logic 

states that if “A is above B” is true, then “B is below A” must also be true 

[9]. Under normal circumstances converseness holds, but when the LO is 

rotated (non-canonical LO, Fig. 1) it does not. In fact if the description 

“The pumpkin is above the strawberry” is acceptable, the converse 

description “The strawberry is below the pumpkin” is, at least from the 

intrinsic perspective, not acceptable. An acceptability rating task showed 

that descriptions presented together with a scene where converseness held 

received higher ratings compare to scenes where the logic of converseness 

did not hold [11].  

Finally we looked more in detail at the geometric information 

extracted from the LO that might have triggered the conflict. To do so we 

asked participants to place the located object in a target location while the 

information concerning the orientation and the direction of the located 

object were manipulated. Preliminary results seem to indicate that is only 

the direction to be important, despite the fact that orientation and direction 

may be organized in a hierarchical manner [12].  

In summary we showed that the understanding of a spatial 
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description such as “A is above B” is modulated by information that goes 

beyond language, such as the orientation of the LO. 
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Adjusting our view on perspective taking: Scalable repre-
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The ability to judge spatial arrangements from vantage points that differ from 

one’s actual bodily location and orientation has previously been assumed to 

rely on the ability to mentally transform (translate, rotate) body location and 

orientation. More recent studies have cast doubt on such a mental transfor-

mation account of perspective taking. I will present a computational model 

that explains perspective taking in terms of a joint influence of interference on 

the cognitive and the motor level. I will also discuss possible representational 

bases giving rise to these interference processes. These considerations indicate 

commonalities between perspective taking and other spatial abilities that so 

far have only been considered in isolation of each other. 
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Rooms cannot be experienced within a single view as humans cannot look 

backwards. Nevertheless, humans are able to form an understanding of the 

whole room. We were interested how and under which conditions integrated 

room representations are formed based on which long-term memory structure. 

Participants experienced views of a rectangular virtual room from its center 

through a head mounted display. Afterwards, they saw a room view and indi-

cated the direction of a non-visible room object using the arrow keys of a 

keyboard. Participants responded quicker for the first view encountered than 

for later experienced room views. This pattern did not change when partici-

pants rotated physically during learning or only visually. These results indi-

cate that participants did not update experienced room views during learning 

to memorize integrated room information and are therefore inconsistent with 

integrating cognitive map parts via path integration [1]. The results are con-

sistent with memorizing separate room views and the transitions between 

them [2] as well as with memorizing an integrated room memory in a refer-

ence frame oriented along the first experienced room view [3]. Our data can-

not clearly separate between the two possibilities suggesting that both strate-

gies might have taken place to some degree. The model best fitting with the 

data suggests that integrating within a single reference frame most often oc-

curred when participants could look around in a self-determined sequence as 

long as they wanted in continuously changing perspectives. Contrary, when 

the sequence of views was pre-determined participants most often relied on a 

sequence of stored views. In sum, results indicate, firstly, that humans do not 

necessarily integrate experienced room views during learning, even they know 

that they have to act on an integrated room representation afterwards. Second-

ly, the first experienced room view acts as an anchor later experienced views 

are related towards. Thirdly, spatial long-term memory formation seems ra-
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ther independent from updating the spatial surrounding in working memory 

during learning.  
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The dominant approach for computer-assisted navigation is realised by a turn-by-turn set of
instructions communicated briefly before the decision point of the navigator. This technology has
been shown to have no positive impact on users’ survey knowledge [5], even after prolonged periods
of active usage. One suggested reason for such an effect is its incompatibility with natural means
of structuring and communicating spatial knowledge exhibited by human navigators [6]. While ex-
pressing wayfinding instructions, people use a wide variety of landmark types, simplified qualitative
relations between route elements, refer to distant but salient spatial features as well as to a broad
range of other ‘auxiliary’ information. These additional units of information are often not required
to give the ‘minimal correct’ route description, and yet, navigators show consistency in the selection
of elements deserving such a mention.

The recently commenced project ‘WayTO: Wayfinding Through Orientation’ aims to prototype
and test a navigational support system whichadditionally to enabling an effective travelwill posi-
tively contribute to spatial orientation of its user in their broader urban environment. This will be
realised by enriching navigational information with elements consistently used by human navigators
for structuring and communicating spatial knowledge.

Traditionally, researchers have considered ‘orientation’ as synonymous to ‘human performance
in tasks’ measuring concepts as diverse as spatial knowledge, spatial abilities and wayfinding per-
formance. As a result, the existing literature uses the term ‘orientation’ inconsistently, sometime
meaning a vague mixture of the above components contributing to one’s understanding of their own
location, and other times as a synonym of very narrowly defined notions such as ‘survey knowledge’.

While we believe that survey knowledge (or spatial knowledge in general) is an important com-
ponent of ‘orientation’, the terms are here distinguished. This is guided by the fact that complete
spatial knowledge does not guarantee a perfect and continuously correct understanding of one’s
own location in the broader urban context. Conversely, a ‘good enough’ orientation is possible (and
often exhibited) by individuals having a very limited knowledge of the environment. In the narrow-
est existing definitions, considering ‘orientation’ synonymous to ‘survey knowledge’ would indicate
that a large proportion of population is as bad in remaining oriented as is their survey knowledge
of the considered environment (and consequently their performance in survey knowledge-centred
tasks employed in wayfinding studies). This seems to be untrue - as both research evidence and
practical observations suggest, human navigators can flexibly adopt a broad range of strategies,
combine unstructured, biased, hierarchical spatial knowledge of uneven quality or certainty and
infer unknown spatial properties in order to reach their destinations.

This is possible as an imperfect spatial knowledge of one’s own surrounding is not a ’mental
map with blacked-out regions’ but a mixture of graph-based representation of relations between
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Note that as traditional measures used for establishing wayfinding performance are dominated
by the ‘map in the head’ metaphor, they could yield drastically different results. For instance,
poor pointing performance or a low bidimensional regression score of a drawn sketch map can be
observed even when the actual knowledge of the required spatial relations is matching the factual
environmental configuration at a degree sufficient for a navigational task. The opposite is also
possible: a high bidimensional regression score or pointing performance can be observed, while
participant has an incorrect representation of key spatial relations between important structural
elements of the environment; for instance, believing that the destination is at the incorrect side of
the river would correspond to a small metric/angular error in traditional tasks but jeopardise one’s
navigational possibilities in the region.

Despite the vagueness resulting from imperfect and uneven knowledge of different spatial prop-
erties, humans are relatively efficient at using such sparse and unevenly distributed knowledge to
navigate. One strategy demonstrating that being the on-line correction of wrong assumptions based
on the newly gained visuo-spatial information during walking [2].

Considering orientation as a dynamic process and not as a stable, constantly updated repre-
sentation on a metric ‘map in the head’, implies that orientation can vary on a goal-by-goal (or
rather ‘extraction-by-extraction’) basis. Asking a participant to point to an element X can prompt
different orientation than pointing to element Y as element Y might be strongly associated with
previously unneeded features or relations (e.g. at a larger scale). The process of inferring unknown
spatial properties can be thus seen as not less important than the process of externalising known
spatial elements and relations [1].

In this view, an orientation-supportive navigational assistance system can contribute to its user’s
orientation by:

a) correcting incorrect (biased) assumptions about a subset of those spatial properties which
might be most broadly applied to other potential cases of deriving orientation (e.g. global and
regional landmarks, large structural features);

b) linking unknown spatial knowledge to known spatial features;
c) highlighting information about yet-unknown structural regularities and hierarchies assisting

to organise the newly acquired knowledge in a manner in-line with the ways such knowledge is
organised naturally (for instance in a hierarchical way dominated by salient features, and alignments
to regular geometrical shapes).

In the talk we will present the goal of the recently commenced ‘Wayfinding Through Orienta-
tion’ project, preliminary results supporting some of the above claims, as well as theoretical and
methodological considerations for the way forward.
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❱❍✿❄◗❱❏✾❅ ✾❩ ❴⑤ ❪✾❃❄❏❅◆ ❁❍❃❏▼❭❁❍✿❍ ❄❅❪ ❄❅❱❍✿❏✾✿⑦❭✾▼❱❍✿❏✾✿ ✾✿❏❍❅❱❄❱❏✾❅ ✾❩ q➋❵ ❆❍❱❬❍❍❅ ➅➌➌⑦➍➌➌ ❃▼◆

✽ ❶❺◆ ➅➎❷ ➏ ❺➐❫❺➑◆ ❭ ➒ ❫➌➌❺◆ ➓❭ ➏ ❫➎❺➔❫ ✽✾❖❖✾❬❏❅▲ ❭✾▼❱⑦❁✾◗ ❄❅❄❖❨▼❍▼ ❏❅❪❏◗❄❱❍❪ ❱❁❍ ❪❏❩❩❍✿❍❅❱❏❄❖ ◗✾✿❱❏◗❄❖

❄◗❱❏❲❏❱❨ ❩✾✿ ❲❍✿❆❄❖ ❄❅❪ ❲❏▼❂✾▼❭❄❱❏❄❖ ❴⑤ ❱❄▼❳▼ ❄❱ ❆❏❖❄❱❍✿❄❖ ❄❅❱❍✿❏✾✿ ❄❅❪ ✿❏▲❁❱ ❭✾▼❱❍✿❏✾✿ ✿❍◗✾✿❪❏❅▲ ▼❏❱❍▼❫ ❵❅
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t❤� ✁✉❛✂✲t❛✄❦ ✥✂♦☎❦✱ t❤� ❡✆P ❛✝❛✂②✄�✄ ✄❤♦✞�✁ ❛ t✞♦✲✞❛② ✟✝t�r❛☎t✟♦✝ ♦♥ ❲▼ ✁♦❞❛✟✝ ❛✝✁ ❛✝t�r✟♦r✲

♣♦✄t�r✟♦r ♦r✟�✝t❛t✟♦✝ ♦♥ ✆❖■ ✥�t✞��✝ ✠✡✡✲✹✡✡ ❞✄✱ ☛ ☞✶✱ ✠✹✌ ✍ ✶✎✏✡✑✱ ♣ ✍✏✡✡✶✱ ✒♣ ✍ ✏✎❂✠✏ ☛♦✂✂♦✞✟✝✓

♣♦✄t✲❤♦☎ ❛✝❛✂②✄�✄ ✟✝✁✟☎❛t�✁ t❤� ✁✟♥♥�r�✝t✟❛✂ ☎♦rt✟☎❛✂ ❛☎t✟✈✟t② ♥♦r t❤� ❲▼ t❛✄❦✄ ❛t ✥✟✂❛t�r❛✂ ♣♦✄t�r✟♦r

r�☎♦r✁✟✝✓ ✄✟t�✄ ☞❙�� ☛✟✓✏ ✠✌✏ ▼♦r�♦✈�r✱ t❤� ✄✟✝✓✂�✲t❛✄❦ ❡✆P ❛✝❛✂②✄�✄ ❛✁✁ t♦ t❤� ☎♦✝✈�r✓✟✝✓ �✈✟✁�✝☎�

♥♦r t❤� ✁✟✄t✟✝☎t ✝�✉r❛✂ ✄♦✉r☎�✄ ♥♦r �✝☎♦✁✟✝✓ ❛✝✁ r�tr✟�✈❛✂ ♣r♦☎�✄✄�✄ ♦♥ ✈�r✥❛✂ ❛✝✁ ✈✟✄✉♦✄♣❛t✟❛✂ ❲▼ ✁♦✲

❞❛✟✝✄✏ ☛♦r t❤� ✈�r✥❛✂ ✁♦❞❛✟✝✱ t❤� �✔♣�☎t�✁ ❛✝t�r✟♦r ✝�✓❛t✟✈✟t② ✞❛✄ ♥♦✉✝✁ ♦✝✂② ✁✉r✟✝✓ t❤� �✝☎♦✁✟✝✓

♣r♦☎�✄✄✏ ☛♦r t❤� ✈✟✄✉♦✄♣❛t✟❛✂ ✁♦❞❛✟✝✱ t❤� �✔♣�☎t�✁ ♣♦✄t�r✟♦r ✝�✓❛t✟✈✟t② ✞❛✄ ✄❤♦✞✝ ✁✉r✟✝✓ ✥♦t❤ t❤�

�✝☎♦✁✟✝✓ ❛✝✁ r�tr✟�✈❛✂ ♣r♦☎�✄✄�✄ ✕✶❪✱ ✕✠❪✏ ✳�❤❛✈✟♦r❛✂ ✁❛t❛✱ ✟✝ ❛☎☎♦r✁❛✝☎� ✞✟t❤ ❙♣✟�✓�✂✱ ✖♦�✄t�r✱ ❙☎❤❛☎❦

✕✎❪✱ ✄❤♦✞�✁ ✁♦❞❛✟✝✲✄♣�☎✟♥✟☎ ❞♦✈�❞�✝t ☎♦✄t✄ ♦♥ t❤� ✓r❛✄♣✲t♦✲♣✂❛☎� ❞♦✈�❞�✝t ♥♦r t❤� ✈✟✄✉♦✄♣❛t✟❛✂ ✁♦✲

❞❛✟✝✏ ✗❤❛t ✟✄✱ ♣�r♥♦r❞✟✝✓ ❛✁✁✟t✟♦✝❛✂ ♣r�✲♣✂❛✝✝�✁ ✓r❛✄♣✟✝✓ ❞♦✈�❞�✝t ✁�☎r�❛✄�✁ ❞�❞♦r② ♣�r♥♦r❞❛✝☎�

♥♦r t❤� ✈✟✄✉♦✄♣❛t✟❛✂ t❛✄❦✱ ✥✉t ✝♦t ♥♦r t❤� ✈�r✥❛✂ t❛✄❦✏

❋✐✘✙ ✷✙ ❊✚❝✛✜✢✚❣ ✣✤✛❝✦ss ❊✧★s✩ ✪✚✦ ✦①✫♠✣❧✦ ✦❧✦❝✬✤✛✜✦ ❢✤✛♠ ✦✫❝✭ ✤✦❣✢✛✚ ✛❢ ✢✚✬✦✤✦s✬ ✮✧✪✯✰✩ ✯✚ ✬✭✦ s✢✚❣❧✦ ✬✫s✴ ❜❧✛❝✴✵ ✬✭✦✤✦

✇✦✤✦ ❜✢❧✫✬✦✤✫❧ ✫✚✬✦✤✢✛✤ ✫✚✜ ✤✢❣✭✬ ✣✛s✬✦✤✢✛✤ ✦❢❢✦❝✬s✩ ✯✚ ✬✭✦ ✜✸✫❧ ✬✫s✴ ❝✛✚✜✢✬✢✛✚✵ ✬✭✦✤✦ ✇✫s ✫ ❜✢❧✫✬✦✤✫❧ ✣✛s✬✦✤✢✛✤ ✦❢❢✦❝✬✩ ✺ ✣ ❁✩✻✼✵ ✺✺

✣ ❁✩✻✻✽ ❢✛✤ ✣✫✢✤✦✜ s✫♠✣❧✦ ✬✾✬✦s✬s

●�✝�r❛✂✂②✱ t❤✟✄ ✄t✉✁② ♣r♦✈✟✁�✄ ❛✝ �✈✟✁�✝☎� ♥♦r ♣r♦☎�✄✄✲✄♣�☎✟♥✟☎ ✓r❛✄♣✟✝✓ ✟✝t�r❛☎t✟♦✝✄ ✞✟t❤ ❲▼

✁✉r✟✝✓ t❤� �✝☎♦✁✟✝✓ ♣r♦☎�✄✄✏ ✗❤✟✄ ✄t✉✁②✱ t❤�r�♥♦r�✱ ♣r♦✈✟✁�✄ ❛✝ ✟✝✟t✟❛✂ ✝�✉r♦♣❤②✄✟♦✂♦✓✟☎❛✂ ☎❤❛r❛☎t�r✟③❛✲

t✟♦✝ ♦♥ ♥✉✝☎t✟♦✝❛✂ ✟✝t�r❛☎t✟♦✝ ✥�t✞��✝ ❲▼ ❛✝✁ ✓r❛✄♣✟✝✓ ❞♦✈�❞�✝t✄ ✟✝ ❛ ☎♦❞♣✂�✔ ✁✉❛✂✲t❛✄❦ ✄�tt✟✝✓✏

■✝ t❤� ✄�☎♦✝✁ ✄t✉✁②✱ ✞� ♥♦☎✉✄�✁ ♦✝ t❤� ✝�✉r♦✲☎♦✓✝✟t✟✈� ❞�☎❤❛✝✟✄❞✄ ♦♥ ✓r❛✄♣✟✝✓ ❞♦✈�❞�✝t

♥✂�✔✟✥✟✂✟t② ✟✝ t�r❞✄ ♦♥ ❞♦✈�❞�✝t r�✲♣✂❛✝✝✟✝✓✏ P❛rt✟☎✉✂❛r✂②✱ ✞� ♥♦☎✉✄�✁ ♦✝ t❤� ✝�✉r♦✲☎♦✓✝✟t✟✈� ☎♦✄t✄ ♦♥

✟❞♣✂�❞�✝t✟✝✓ ❛ ✝�✞ ❞♦✈�❞�✝t ♣✂❛✝ ✁✉r✟✝✓ ❛✝ ♦✝✓♦✟✝✓ ✓r❛✄♣✟✝✓ ♥♦r �✝☎♦✁✟✝✓✱ ❞❛✟✝t�✝❛✝☎� ❛✝✁ r�t✲

r✟�✈❛✂ ♦♥ ❲▼✏

❉✉❛✂✲t❛✄❦ ✄☎�✝❛r✟♦ ✞❛✄ ♦✝✂② ✁✟♥♥�r�✝t ♥r♦❞ t❤� ♥✟r✄t ✄t✉✁② ✟✝ t�r❞✄ ♦♥ r�✲♣✂❛✝✝✟✝✓ r�✿✉✟r�✲

❞�✝t✄✏ ☛♦r t❤� ✎✡❀ ♦♥ tr✟❛✂✄✱ ♣❛rt✟☎✟♣❛✝t✄ ❤❛✁ t♦ r�✲♣✂❛✝ t❤� ❞♦✈�❞�✝t ✁✟r�☎t✟♦✝ ❛♥t�r �✝☎♦✁✟✝✓ t❤�

❲▼ ✄t✟❞✉✂✟✏ ✗❤�r�♥♦r�✱ t❤� ✄�☎♦✝✁ ✄t✉✁② r�✄t�✁ ♦✝ ❛ ✠ ☞❲▼ ✁♦❞❛✟✝❃ ❱�r✥❛✂ ❛✝✁ ✈✟✄✉♦✄♣❛t✟❛✂✌ ✔ ✠

☞▼♦✈�❞�✝t ♣✂❛✝✝✟✝✓❃ Pr�✲♣✂❛✝✝�✁ ❛✝✁ r�✲♣✂❛✝✝�✁✌ ✞✟t❤✟✝ ✄✉✥❥�☎t ✁�✄✟✓✝✏ ✎❂ ♣❛rt✟☎✟♣❛✝t✄ ✞�r� t�✄t�✁✏

Pr�✂✟❞✟✝❛r② ❡✆P r�✄✉✂t✄ ✄❤♦✞�✁ t❤� ❞❛✟✝ �♥♥�☎t ♦♥ ♣✂❛✝✝✟✝✓ ☎♦✝✁✟t✟♦✝ ✁✉r✟✝✓ t❤� ❞❛✟✝t�✝❛✝☎�

♣r♦☎�✄✄✱ ☛ ☞✶✱ ✎✡✌ ✍ ❄✏✡❂❅✱ ♣ ✍✏✡✡❄✱ ✒♣ ✍ ✏✠✶✠✏ ✗❤❛t ✟✄✱ t❤� ❡✆P✄ ♥♦r ✥♦t❤ t❤� ✈�r✥❛✂ ❛✝✁ ✈✟✄✉♦✄♣❛t✟❛✂

✁♦❞❛✟✝✄ ☎❤❛✝✓�✁ ✞❤�✝ t❤�r� ✞❛✄ ❛ ✝��✁ ♥♦r ❞♦✈�❞�✝t r�✲♣✂❛✝✝✟✝✓ ☞❙�� ☛✟✓✏ ✎✌✏ ✗❤�r� ✞❛✄ ✝♦ ✟✝t�r❛☎✲

t✟♦✝ ♥♦r �✝☎♦✁✟✝✓ ❛✝✁ r�tr✟�✈❛✂ ♣r♦☎�✄✄�✄✏ ✳�❤❛✈✟♦r❛✂ r�✄✉✂t✄ ❛✂✄♦ ✄✉♣♣♦rt�✁ t♦ t❤� ❡✆P ♥✟✝✁✟✝✓✄ ✄❤♦✲

✞✟✝✓ ❛ ✂♦✞�r ❞�❞♦r② ♣�r♥♦r❞❛✝☎� ♥♦r ✥♦t❤ ❲▼ t❛✄❦✄ ✟✝ t❤� r�✲♣✂❛✝✝�✁ ☎♦✝✁✟t✟♦✝ ☎♦❞♣❛r�✁ t♦ t❤�

♣r�✲♣✂❛✝✝�✁ ☎♦✝✁✟t✟♦✝✏ ❲� ✟✝t�r♣r�t t❤�✄� ♥✟✝✁✟✝✓✄ ❛✄ ✟✝✁✟☎❛t✟✝✓ t❤� ✝�✉r♦♣❤②✄✟♦✂♦✓✟☎❛✂ ✟✝t�r♥�r�✝☎�

☎♦✄t✄ ♦♥ ❞♦✈�❞�✝t r�✲♣✂❛✝✝✟✝✓ ♥♦r t❤� ❞❛✟✝t�✝❛✝☎� ♣r♦☎�✄✄✏

KogWis 2016 - page 124



❋✐�✳ ✸✳ ▼❛✁♥t✂♥❛♥❝✂ ♣r✄❝✂ss ❊❘☎s✆ ❖♥✂ ✂①❛♠♣❧✂ ✂❧✂❝tr✄❞✂ ❢r✄♠ ✂❛❝❤ ❘❖✝✆ ❘✂✲♣❧❛♥♥✁♥❣ ✂❢❢✂❝t ✁s s✂✂♥ ❢✄r ❜✄t❤ ❲▼ t❛s❦s ✁♥

✂❛❝❤ ❘❖✝✆

✞✟✠✡ ✠✡❡☛❡ ✠✇♦ ☛✠✉☞✟❡☛✱ ✇❡ ✌❡✍♦✌✠❡☞ ✌❡✎✟✏✑✎❡ ✒✓P☛ ✟✔ ✏ ✕♦✖✍✎❡✗ ❡✗✍❡✌✟✖❡✔✠✏✎ ☛❡✠✠✟✔✘ ✟✔✕✎✉☞✟✔✘

♦✙❡✌✠ ✖♦✙❡✖❡✔✠ ❡✗❡✕✉✠✟♦✔✚ ■✔ ✠✡✟☛ ☛❡✔☛❡✱ ♦✉✌ ☛✠✉☞✟❡☛ ☛✉✍✍♦✌✠ ✏✔☞ ❡✗✠❡✔☞ ✠✡❡ ☛✠✉☞✟❡☛ ✏✔✏✎②③✟✔✘ ✒✓P☛ ✟✔

✖❡✌❡ ✘✌✏☛✍✟✔✘ ✠✏☛✛☛ ✜✹✢✱ ✜✺✢✚ ✣♦✌❡ ✟✖✍♦✌✠✏✔✠✎②✱ ✇❡ ☛✡♦✇❡☞ ✠✡✏✠ ✖♦✙❡✖❡✔✠ ✥✌❡✮✍✎✏✔✔✟✔✘ ✏✔☞ ❡✗❡✕✉✠✟♦✔

✌❡✕✌✉✟✠ ☞✟✤✤❡✌❡✔✠ ✞✣ ✕✏✍✏✕✟✠✟❡☛✚ ❚✡✏✠ ✟☛✱ ✍❡✌✤♦✌✖✟✔✘ ✏ ✍✌❡✦✍✎✏✔✔❡☞ ✘✌✏☛✍✟✔✘ ✖♦✙❡✖❡✔✠ ✖✏✟✔✎② ✟✔✠❡✌✤❡✦

✌❡☛ ✇✟✠✡ ✞✣ ☞✉✌✟✔✘ ✠✡❡ ❡✔✕♦☞✟✔✘ ✍✌♦✕❡☛☛✱ ✇✡✟✎❡ ✌❡✦✍✎✏✔✔✟✔✘ ✠✡❡ ✖♦✙❡✖❡✔✠✱ ✇✡✟✕✡ ✟☛ ✖♦✌❡ ✕♦✘✔✟✠✟✙❡✎②

☞❡✖✏✔☞✟✔✘✱ ✟✔✠❡✌✤❡✌❡☛ ✇✟✠✡ ✙✟☛✉♦☛✍✏✠✟✏✎ ✏✔☞ ✙❡✌✑✏✎ ☞♦✖✏✟✔☛ ☞✉✌✟✔✘ ✠✡❡ ✖✏✟✔✠❡✔✏✔✕❡ ✍✌♦✕❡☛☛✚ ✣♦✌❡

✘❡✔❡✌✏✎✎②✱ ✠✡❡☛❡ ✠✇♦ ☛✠✉☞✟❡☛ ✍✌♦✙✟☞❡ ✏✔ ❡✖✍✟✌✟✕✏✎ ✑✏☛✟☛ ✤♦✌ ✤✉✌✠✡❡✌ ✔❡✉✌♦✍✡②☛✟♦✎♦✘✟✕✏✎ ✟✔✙❡☛✠✟✘✏✠✟♦✔☛ ♦✤

✔❡✉✌♦✦✕♦✘✔✟✠✟✙❡ ✟✔✠❡✌✏✕✠✟♦✔☛ ✑❡✠✇❡❡✔ ✞✣ ✏✔☞ ✥✖✏✔✉✏✎✮ ✏✕✠✟♦✔ ✕♦✔✠✌♦✎✚

✧★✩★✪★✫✬★✭

✶✆ ❇✄s❝❤✯ ❱✆✯ ▼✂❝❦❧✁♥❣✂r✯ ❆✆✯ ✰r✁✂❞✂r✁❝✁✯ ❆✆ ❉✆✴ ❙❧✄✵ ❈✄rt✁❝❛❧ ☎✄t✂♥t✁❛❧s ❞✷r✁♥❣ ❘✂t✂♥t✁✄♥ ✄❢ ❖❜❥✂❝t✯ ❙♣❛t✁❛❧✯ ❛♥❞ ❱✂r❜❛❧ ✝♥✲

❢✄r♠❛t✁✄♥✆ ❈✄❣♥✁t✁✈✂ ❇r❛✁♥ ❘✂s✂❛r❝❤ ✶✻✯ ✼✶✾✲✼✽✿ ❀✼✻✻✶❁

✼✆ ☎✁♥❛❧✯ ❉✆✯ ❩✷rr❂♥✯ ▼✆✯ ❉❃❛❄✯ ✰✆✴ ❊❢❢✂❝ts ✄❢ ▲✄❛❞ ❛♥❞ ▼❛✁♥t✂♥❛♥❝✂ ❉✷r❛t✁✄♥ ✄♥ t❤✂ ❅✁♠✂ ❈✄✷rs✂ ✄❢ ✝♥❢✄r♠❛t✁✄♥ ❊♥❝✄❞✁♥❣

❛♥❞ ❘✂tr✁✂✈❛❧ ✁♥ ❲✄r❦✁♥❣ ▼✂♠✄r●✴ ✰r✄♠ ☎✂r❝✂♣t✷❛❧ ❆♥❛❧●s✁s t✄ ☎✄st✲❈❛t✂❣✄r✁❄❛t✁✄♥ ☎r✄❝✂ss✂s✆ ✰r✄♥t✁✂rs ✁♥ ❍✷♠❛♥

◆✂✷r✄s❝✁✂♥❝✂ ❏✯ ✶✲✶❑ ❀✼✻✶◗❁

✽✆ ❙♣✁✂❣✂❧✯ ▼✆ ❆✆✯ ❯✄✂st✂r✯ ❉✆✯ ❙❝❤❛❝❦✯ ❅✆✴ ❅❤✂ ✰✷♥❝t✁✄♥❛❧ ❘✄❧✂ ✄❢❲✄r❦✁♥❣ ▼✂♠✄r● ✁♥ t❤✂ ❀❘✂✲❁ ☎❧❛♥♥✁♥❣ ❛♥❞ ❊①✂❝✷t✁✄♥

✄❢ ❳r❛s♣✁♥❣ ▼✄✈✂♠✂♥ts✆ ❨✆ ✄❢ ❊①♣✂r✁♠✂♥t❛❧ ☎s●❝❤✄❧✄❣●✴ ❍✷♠❛♥ ☎✂r❝✂♣t✁✄♥ ❛♥❞ ☎✂r❢✄r♠❛♥❝✂ ✽✾✯ ✶✽✼❬✲✶✽✽✾ ❀✼✻✶✽❁

◗✆ ❲✂st✂r❤✄❧❄✯ ❨✆✯ ❙❝❤❛❝❦✯ ❅✆✯ ❯✄✂st✂r✯ ❉✆✴ ❊✈✂♥t✲❘✂❧❛t✂❞ ❇r❛✁♥ ☎✄t✂♥t✁❛❧s ❢✄r ❳✄❛❧✲❘✂❧❛t✂❞ ☎✄✵✂r ❳r✁♣s✆ ☎▲✄❙ ❖◆❊ ❏✯

✂❬❏❑✻✶ ❀✼✻✶✽❁

❑✆ ❲✂st✂r❤✄❧❄✯ ❨✆✯ ❙❝❤❛❝❦✯ ❅✆✯ ❙❝❤üt❄✯ ❈✆✯ ❯✄✂st✂r✯ ❉✆✴ ❍❛❜✁t✷❛❧ ✈s ◆✄♥✲❍❛❜✁t✷❛❧ ▼❛♥✷❛❧ ❆❝t✁✄♥s✴ ❆♥ ❊❘☎ ❙t✷❞● ✄♥ ❖✈✂rt

▼✄✈✂♠✂♥t ❊①✂❝✷t✁✄♥✆ ☎▲✄❙ ❖◆❊ ✾✯ ✂✾✽✶✶❬ ❀✼✻✶◗❁
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❉✐st✐♥�t ✁✂✂❡�ts ✥✂ ❢✐s✉✥♠✥t✥r ✄r✐♠✐♥☎ ✥♥ ✆�t✐✥♥

✄r❡✝✞r✞t✐✥♥ ✞♥✟ ✠✥t✥r ✄r✥☎r✞♠♠✐♥☎

❈❤✡☛☞✌☛✍✎ ❙✏✏❣✏❧✑✏✶✒✷✱ ■✡☛☞ ●✓❧❞✏✎♣✏✎✎☛✎❣✸✱ ❏✔❧☛✍✎ ✕✏✌✌❧☛✎❣✶✱ ✍✎❞ ❚❤♦✖✍☞ ❙✗❤✍✗✑✶✒✷✒✹

✘◆✙✚✛✜❝✜✢✣✤✦✤✜✣ ❛✣✧ ❆❝✦✤✜✣ ❘✙★✙❛✛❝✩ ✪✛✜✚✫✬ ❋❛❝✚✭✦② ✜✮ P★②❝✩✜✭✜✢② ❛✣✧ ✯✫✜✛✦ ✯❝✤✙✣❝✙★✬ ❇✤✙✭✙✮✙✭✧
❯✣✤✈✙✛★✤✦②✬ ❇✤✙✭✙✮✙✭✧✬ ✪✙✛✰❛✣②

❝✩✛✤★✦✤❛✣✳★✙✙✢✙✭❦✙❅✚✣✤✲❜✤✙✭✙✮✙✭✧✳✧✙
✴✵✙✣✦✙✛ ✜✮ ❊①❝✙✭✭✙✣❝✙ ✵✜✢✣✤✦✤✈✙ ✺✣✦✙✛❛❝✦✤✜✣ ✻✙❝✩✣✜✭✜✢② ✼✵✺✻❊✵✽✬ ❇✤✙✭✙✮✙✭✧✬ ✪✙✛✰❛✣②

✾✯✫✜✛✦ P★②❝✩✜✭✜✢②❯✣✤✦✬ ✿✙✫❛✛✦✰✙✣✦ ✜✮ ✯✫✜✛✦★ ❛✣✧ ❍✙❛✭✦✩✬ ❋❛❝✚✭✦② ✜✮ ✯❝✤✙✣❝✙✬ ❯✣✤✈✙✛★✤✦② ✜✮ P❛✧✙✛❜✜✛✣✬
P❛✧✙✛❜✜✛✣✬ ✪✙✛✰❛✣②

❀❘✙★✙❛✛❝✩ ✺✣★✦✤✦✚✦✙ ✮✜✛ ✵✜✢✣✤✦✤✜✣ ❛✣✧ ❘✜❜✜✦✤❝★ ✼✵✜✛✲▲❛❜✽✬ ❇✤✙✭✙✮✙✭✧✬ ✪✙✛✰❛✣②

❑❁❂✇❃❄▼❖◗ ✢✛❛★✫✤✣✢ ➉ ✈✤★✚✜✰✜✦✜✛ ✫✛✤✰✤✣✢ ➉ ❛❝✦✤✜✣ ➉ ✫✙✛❝✙✫✦✤✜✣ ➉ ✰✜✦✜✛ ✫✭❛✣✲
✣✤✣✢

❱❲❳ ❨❩❬❭❪❫❳❫❴ ➇❴❵❬ ❥❪q③④⑤ q⑥q❴❳❭q➈ ❲⑥❨❬❴❲❳q❪q ❨❩❬❨❬q❳q ④ ⑦③❫⑧❴❪❬❫⑨

④⑤ ⑩❪q❴❪❫⑧❴❪❬❫ ❶❳❴❵❳❳❫ ❥❪q❪❬❫ ⑦❬❩ ❨❳❩⑧❳❨❴❪❬❫ ❷❥❳❫❴❩④⑤ q❴❩❳④❭❸ ④❫⑩ ❥❪q❪❬❫

⑦❬❩ ④⑧❴❪❬❫ ❷⑩❬❩q④⑤ q❴❩❳④❭❸❹ ❺⑧⑧❬❩⑩❪❫❻ ❴❬ ❴❲❪q ❭❬⑩❳⑤❼ ❥❪q③④⑤⑤⑥ ❻③❪⑩❳⑩

④⑧❴❪❬❫q ④❩❳ ⑧❬❭❨③❴❳⑩ ❪❫ ❩❳④⑤⑨❴❪❭❳ ④❫⑩ ❲❳❫⑧❳❼ q❲❬③⑤⑩ q❲❬❵ ❫❬ ❪❫⑦⑤③❳❫⑧❳

⑦❩❬❭ ❨❩❳❥❪❬③q ❳❽❨❳❩❪❳❫⑧❳❹ ❾❫ ❴❲❳ ❨❩❳q❳❫❴ q❴③⑩⑥❼ ❵❳ ❳❽④❭❪❫❳⑩ ❵❲❳❴❲❳❩

❴❲❳ ❨⑤④❫❫❪❫❻ ④❫⑩ ❳❽❳⑧③❴❪❬❫ ❬⑦ ④ ❩❳④⑧❲⑨❴❬⑨❻❩④q❨ ❭❬❥❳❭❳❫❴ ❪q q③q⑧❳❨❴❪❶⑤❳

❴❬ ❥❪q③❬❭❬❴❬❩ ❨❩❪❭❪❫❻❼ ④❫⑩ ❵❲❳❴❲❳❩ ❴❲❳ q❴❩❳❫❻❴❲ ❬⑦ ❴❲❳ ❨❩❪❭❪❫❻ ❳⑦⑦❳⑧❴

⑩❳❨❳❫⑩q ❬❫ ❴❲❳ ④❥④❪⑤④❶❪⑤❪❴⑥ ❬⑦ ❥❪q③④⑤ ⑦❳❳⑩❶④⑧❿❹ ➀④❩❴❪⑧❪❨④❫❴q ❻❩④q❨❳⑩ ④

❴④❩❻❳❴ ❬❶➁❳⑧❴ ④q ➂③❪⑧❿⑤⑥ ④q ❨❬qq❪❶⑤❳ ❵❪❴❲ ❳❪❴❲❳❩ ④ ❵❲❬⑤❳⑨❲④❫⑩ ❻❩❪❨ ❬❩ ④

❨❩❳⑧❪q❪❬❫ ❻❩❪❨ ③❨❬❫ ❲❳④❩❪❫❻ ④❫ ④③⑩❪❴❬❩⑥ q❴❪❭③⑤③q❹ ❱❲❳ ④③⑩❪❴❬❩⑥ ⑧③❳ ❵④q

❨❩❳⑧❳⑩❳⑩ ❶⑥ ④ ❥❪q③④⑤ ❨❩❪❭❳ q❴❪❭③⑤③q❹ ❱❲❳ ❨❩❪❭❳ ⑩❳❨❪⑧❴❳⑩ ④❫ ❬❶➁❳⑧❴ ❴❲④❴

❵④q ⑧❬❫❻❩③❳❫❴❼ ❪❫⑧❬❫❻❩③❳❫❴❼ ❬❩ ④❭❶❪❻③❬③q ❵❪❴❲ ❩❳q❨❳⑧❴ ❴❬ ❴❲❳ ❩❳➂③❪❩❳⑩

❻❩❪❨❼ ❬❩ ❪❴ q❲❬❵❳⑩ ❫❬ ❬❶➁❳⑧❴ ④❴ ④⑤⑤ ❷❫❬ ❨❩❪❭❳❸❹ ➃③❩❴❲❳❩❭❬❩❳❼ ❨④❩❴❪⑧❪❨④❫❴q

❨❳❩⑦❬❩❭❳⑩ ❴❲❳ ❴④q❿ ❪❫ ❬❫❳ ❬⑦ ❴❲❩❳❳ ❥❪q❪❬❫ ⑧❬❫⑩❪❴❪❬❫q❹ ❾❫ ❴❲❳ ➇❫❬⑨❥❪q❪❬❫➈

❴④q❿❼ ❨④❩❴❪⑧❪❨④❫❴q➄ ❥❪q❪❬❫ ❵④q ❬⑧⑧⑤③⑩❳⑩ ❪❭❭❳⑩❪④❴❳⑤⑥ ④⑦❴❳❩ ❨❩❪❭❳ ❨❩❳q❳❫⑨

❴④❴❪❬❫❹ ➅❬❫q❳➂③❳❫❴⑤⑥❼ ❨④❩❴❪⑧❪❨④❫❴q ❲④⑩ ❫❬ ❥❪q❪❬❫ ❬⑦ ❴❲❳ ❴④❩❻❳❴ ❬❶➁❳⑧❴ ⑩③❩⑨

❪❫❻ ❶❬❴❲ ❴❲❳ ❭❬❴❬❩ ❨❩❬❻❩④❭❭❪❫❻ ④❫⑩ ❴❲❳ ❬❫⑤❪❫❳ ⑧❬❫❴❩❬⑤ ❨❲④q❳❹ ❾❫ ❴❲❳

➇❨④❩❴❪④⑤⑨❥❪q❪❬❫➈ ❴④q❿❼ ❨④❩❴❪⑧❪❨④❫❴q➄ ❥❪q❪❬❫ ❵④q ❬⑧⑧⑤③⑩❳⑩ ④q q❬❬❫ ④q ❴❲❳⑥

❪❫❪❴❪④❴❳⑩ ❴❲❳❪❩ ❻❩④q❨❪❫❻ ❭❬❥❳❭❳❫❴❹ ➆❳❫⑧❳❼ ❨④❩❴❪⑧❪❨④❫❴q ❲④⑩ ❬❶➁❳⑧❴ ❥❪⑨

q❪❬❫ ⑩③❩❪❫❻ ❴❲❳ ❭❬❴❬❩ ❨❩❬❻❩④❭❭❪❫❻ ❶③❴ ❫❬❴ ❴❲❳ ❬❫⑤❪❫❳ ⑧❬❫❴❩❬⑤ ❨❲④q❳❹

➃❪❫④⑤⑤⑥❼ ❪❫ ❴❲❳ ➇⑦③⑤⑤⑨❥❪q❪❬❫➈ ❴④q❿❼ ❨④❩❴❪⑧❪❨④❫❴q ❲④⑩ ❥❪q❪❬❫ ④❥④❪⑤④❶⑤❳

❴❲❩❬③❻❲❬③❴ ❴④q❿ ❨❳❩⑦❬❩❭④❫⑧❳❹ ➊③❩ ❩❳q③⑤❴q ❩❳❥❳④⑤❳⑩ ❴❲❳ ❨❩❳q❳❫⑧❳ ❬⑦ ❴❵❬

⑩❪q❴❪❫⑧❴ ❨❩❪❭❪❫❻ ❳⑦⑦❳⑧❴q❹ ➃❪❩q❴❼ ❵❳ ⑦❬③❫⑩ ④ ⑦④⑧❪⑤❪❴④❴❪❥❳ ❳⑦⑦❳⑧❴ ❬⑦ ⑧❬❫❻❩③⑨

❳❫❴ ⑧❬❭❨④❩❳⑩ ❴❬ ❪❫⑧❬❫❻❩③❳❫❴ ❨❩❪❭❳⑨❻❩❪❨ ⑧❬❭❶❪❫④❴❪❬❫q ❴❲④❴ ❪❫⑦⑤③❳❫⑧❳⑩
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❜�✁❤ r✂❛❝✁t�♦ ✁t♠✂s ❛♦♥ s✄✂❝t✐t❝ ❦t♦✂♠❛✁t❝ ✄❛r❛♠✂✁✂rs ✭✂✳❣✳☎ ♠❛①t♠❛❧

❣rt✄ ❛✄✂r✁✉r✂☎ ✄✂❛❦ ✈✂❧�❝t✁②✮✳ ❙✂❝�♦♥☎ ✇✂ ✐�✉♦♥ s❧�✇✂r r✂❛❝✁t�♦ ✁t♠✂s

✐�r ✁❤✂ ♦� ✄rt♠✂ ❝�♠✄❛r✂♥ ✁� ❛❧❧ �✁❤✂r ❝�♦♥t✁t�♦s✳ ❍�✇✂✈✂r☎ ✁❤ts ✂✐✐✂❝✁

✇❛s ♦� ✂✈t♥✂♦✁ t♦ ♠�✈✂♠✂♦✁ ❦t♦✂♠❛✁t❝s✳ ■♠✄�r✁❛♦✁❧②☎ ❜�✁❤ ✂✐✐✂❝✁s ✇✂r✂

st♠t❧❛r r✂❣❛r♥❧✂ss �✐ ✈tst�♦ ❝�♦♥t✁t�♦☎ t♦♥t❝❛✁t♦❣ ✁❤✂ ✄rt♠✂ s✁t♠✉❧t ✂①✲

❤t❜t✁✂♥ ❛♦ ✂q✉❛❧ t♦✐❧✉✂♦❝✂ �♦ ♠✂♠�r②✲❣✉t♥✂♥ ❛♦♥ ✈ts✉❛❧❧② ❣✉t♥✂♥ ❛❝✲

✁t�♦s✳ ❚❤✂s✂ ✐t♦♥t♦❣s ✐✉r✁❤✂r ❝❤❛❧❧✂♦❣✂ ✁❤✂ r✂❛❧✲✁t♠✂ ✈t✂✇ �✐ ♠�✁�r ✄r�✲

❣r❛♠♠t♦❣☎ ❛♦♥ t♦♥t❝❛✁✂ ✁❤❛✁ ✈ts✉❛❧❧② ❣✉t♥✂♥ ❛♦♥ ♠✂♠�r②✲❣✉t♥✂♥ ❛❝✲

✁t�♦s r✂✈✂r✁ ✁� ✁❤✂ s❛♠✂ ✉♦♥✂r❧②t♦❣ r✂✄r✂s✂♦✁❛✁t�♦s✳ ❋r�♠ ❛ ✐✉♦❝✁t�♦❛❧

✄✂rs✄✂❝✁t✈✂☎ �✉r ✐t♦♥t♦❣s s✉❣❣✂s✁ ✁❤✂ ✄r✂s✂♦❝✂ �✐ ✁✇� ♥ts✁t♦❝✁ ❝�❣♦t✁t✈✂✲

✄✂r❝✂✄✁✉❛❧ ♠�♥✉❧✂s r✂❧❛✁✂♥ ✁� ❛❝✁t�♦ ✄r✂✄❛r❛✁t�♦ ❛♦♥ ♠�✁�r ✄r�❣r❛♠✲

♠t♦❣☎ ❛♦♥ ✄�t♦✁ ✁�✇❛r♥s ✄�sst❜❧✂ ✈✂♦✁r�✲♥�rs❛❧ t♦✁✂r❛❝✁t�♦s✳
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■♥�✁✂❛❝�✐♦♥✄ ♦❢ ☎♦✂�✐❝❛❧ ✥✁�✇♦✂r✄ ❢♦✂ ✆✝✞✁❝� ✟✁❝♦❡♥✐�✐♦♥ ❛♥✠ ✆✝✞✁❝�

●✂❛✄♣✐♥❡

▼✡☛☞ ❍✌♠♠✍✎✏✡☞❤✶✱ ✡✑❞ ▼✡☛✍✌✒✍ ✓✡✑✑✶

✔❈✕✖t✕✗ ✘✙✗ ◆✕✉✗✙✚✙❣②✛ ❉✜✢✜✣✜✙✖ ✙✘ ◆✕✉✗✙✤✣②✦✧✙✚✙❣②✛ ★✕✗t✜✕✩✪✖✣t✜t✉t✕ ✘✙✗ ❈✚✜✖✜✦✫✚ ❇✗✫✜✖ ❘✕✣✕✫✗✦✧✛ ❊❜✕✗✧✫✗✬ ❑✫✗✚✣
❯✖✜✢✕✗✣✜t②✛ ★✙✤✤✕✩✲✕②✚✕✗✩✲t✗✳ ✸✛ ✼✷✵✼✻ ❚✉✕❜✜✖❣✕✖✛ ✭✕✗✮✫✖②

✯✰s✴✹ ✺✽ ✾✿✴ ❀❁✺❂❃✽✴✽✾ ✾❄✺❅✈❃s❆✰❋❅s✾❁✴✰❂❅✿❏❀✺✾✿✴s❃s ❀❆✾ ▲✺❁❄✰❁✹ ❖❏ P❃❋✽✴❁ ✰✽✹ ◗✺✺✹✰❋✴ ❙❱❲❳

✺❖❨✴❩✾ ❁✴❩✺❬✽❃✾❃✺✽ ✺✽ ✾✿✴ ✺✽✴ ✿✰✽✹ ✰✽✹ ❬❁✰s❀❃✽❬ ✺▲ ✺❖❨✴❩✾s ✺✽ ✾✿✴ ✺✾✿✴❁ ✿✰✽✹ ✿✰✈✴ ❖✴✴✽ ❃✽✈✴s❅

✾❃❬✰✾✴✹ ✰✽✹ ✰✽✰❋❏③✴✹ ✰s s✴❀✰❁✰✾✴ ▲❆✽❩✾❃✺✽s ❃✽ ❋✰❁❬✴❋❏ s✴❀✰❁✰✾✴✹ ❩✺❁✾❃❩✰❋ s❏s✾✴❂s❭ ❪❖✈❃✺❆s❋❏❳

✺❆❁ ✴✈✴❁❏✹✰❏ ✴①❀✴❁❃✴✽❩✴ ✰✽✹ ✰ ✽❆❂❖✴❁ ✺▲ ❖✴✿✰✈❃✺❁✰❋ ✴①❀✴❁❃❂✴✽✾s ✾✴❋❋ ❆s ✾✿✰✾ ✾✿✴ ❁✴s❀✴❩✾❃✈✴

❩✺❁✾❃❩✰❋ ✽✴✾❄✺❁❦s ❂❆s✾ ❃✽✾✴❁✰❩✾ ✰✽✹ ❀✺ss❃❖❋❏ ✺✈✴❁❋✰❀ ✰✾ s✺❂✴ ❩❁❃✾❃❩✰❋ ✽✺✹✴s❭

❫✽ ❖✴✿✰✈❃✺❁✰❋ ✴①❀✴❁❃❂✴✽✾s ❄❃✾✿ ✿✴✰❋✾✿❏ ❀✰❁✾❃❩❃❀✰✽✾s ❄✴ ❁✴✈✴✰❋✴✹ ✰✽ ❃❂❀✰❩✾ ✺▲ ✺❖❨✴❩✾

❁✴❩✺❬✽❃✾❃✺✽ ✺✽ ✾✿✴ ❃❂❀❋✴❂✴✽✾✰✾❃✺✽ ✺▲ ❂✺✈✴❂✴✽✾ ❦❃✽✴❂✰✾❃❩s ✾✿✰✾ ❄✰s ✹✴✽❃✴✹ ❖❏ ✾✿✴ ❋✰✾✴s✾ ❁✴✈❃❅

s❃✺✽s ✺▲ ✾✿✴ ✾❄✺❅✈❃s❆✰❋❅s✾❁✴✰❂ ✿❏❀✺✾✿✴s❃s❭ ❴✴ ▲✺❆✽✹ ✰✽ ❃❂❀✰❩✾ ✺▲ ✺❖❨✴❩✾ ❃✹✴✽✾❃✾❏ ✺✽ ✴s✾❃❂✰❅

✾❃✺✽s ✺▲ ❀✿❏s❃❩✰❋ ✺❖❨✴❩✾ s❃③✴ ❆✽✹✴❁ ❖❃✽✺❩❆❋✰❁ ✈❃✴❄❃✽❬ ❙❵❲❳ ❙❥❲ ✰✽✹ ❁✴✈✴✰❋✴✹ ✰✽ ❃✽▲❋❆✴✽❩✴ ✺▲ ✺❖❅

❨✴❩✾ ❁✴❩✺❬✽❃✾❃✺✽ ✺✽ ❬❁❃❀ s❃③✴ s❩✰❋❃✽❬ ❙q❲❭

✯❆❃❋✹❃✽❬ ✺✽ ✾✿✴s✴ ▲❃✽✹❃✽❬s ❄✴ ❩✺✽✹❆❩✾✴✹ ✰✽ ▲P④❫ s✾❆✹❏ ✾✿✰✾ ❋✺✺❦✴✹ ❃✽✾✺ ✾✿✴ ❩✺❁✾❃❩✰❋

✽✴✾❄✺❁❦ ❆✽✹✴❁❋❏❃✽❬ ✾✿✴ ❃❂❀✰❩✾ ✺▲ ❁✴❩✺❬✽❃✾❃✺✽ ✺✽ ✾✿✴ ❃❂❀❋✴❂✴✽✾✰✾❃✺✽ ✺▲ ❬❁✰s❀ ✰❩✾❃✺✽s❭ ⑤❆❩✿

▲P④❫ ✴①❀✴❁❃❂✴✽✾s ✰❁✴ ❩✺❂❀❋❃❩✰✾✴✹ ❖❏ ✾✿✴ ▲✰❩✾ ✾✿✰✾ ✾✿✴ ❂✴❁✴ ✹❃▲▲✴❁✴✽❩✴s ❃✽ ❂✺✈✴❂✴✽✾ ✴①✴❩❆✾❃❅

✺✽ ✹❆❁❃✽❬ s❩✰✽✽❃✽❬ ❂❃❬✿✾ ❩✺✽❩✴✰❋ ✾✿✴ ✾✰❁❬✴✾✴✹ ✹❃▲▲✴❁✴✽❩✴s ❖✴✾❄✴✴✽ ✹❃▲▲✴❁✴✽✾ ❂✺✹✴s ✺▲ ❃✽❀❆✾

s❃❬✽✰❋ ❀❁✺❩✴ss❃✽❬❭ ❫✽✾✴❬❁✰✾❃✽❬ ✹❃▲▲✴❁✴✽❩✴s ❃✽ ✾✿✴ ❂✺✈✴❂✴✽✾ ❦❃✽✴❂✰✾❃❩s ❃✽✾✺ ✾✿✴ ▲P④❫ ✰✽✰❋❏s✴s

❄✴ ❃✹✴✽✾❃▲❃✴✹ ✰ ✽✴✾❄✺❁❦ ✺▲ ❩✺❁✾❃❩✰❋ ✰❁✴✰s ✾✿✰✾ ❄✰s ✰ss✺❩❃✰✾✴✹ ❄❃✾✿ ✾✿✴ ❃❂❀✰❩✾ ✺▲ ❀✴❁❩✴❀✾❆✰❋

✺❖❨✴❩✾ ❁✴❩✺❬✽❃✾❃✺✽ ✺✽ ✰❩✾❆✰❋ ❂✺✈✴❂✴✽✾ ❃❂❀❋✴❂✴✽✾✰✾❃✺✽❭ ⑥✿❃s ✽✴✾❄✺❁❦ ❩✺❂❖❃✽✴✹ ✈✴✽✾❁✰❋ ❀✴❁❅

❩✴❀✾❆✰❋ ✰❁✴✰s ❄❃✾✿ ✹✺❁s✺❅✈✴✽✾❁✰❋ s✴✽s✺❁❃❂✺✾✺❁ ✰❁✴✰s ⑦⑧❃❬❭ ❱⑨❭

⑩❶❷❸ ❹❸ ✭✗✙✉✤ ✫✖✫✚②✣✜✣ ✙✘ t✧✕ ❣✗✫✣✤✜✖❣ ✘❺❘✪ ✕❻✤✕✗✜✮✕✖t✳ ❼✕✘t ✪❽✭✛ ✚✕✘t ✫✪❾✲✛ ✫✖✬ ✚✕✘t ✚✫t✕✗✫✚ ❿❚❈ ✗✕✢✕✫✚✕✬ ✧✜❣✧✕✗ ✣✜❣✖✫✚ ✘✙✗
❣✗✫✣✤✜✖❣ ✜✬✕✖t✜✘✜✫❜✚✕ ✕✢✕✗②✬✫② ✙❜➀✕✦t✣ t✧✫✖ ✘✙✗ ✘✕✫t✉✗✕✚✕✣✣ ✦✉❜✙✜✬✣✳
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1 Symposium: Dynamics of Sketching and Sketch
Understanding (DySket)

1.1 General Description:

Humans sketch and recognise (hand-drawn) sketches easily and seemingly with-
out complex reasoning, even if the sketches were not as precise as what an artist
would draw. Nevertheless, drawing sketches is an attentive process and a kind of
“art” that needs to be learned, as the acquisition of sketch drawing and recog-
nition abilities is not innate. In many cases, especially when spatial relations
are of a central concern, sketches become more suitable than language and al-
low to more easily draw on one’s well developed spatial intuitions than verbal
descriptions do. Drawing on these properties, sketches are used in various ways,
for example, to communicate ideas, to support design processes by externalis-
ing ideas, to understand complex relations or processes, and even to support
memorisation.

Recognition or retrieval of sketches by computational tools, on the other
hand, is generally difficult and requires long computations or simulation of com-
plex mechanisms (e.g., spatial reasoning, analogy making, abstraction, etc.) that
are not as intuitive as the humans’ processing for sketch production or recogni-
tion.

Automating the recognition of sketches basically differs from image process-
ing, and is a challenging task due to various reasons, particularly because of the
imprecision of drawn strokes that usually constitute such sketches. Essentially,
sketches are distinct from images because they transport explicit meaning, and
sketch generation requires a representational apparatus that allows to design
such sketches. Due to the success of touch interfaces as mainstream tools, cogni-
tively inspired AI research faces the challenging task to develop human-computer
interfaces that employ the human capacity of sketch understanding as a basis for
enhanced communication with machines and modern equipment. This automa-
tion also supports human sketch usage in different use cases, such as designing
early prototypes, communication, and education, to mention a few.

While clearly some pictures are sketches and some are not, it is not equally
clear whether some sketches are pictures and some are not. For a broad construal
of sketching and sketches, a sequence of gestures, for example, may be accepted
as a sketch, while clearly not a picture. On whatever way we interpret “sketch”,
the worth of a sketch is determined by its quality: If a picture is worth a thousand
words, does this hold also for sketches? How do humans conceptualise ideas via
sketching, and how do they recognise salient parts of objects (sketched by oth-
ers)? What are the main underlying cognitive mechanisms responsible for such
recognition? Which parts of a sketch play more significant roles (in recognising
a sketch and identifying it as a certain object) than other parts? And, more
importantly, how to ultimately simulate the humans’ ability to easily recognise
salient concepts in sketches, and to understand what objects are sketched, in an
AI model guided by the way humans operate on sketches to perform the same
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tasks?

The DySket symposium aims at contributing to more deeply discussing the
aforementioned topics and answering questions of the latter kind on a scien-
tific, interdisciplinary basis. The aim of the DySket symposium is to address
various cognitive and computational issues ranging from applications of com-
putational sketch understanding and generation systems, cognitive mechanisms
or constraints governing sketch understanding and generation, and general prin-
ciples for evaluating the quality of generated sketches and the relation of said
quality to the quality of recognition. The topics of interest address various is-
sues related to sketching and sketch understanding, as well as gestures, scene
understanding and interpretation, and the generation of image schemas to de-
pict concepts.

1.2 Speakers & Contributions:

Malumbo Chipofya Institute for Geoinformatics, University of Münster, Ger-
many. (mchipofya@uni-muenster.de)
“Sketchmapia – A Framework for Recognition, Interpretation and Visualiza-
tion of Sketch Maps, and Integration of Sketch Maps and Metric Maps.”
This talk will give an overview of the components of Sketchmapia and one
application area to which it is being applied: community based land tenure
recording. The challenges imposed by the generality of free form map sketch-
ing drive us to pursue different solutions for sketch-based user interfaces for
geospatial applications. We will summarize the approaches used for sketch
map recognition and alignment with metric maps.

Stefan Schneider Institute of Cognitive Science, University of Osnabrück (UOS),
Germany. (stefan.schneider@uos.de)
“Mental Object Manipulation to Generate Sketches.”
While recognition of objects seemingly goes with ease, drawing an object –
that is, to depict properties or perspectives of it – requires conscious effort.
Two components seem to be essential: a) to be able to mentally manipulate
objects, b) strategies for depicting these in 2D sketches. This talk presents
results from case studies using a refined think-aloud method, where subjects
acquire knowledge about geometric objects by mentally manipulating these,
while solving the task to generate sketches of the constructed relations.

Oliver Kutz Free University of Bozen-Bolzano, Italy. (oliver.kutz@unibz.it)
“Image Schemas, Concept Invention, and Generalisation.”
In cognitive science, image schemas are identified as fundamental patterns
of cognition. They are schematic prelinguistic conceptualisations of events
and serve as conceptual building blocks for concepts. We here propose that
image schemas can also play an important role in computational concept
invention, namely within the computational realisation of conceptual blend-
ing. We discuss the construction of a library of formalised image schemas,
and illustrate how they can guide the search for a base space in the con-
cept invention work flow. Their schematic nature is captured by the idea
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of organising image schemas into families. Formally, they are represented as
heterogeneous, interlinked theories. In this context, we in particular discuss
the problem of generalisation in connection with image schemas.

Kirsten Bergmann Center of Excellence ”Cognitive Interaction Technology”
(CITEC), University of Bielefeld, Germany. (kirsten.bergmann@uni-bielefeld.de)
“Social Sketching – Depicting Gestures in Multimodal Communication.”
In spatial communication people spontaneously use depictive gesturing as a
way to convey information. In this talk, we will present work on analyzing
iconic gesture use in multimodal dialogue, their cognitive underpinnings in
imagistic mental representations, and their use to establish common under-
standing of spatial information among communication partners. Based on
empirical results, computational models are developed that allow for sim-
ulating and evaluating communicative speech-gesture behavior in artificial
agents.

Zoe Falomir Llansola Spatial Cognition Center (BSCC), University of Bre-
men, Germany. (zfalomir@informatik.uni-bremen.de)
“Image Understanding Using Sketching and Qualitative Descriptors.”
A computational method is presented which obtains a sketch of any dig-
ital image and then applies qualitative models (of shape, colour, topol-
ogy, location, direction) to describe the features of the objects involved in
that sketch. These qualitative features can be translated into narratives for
human-machine interaction or into description logics for agent understand-
ing.

Kai-Uwe Kühnberger Institute of Cognitive Science, University of Osnabrück
(UOS), Germany. (kkuehnbe@uos.de)
“The Role of Concepts in Sketch Understanding.”

1.3 Organising Committee:

Ahmed M. H. Abdel-Fattah Faculty of Science, Ain Shams University, Cairo,
Egypt. (ahabdelfattah@sci.asu.edu.eg)

Haythem O. Ismail Faculty of Engineering, Cairo University, Giza, Egypt.
(haythem.ismail@guc.edu.eg)

Kai-Uwe Kühnberger Institute of Cognitive Science, University of Osnabrück
(UOS), Germany. (kkuehnbe@uos.de)
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Symposium on Social Perception

Tobias Schlicht, Shaun Gallagher, and J. Suilin Lavelle

Abstract

In the debate about the nature and mechanisms of social understanding, classi-
cal mindreading approaches have been contested and supplemented by various
alternatives (cf. for an overview Schlicht 2013). According to one such approach,
we can directly perceive other people’s mental states (Gallagher 2008). There-
fore, we do not have to infer them from behavior or simulate others in order
to understand what they feel and intend. Proponents of this claim argue that
the classical approaches suffer from the false assumption that mental states are
unobservable and hidden behind otherwise meaningless behavior. Often, this di-
rect social perception thesis is restricted to emotions and intentions, i.e. mental
states that are more closely associated with specific embodied expressions than
other states like beliefs and desires. This approach has been extended to epis-
temic states and related to dual-process accounts of mindreading (Herschbach
2015, Apperly & Butterfill 2009) but also heavily contested on various grounds
(Spaulding 2015, van Riel 2008, Jacob 2011). For example, it has been argued
that a weak version of this claim that we can see mental states is compatible
with versions of the mindreading approach, while a strong version is untenable
(Lavelle 2012).

Social perception offers an original starting point for exploring social cogni-
tion, perception and the philosophical problem of our knowledge of other minds.
Concerning social cognition, if we can visually experience others as social entities
(and not as inanimate objects), then there could be a pre-conceptual appraisal
of the social world that does not necessarily require conceptualization or min-
dreading. Appealing to perception in our appraisal of others’ mental states is a
first substantial step to close the gap between ourselves and others. Concerning
perception, clarifying this possibility may shed light on whether we can perceive
only low-level properties or also high-level properties (Siegel 2010). But is the di-
rect social perception proposal tenable and if it is tenable, does it really provide
an alternative to classical approaches? What are the assumptions and conditions
of perceptual approaches?

Proponents of social perception must demonstrate (a) that mental states are
perceivable and (b) clarify in which sense perception is supposed to be direct.
At first sight, these two claims are independent from each other. It may be
the case that a rival model, according to which perception depends on infer-
ential mechanisms itself, as Bayesian approaches to perception suggest (Clark
2013, de Bruin & Strijbos 2015), is better suited to explain social perception.
Independent from the question of whether perception is direct or not, a further
issue is whether perception should be explained in enactive/embodied terms or
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in representational terms and whether these approaches do in principle exclude
each other (Hutto & Myin 2013, Wheeler 2008). Proponents of representational
approaches to perception must clarify the nature of these representations and
their intentional content, e.g. whether seeing mental states is conceptual or non-
conceptual. Finally, it must be shown how the direct perception claim relates
to evidence from developmental psychology about our earliest and most basic
social cognitive abilities. These are some of the central questions to be addressed
in this debate.

This symposium is intended as a major contribution to this debate on social
perception. Many of these questions will be addressed from different philosoph-
ical perspectives and related to empirical evidence from developmental psychol-
ogy and cognitive neuroscience.

Titles and Abstracts of Individual talks

Perceiving the embodied mind

Shaun Gallagher (Memphis):

Claims about the direct perception of other minds depend equally on how one
characterizes perception and how one characterizes other minds. On the one
hand, if one thinks of minds as internal and unobservable, then the idea of per-
ceiving a mind doesn’t make sense. On the other hand, if one conceives of the
mind as embodied and situated, then in principle one can have a direct percep-
tion of the other’s mind. Following this view, I’ll try to say precisely what it is
that we perceive when we perceive another’s mind.

Which psychological states can we see?

J. Suilin Lavelle (Edinburgh):

It has been claimed by advocates of Direct Social Perception that theory-based
views of mindreading must commit to the claim that minds cannot be observed.
Defenders of theory-based views have responded by claiming that minds can be
observed, but only if one has a ’theory of mind’. I develop a theory-based defense
by exploring what kinds of psychological state can be considered observable if
one is to take this approach. I will focus particularly on whether non-folk psy-
chological states can be perceived, and, if they can, how we are to make sense
of that claim.

On the nature and function(s) of social perception

Tobias Schlicht (Bochum):

Proponents of direct social perception often argue on the background of an em-
bodied and enactive view of mental states and processes, according to which
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embodied expressions are constitutive elements of emotions, intentions, and
possibly other mental attitudes. Enactive views typically reject classical anal-
yses of mental states in terms of mental representations. By contrast, this talk
presents arguments for a representational analysis of social perception in terms
of Bayesian predictive coding, according to which perception is indirect. The
focus is on the following questions: (a) What is the structure and content of the
mental representations underlying social perception? (b) What is the function
of social perception? – It will be shown that a representational analysis of so-
cial perception is superior to an enactive analysis. In addition, it will be shown
how representational social perceptual states can play a fundamental role in the
explanation of interaction and joint action, more specific social activities.
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Symposium at the mee�ng of the German Cogni�ve Science Society 2016

in Bremen

Topic  of  the symposium: "Mental  Files  in Cogni✁ve Science:  Core cogni✁on,  Concepts  and

Mindreading"

Speakers:  Prof. Dr. Albert Newen, Philosophy, Bochum (organizer); 

Prof. Josef Perner, Psychology, Salzburg; Prof. Francois Recana✁, Philosophy, Ins✁tut Jean Nicod,

Paris; Dr. Joulia Smortchkova, Philosophy, Bochum

General overview: Although the idea of mental ✂les as a tool in mental representa✁ons of the

human mind is not a new one in Cogni✁ve Science, there are remarkable frui✄ul new usages of

mental  ✂les to explain several  phenomena which were wai✁ng quite long for an adequate

treatment. The symposium aims to present some of the key phenomena and include speakers

who contributed to the new perspec✁ve of using mental ✂les. The areas of applica✁on include

1. Mental Files and Concepts, 2. Mental Files in singular thought, 3. Mental Files and Theory of

Mind, and 4. Mental Agency Files.

Abstracts: 

Prof.  Dr.  Albert  Newen,  Philosophy,  Bochum  (organizer):  Introduc�on:  Mental  Files  and

Concepts

One aim of the talk is to introduce the no✁on of mental ✂les and a cogni✁ve seman✁cs as a

basis for the whole symposium. Furthermore, it will be shown that concepts – which are the

meaning of  predicates – should best  be analyzed as mental  ✂les.  This is  situated between

empiricist accounts of concepts, which claim that concepts can be fully analyzed in terms of a

network  of  associated  perceptual  informa✁on  (Barsalou  1999,  Prinz  2004),  and  ra✁onalist

accounts  of  concepts,  which  argue  that  concepts  are  radically  di☎erent  in  format  from

perceptual  representa✁ons (like  in Fodor’s  (1975) language of  thought and Dretke’s  (1983)

theory of digital representa✁ons). I argue that a theory of concepts of mental ✂les is able to

integrate the main aspects of both the empiricist and the ra✁onalist accounts. This can be done

illustra✁ng  two  main  claims:  1.  Concepts  as  mental  ✂les  can  be  frui✄ully  understood  as

consis✁ng  of  two  components,  (a)  an  integrated network  of  associated  informa✆on (the

empiricist  part),  and  (b)  a  handling  system that  organizes  this  associa✁ve  network  (the

ra✁onalist part). 2. This account of concepts as mental ✂les allows us to adequately describe

the variety of concepts we observe in natural language (e.g. prototype concepts, de✂ni✁onal

concepts and natural kind concepts) as well as their ontogene✁c development. 

Prof.  Francois  Recana✁,  Philosophy,  Ins✁tut  Jean  Nicod,  Paris;  Mental  Files  in  a  dynamic

perspec�ve

Mental  ✂les play two main roles.  First,  they play the  mode of presenta✆on role and sa✁sfy

Frege’s Constraint : if a ra✁onal subject can believe of a given object both that it is F and that it

is not F, then the subject thinks of that object under dis✁nct modes of presenta✁on (dis✁nct
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mental �les). Second, they account for coreference de jure. If two token singular terms a and b

are associated with the same �le, it is presupposed that they corefer (if they refer at all) and

‘trading upon iden✁ty’ becomes valid : one can move from ‘a is F’ and ‘b is G’ directly to ‘there

is an x which is F and G’, without needing to invoke an iden✁ty premiss (Campbell 1987). It has

been argued that there is a tension between the two roles, and that a single en✁ty cannot play

both. I will show that the tension can be alleviated by dis✁nguishing mental �les as con✁nuants

(dynamic �les) and ✁me-slices thereof (sta✁c �les).

Josef Perner, Centre for Cogni✁ve Neuroscience and Department of Psychology, University of

Salzburg: Mental Files Theory of Mind 

I provide a cogni✁ve analysis of how we represent belief using mental �les. For each relevant

object  a  regular  �le  represents  one’s  own view and  a  coreferen✁al  vicarious  �le  captures

another person’s beliefs about the object. This analysis enables to predict and explain several

developmental phenomena. Around 4 years children pass the false belief test as they start to

understand iden✁ty statements and alterna✁ve labelling of objects. However, it takes another 2

years for children to master the intensionality or aspectuality of knowledge and belief, i.e., that

it ma✂ers under which descrip✁on a believer is acquainted with an object, e.g., that she knows

the die/eraser as a die but not as an eraser. This understanding is achieved as children become

able to comprehend second-order embedded states, e.g., she thinks she knows. The theore✁cal

analysis of these achievements is supported by empirical results. 

Joulia Smortchkova, Philosophy, Bochum:  Core agency cogni✄on: from object-☎les to agent-

☎les

Infants younger than one-year-old show an innate understanding of how inanimate objects behave. For

example, they do not expect objects to change shape, to interpenetrate or to disappear forever when

traveling behind a barrier (Spelke, 1990).  Developmental  psychologists  suggest that the “core object

system” underpins these abili✁es (Carey, 2009). This object tracking system persists in adulthood: adults

track visual objects via mid-level visual representa✁ons called “object-�les” (Scholl, 2001). 

Building  on  a  recent  proposal  by  Murez  and  Smortchkova  (2014),  I  extend  the no✁on  of

“object-�les”  to  “agent-�les”,  i.e.  visual  representa✁ons  within  the  “core  agency  system”

dedicated  to  tracking  animate  en✁✁es.  While  similar  to  object-�les  in  many  respects,  the

cogni✁ve  roles  and  triggering  and  maintenance  condi✁ons  of  agent-�les  are  nevertheless

signi�cantly di✆erent from those of object-�les.

In my presenta✁on, I argue that agent-�les ground a dis✁nc✁on between inanimate objects and

animate en✁✁es within percep✁on. Agent-�les thus play a crucial role in infants’ early appraisal

of the social world. 
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Insight and evolution 
 

Anna Fedor 1,3, István Zachar 2,3, András Szilágyi1,3, Michael Öllinger 3, Harold P. de Vladar3, Eörs 

Szathmáry1,2,3 

1 MTA-ELTE Theoretical Biology and Evolutionary Ecology Research Group, Budapest, Hungary 
2 Department of Plant Systematics, Ecology and Theoretical Biology, Institute of Biology, Eötvös University, Budapest, Hungary 
3 Parmenides Center for the Conceptual Foundations of Science, Munich/Pullach, Germany 

 

Abstract 

In this talk I will show our most recent results which show that evolutionary processes can solve insight 

problems.  

The proposed model, called Darwinian Neurodynamics (Fernando, Goldstein, and Szathmáry 2010; 

Fernando and Szathmáry 2009, 2010), is implemented as an artificial neural network, where attractor 

networks store and reproduce candidate hypotheses. Neural Darwinism is a hypotheses that has been 

established decades ago (Changeux, Courrège, and Danchin 1973; Edelman 1987). It explains how 

selective pruning shapes the brain during development. However, it does not explain, how new ideas are 

generated and it is described as only one round of selection. Darwinian Neurodynamics is more powerful 

in the sense that it allows selection in several rounds and it also explains the generation of new variants. 

We suggest that evolutionary processes play a role in human cognition and our attractor network-

based implementation is a plausible model for certain aspects of problem solving. 

 

We chose a well-known insight problem, the four-tree problem to demonstrate how Darwinian 

Neurodynamics solves problems. The instructions for the four-tree problem are the following: A 

landscape gardener is given instructions to plant four special trees so that each one is exactly the same 

distance from each of the others. How is he able to do it? (de Bono 1967). The solution is that he plants 

the trees on the apices of a regular tetrahedron, which is easiest to do if one of the trees is on top of a 

hill, and the other three trees are at ground level in a shape of a triangle. We simplified the task, so that 

it is reduced to only planting the fourth tree; the other three trees are already planted in a shape of a 

triangle. The task of the model is to find the position of the fourth tree in a three-dimensional coordinate 

system: each candidate solution unambiguously defines the proposed coordinates of the fourth tree. 

Candidate solutions are represented by the activation patterns of the attractor networks in the system. 

 

Our results show that the model can solve the task, moreover, it behaves similarly to human problem 

solvers. When it is initialized in a way that is conceptually similar to how human problem solvers receive 

the task, it starts to search for the position of the fourth tree in two-dimensional space and after 

switching from selection to evolution mode, it starts to search in three-dimensions – a behavior that 

mimics representational change. Its solution rate can be increased by pretraining it and by priming it 

with three-dimensional patterns, just like in experiments with human participants (Kershaw, Flynn, and 

Gordon 2013).  
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Our work shows that evolutionary processes can solve the four-tree problem, and that our model 

behaves comparably to human participants. Future work should include experimentally testing the 

predictions of the model and to implement a more realistic coding of the task. 
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On the role of physical space for commonsense

problem solving

Christian Freksa

University of Bremen

Classical artificial intelligence (AI) employs logical reasoning as the

foundation of cognitive processing. An early research field within AI

has been commonsense reasoning whose approaches have been built

on this foundation. If the logic-based models of the commonsense

reasoning community are intended as role models of cognitive pro-

cessing, their creators imply that commonsense reasoning is based on

logical reasoning abilities.

In a recent article, Davis and Marcus (2015) point out that progress in

commonsense reasoning has been much slower than in other areas of

AI. I would like to suggest that one reason for this might be that logic is

an inappropriate substrate for commonsense capabilities, as logical

reasoning abilities follow rather than precede commonsense abilities.

In animal (including human) development spatial abilities precede log-

ical reasoning abilities; therefore I propose that the laws of physical

space might serve as a better foundation of commonsense capabilities

than the laws of formal logic.

Suppose we want to build a robot that can solve spatial puzzles, such

as shape sorting, snake cube, the 15-puzzle, or the shortest route

problem. There are a variety of qualifications and skills of cognitive

agents that may be useful for solving spatial puzzles, including manual

skills, imaginativeness, attentiveness, re-representation skills, analyti-

cal skills, reasoning skills, perceptual sharpness, and curiosity. There

also are a variety of circumstances that may be helpful for solving spa-
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tial puzzles, including the spatial starting configuration, perceptibility

of the spatial configuration, manipulability of the configuration, simi-

larity of the puzzle to known problems.

In my contribution I want to discuss some of these qualifications, skills,

and circumstances as well as their interrelationships. Based on these

considerations I will address the question of how we could conceive

and develop a robot from scratch that is capable of solving spatial puz-

zles.

Spatial puzzles have been selected as well-structured examples of

basic everyday challenges cognitive agents may be confronted with.

They require spatial cognitive abilities – a combination of physical and

mental abilities. Spatial cognitive abilities may be forerunners or pre-

requisites of more abstract cognitive abilities. In this sense, construct-

ing spatial puzzle solvers is viewed as developing a theory of cognitive

abilities on the basis of the ecology of interactions in space.
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Towards Re-representation in Cognitive Systems

Ana-Maria Olteţeanu1

Cognitive Systems, Bremen Spatial Cognition Center,
Universität Bremen

1 The role of re-representation in creative problem
solving

The ability to re-represent problems has been long acknowledged as a component
of creative problem solving, in the case of insight problems [1, 4]. In this case, the
ability for re-representation generally means an ability to internally or externally
represent the problem in a way which will afford the solution with more ease.
Saying that a problem has been re-represented might mean, amongst others:
(i) that elements of the problem which were not salient have become so, (ii) that
the required solution or goal has itself been represented in different ways, or
(iii) that different structure is being used to organize the problem [5] - a structure
which has already proven to have some solution in the past.

According to this, a definition of problem solving accounting for creativity
– thus a definition of creative problem solving [6] – would have to amend the
classical definition of problem solving in the following ways:

- Before exploring the problem space from some initial state, a problem repre-
sentation is constructed;

- This problem representation is in some measure arbitrary and not the only
representation which is possible (not unique) - reflecting perhaps the closest
associative knowledge that the problem solver brings to bear;

- This representation yields an initial state and a problem space, with attached
operators and paths (the operators known or strongly associated by the problem-
solver to those representations); problem solving may proceed henceforth in
the classical way;

- If the problem solving process is not successful, it can restart with more or less
ease (depending on creative ability) from the step of representing the problem;
this will yield different associated problem spaces;

- The representation of the problem can be changed in a variety of ways, includ-
ing but not limited to (i) bringing new features and objects into the problem;
(ii) using different known representations to parse the problem and (iii) chang-
ing the currently held representations.

In this talk we will aim for a better definition of re-representation processes,
as encountered in natural cognitive systems, so that such an understanding
can be applied to implementations of artificial cognitive systems capable of re-
representation. The talk will focus in turn on (a) exemplifying re-representation
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which may be spatial in nature in the context of insight problems, (b) showcasing
possible multiple levels of re-representation in the context of different tasks, and
allthroughout these examples (c) clarifying some of the parameters which could
support the implementation of such processes in artificial cognitive systems.

2 Re-representation with spatial underpinnings in insight
problems

Different representations of various insight problems can be shown to emphasize
or de-emphasize various problem elements, making problems easier or harder to
solve. In this part of the talk we will describe a few such representations, their
consequences, and the links of re-representation to restructuring.

An example of a problem which can be shown in such re-representational
cases is the chain problem [2]. The chain problem, shown in Fig. 1 is defined as
follows: A girl has four pieces of a chain (see Figure 1). Each piece is made up
of three links. She wants to join the pieces into a single closed loop of chain (like
a necklace). To open a link costs 2 cents and to close a link costs 3 cents. She
only has 15 cents. How does she do it?

Fig. 1. The chain problem

A possible re-representation of this problem, illustrated in Figure 2, is the
following: You are given four sets of zeroes. You must make one complete line
of zeroes, with no gap, and also cover the initial x. You are allowed to move the
zeroes on the board. You can move: (i) either one zero at the time, wherever you
like, or (ii) an entire set of three zeroes. Each such move costs you 5 points, you
only have 15 points you can use.

Fig. 2. The chain problem re-represented

The second representation of what is actually the same problem is generally
perceived as a much easier problem. Such types of re-representation, and the
links between re-representation and restructuring are discussed.
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3 Different levels of re-representation

Re-representation might be an element encountered not only at the level of in-
sight problems, but in all sorts of different types of tasks too. Three other types
of tasks are proposed as accounting for such levels, besides insight problems:
ambiguous figures reversal, interpreting meaning of ambiguous pattern stimuli
in a Wallach Kogan test [7] and seeing objects as possible other objects in the
Alternative Uses test [3]. The fourth type of task is constituted by insight prob-
lems of various kinds: e.g. abstract problems which allow restructuring, like the
ones above, and practical object use problems.

Alltogether, these constitute various levels of feature, object and problem
representation, as follows:

a) representation and re-representation of features as various feature subsets of
various objects in figure reversal and ambiguous pattern stimuli;

b) representation and re-representation of objects as different objects in the
process of coming up with creative object uses;

c) representation and re-representation of objects and problems as different ob-
jects and problem structures in the context of insight problems.
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Challenges and Directions for Making Cognitive

Systems Creative

Kai-Uwe Kühnberger

Institute of Cognitive Science

University of Osnabrück

Albrechtstr. 28, Germany

kkuehnbe@uos.de

Abstract. In this paper, we will roughly sketch the idea of cognitive mech-

anisms like analogy-making and conceptual blending as means for mod-

eling and explaining creative abilities of humans. Then, we will discuss

IBM’s Watson/Bluemix services, which are intended to go beyond classical

computing paradigms in order to approach the level of “cognitive comput-

ing" in its human-inspired facets. We will discuss challenges that arise if

systems like Watson/Bluemix are used for implementing creative abilities.

Finally, some speculations about possible directions for addressing these

challenges in cognitive systems by referring to cognitive mechanisms and

their corresponding computational realizations will be mentioned.

1 Analogy-Making and Conceptual Blending as a Source for
Creativity

Modeling creative abilities with computing devices is considered to be a hard
problem. Despite difficult questions like what creativity is, whether creativity
should be assigned to a cognitive process, to the product of such a process, or
to both, or how creativity can be assessed and measured, there is a strong in-
terest in the last years to develop computational approaches for creativity. Some
of these theories focus on the modeling of cognitive mechanisms like analogy-
making and conceptual blending. By applying analogy-making and conceptual
blending to problem solving tasks, it turns out that both mechanisms are use-
ful to model certain creative abilities of humans. Examples of such applications
can be found in fields like problem solving [2], mathematics [5], music [1], or
physics [8].

Analogy-making can be understood as the detection of structural common-
alities of two domains [7]. Domains can be a variety of things, e.g. conceptual
spaces, micro-theories, or representations of commonsense knowledge. Some
researchers claim that the ability to establish analogical relations is a core of hu-
man cognition [4]. On the other hand, conceptual blending in the sense adopted
here takes two input spaces and attempts to compute a generic space and a blend
space, i.e. the latter being a new and independent conceptual space containing
a mixture of conceptual information from both input domains [2].
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Fig. 1. HDTP’s overall approach to creating analogies (cf. [8]).

Fig. 1 depicts the general idea of the analogy engine Heuristic-Driven The-
ory Projection (HDTP) [8]. Given a source S and a target T , the HDTP engine
computes an analogical relation between S and T together with a generaliza-
tion G that covers the structural commonalities between S and T . The con-
ceptual idea of conceptual blending in Joseph Goguen’s work is slightly similar
to the analogy-making process (compare Fig. 2): in a blending process two in-
put spaces S and T are generalized as well as merged in a blend space B. We
consider conceptual blending therefore as a twofold process, which first detects
structural similarities based on an analogical relation between S and T and then
merges the two input spaces based on appropriate heuristics.

G

��

��

��
S

��

T

��
B

Fig. 2. Goguen’s version of concept blending (cf. [3]).

2 Remarks on IBM’s Watson/Bluemix Services

An industry system that is claimed to go beyond classical computing paradigms
in order to approach “cognitive computing" or the “cognitive era of computing"
in its human-inspired facets is IBM’s Watson/Bluemix platform. Besides classi-
cal industry applications that emphasize the integration of Big Data with highly
structured knowledge in tasks such as predictive maintenance, production pro-
cesses, and recommendation systems for health applications, IBM applied the
Watson/Bluemix services also in the domain of creativity research. An example
is “IBM Chef Watson" (cf. https://www.ibmchefwatson.com), where innovative
culinary recipes are generated by the system. A part of the scientific background
of the approach can be found in [6].

The strength of IBM’s system is based on the combination and integration
of different types of knowledge resources and the possibility to combine a large
number of different algorithms including deep learning theories. For example,
the Watson services that are currently offered range from classical NLP applica-
tions (like the conversation of speech to text and vice versa), to such services
like AlchemyAPI (service to extract semantic meta-data from images), concept
insights (used for content exploration and recommendation of texts), or per-
sonality insights (classification of people’s personality characteristics based on
textual descriptions) just to mention a few of them. For such services different
algorithms are used and the strength of the overall architecture can be seen in
the possibility to combine these services.
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– Models of computational creativity in highly abstract domains like mathe-
matics require more than visual or textual information. The natural choice
for a representation of mathematical knowledge are axiomatic systems for-
mulated in a first-order or better monadic second-order language. A natural
choice to expand cognitive systems such as IBM’s Watson/Bluemix system
would be to add services that can deal with such axiomatic theories. In [5],
it is shown how reasoning on such representations can be used for modeling
creative processes.

– Humans use multi-modal representations for all sorts of cognitive tasks. For
example, verbal communication of humans does neither only work on the
syntactic level of natural language, nor only on the semantic level. Verbal
communication is rather a complex interplay between linguistic represen-
tations (syntactic, semantic, pragmatic etc.) and non-verbal means of com-
munication like gestures, expression of emotions, motor actions etc. Sim-
ilarly, in solving creativity tasks, humans often change representations be-
tween abstract and concrete representations, switch between and integrate
multi-modal information, and project knowledge between these represen-
tation types. A creative cognitive system should also be able to use such
multi-modal representation. In the Watson/Bluemix system, a first step into
this direction is the multi-modal integration of image and text.

– In order to make cognitive computing cognitive in a strong sense, cogni-
tive mechanisms such as analogy-making and conceptual blending should
be added to such systems. It was argued in Section 1 that a large variety of
creativity aspects in various domains can be computationally modeled by im-
plementations of such cognitive mechanisms. Expanding cognitive systems
into such a direction has the potential to increase the capabilities of such
systems significantly.
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1 Extended Abstract

Spatial cognition studies showed that there is a strong link between success in Science,

Technology, Engineering and Math (STEM) disciplines and spatial abilities [12, 18].

These abilities are basic for job skills like visualizing the result of a surgery, designing

bridges, aircrafts; interpreting charts, maps, engineering drawings, etc. Moreover, 3D

spatial skills can be developed through practice since research [15] showed that students

who attended a course at university to improve their ability to visualize in 3D, improved

their success and retention significantly, particularly female students. Thus, it is impor-

tant to train spatial abilities from the early stages, which can have a beneficial impact

on gender equality. The actualities of training spatial reasoning also in contemporary

school mathematics are studied in US and Canada [14].

Artificial agents with strong intelligence must have reasoning mechanisms to solve

spatial problems cognitively. Qualitative representations are thought to be close to the

cognitive domain, as shown in cognitive models of sketch recognition [9], spatial prob-

lem solving tasks (i.e. visual oddity tasks) [10] and in mental rotation tasks [11]. Novel

models which combine qualitative models, cognitive spatial thinking and common sense

are a challenge which envision further advances in Artificial Intelligence and its appli-

cations. The research presented here is aimed towards solving the challenge of defining

models which can:

– help people to understand how to solve perceptual ability tests (i.e. paper folding

and perspective tests), so that they can improve their spatial cognition skills and

therefore enhance their success in STEM; and also,

– be used by artificial intelligent agents to solve spatial problems, so that they can

learn spatial transformations happening when folding a paper or when seeing an

object from different perspectives and then developing a new framework in spatial

reasoning.

Qualitative models that try to solve spatial cognition problems have appeared in the

literature [5, 4]. A qualitative model for describing 3D objects (Q3D) using depth and

different perspectives [5] was inspired by designs of pieces which abstract the main

features of objects from all their properties in the real world and describe them us-

ing 3 canonical views (top, lateral and front) since, in experimental psychology, there is

support for the general idea that human object recognition involves view-dependent rep-

resentations, that is, people prefer to imagine, view, or photograph objects from certain
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Detecting and Discouraging Non-Cooperative

Behavior in Online Rating Tasks

Jana Häussler and Tom Juzek

More and more researchers use crowdsourced rating tasks for data collection.
In a rating task, participants are asked to evaluate some stimulus with respect to
a given scale (e.g. they evaluate the similarity of two stimuli on a 7-point scale).
However, previous studies demonstrated that crowdsourcing is quite susceptible
to non-cooperative behavior (NCB), i.e. some participants are not complying
with the task. Critically, NCB has a significant impact on the quality of the
results that goes beyond mere noise.

This workshop presents response-time based strategies for detecting and dis-
couraging NCB. In Session 1, we motivate their relevance, outline their function-
ing, and walk through the statistical part. We will show why a median-based
criterion is more effective than a mean-based or absolute one and we will jus-
tify a response-time-based warning mechanism that discourages NCB effectively.
Common platforms used for crowdsourced ratings tasks, e.g., Amazon Mechan-
ical Turk or Prolific Academic, do not offer response times, let alone real-time
access to them. Session 2 therefore provides the hands-on knowledge necessary
for setting up an external rating website that allows the researcher to collect
response times, to fully randomise items (with a Fisher-Yates shuffle), to im-
plement the on-line/real-time warning mechanism, to intersperse booby trap
items, and to collect personal data from the participants (using JavaScript and
PHP; the code will be provided and explained, no prior technical knowledge is
required).
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Kant and Cognitive Science

Tobias Schlicht

Theoretical positions from historical figures in philosophy are not only inter-
esting in their own right but can sometimes be especially helpful in teaching us
systematic ways of inquiry that are ignored or simply unknown in contemporary
debates. It has been claimed that many of Kant’s ideas make him the intellec-
tual godfather of cognitive science (e.g. his distinction of percepts and concepts,
his method of transcendental argument). In several recent publications, authors
have suggested that various claims from Kant’s tentative Philosophy of Mind
not only have counterparts in the contemporary cognitive science of the mind
but can guide cognitive science in its quest to discover the function and nature of
consciousness, perception and other phenomena. This tutorial has two purposes:
First, to (a) outline central claims of Kant’s philosophy of Mind. This is no easy
task since Kant has not fully developed a full-fledged theory of consciousness
or mental phenomena; rather, everything he has to say about the structure and
function of mental phenomena is in the service of his epistemological project of
developing a theory of knowledge. The second purpose is to (b) situate Kant’s
claims in contemporary debates on consciousness, (c) to evaluate which of his
claims are still of use for a thoroughly naturalist approach to the mind and, more
specifically (d) to evaluate whether recent claims that recent developments in
cognitive neuroscience suggest a “Kantian brain” are justified.
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Workshop on Creativity

Bipin Indurkhya

Human creativity has always fascinated psychologists and cognitive scientists.
In the last fifty years or so, many cognitive aspects of creativity have been
studied, and based on them many techniques for stimulating creativity have
been developed. In this workshop, you will participate in a creativity-stimulating
exercise that is based on one such technique. There are no prerequisites for
participating, except to bring a fresh and open mind. This workshop is related
to my talk in the KogWis 2016 symposium PROSOCRATES: Problem Solving,
Creativity and Spatial Reasoning in Cognitive Systems.
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Introduction to Cognitive Modeling with ACT-R

Nele Rußwinkel, Sabine Prezenski, Marc Halbrügge, and Stefan Lindner

ACT-R is the implementation of a unified theory of human cognition. It has a
very active and diverse community that uses the architecture to model laboratory
tasks as well as applied scenarios. The structure of ACT-R is oriented on the
organization of the brain. This cognitive architectures states to be hybrid since
it holds symbolic and subsymbolic components. The aim of working on cognitive
models with a cognitive architecture is to understand how bottlenecks and errors
occur in human behaviour occur.

In this tutorial the cognitive architecture ACT-R is introduced (J. R. Ander-
son, 2007: How can the human mind occur in the physical universe? New York:
Oxford University Press). The focus of the tutorial is on the symbolic parts.
In the beginning a short overview about recent work and ACT-R’s benefit for
applied cognitive science is given. Then a short introduction of the background,
structure and scope of ACT-R is provided. Two hands-on examples of how to
write ACT-R models are the core part of the tutorial. The first short example
introduces important mechanisms of ACT-R (productions and chunks). This is
followed by an in-depth introduction on mechanisms such as visual and manual
processing. For the second example, the participants work on their own model
version of a letter-selection task. Assistance and advice will be given during the
exercises. Different solutions for the second example will be discussed. In the end
information on further mechanisms of ACT-R such as subsymbolic components
for learning processes are given.

No prior experience or programming knowledge is required. Please bring a
laptop and preferably download the ACT-R software (stand alone version) prior
to the event (http://act-r.psy.cmu.edu/software/).
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Bayesian Data Analysis: Main Ideas, Practices,

and Tools

Michael Franke and Fabian Dablander

Bayesian approaches to statistical inference are often portrayed as the new
cool kid in town and heralded as superior to classical techniques. Naturally, the
hype is also perceived critically. This course is meant to critically introduce the
Bayesian approach in a nutshell. Participants who are as of yet unfamiliar with
it will receive enough information to form an opinion and to know where to
obtain more information that suits their needs. Those who are familiar with the
main ideas can benefit from a concise rundown of the most important recent
developments. In particular, this course will do two things: (i) on the conceptual
level, we provide an overview of the main ideas, advantages, and challenges of
Bayesian data analysis, in direct comparison to classical approaches; (ii) on a
practical level, we give an executive summary of some of the most recent and
convenient tools for hands-on Bayesian data analysis.
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Abstract In order to investigate the individual dynamics of represen-
tational change in problem solving, we developed a complex imagery
manipulation and problem solving task (iterated paper folding) and
conducted several single-case studies. Here, we present a cognitive task
analysis based on a trace analysis of the gathered verbal protocols, con-
centrating on the varieties of representations and procedures subjects
develop, as well as the circumstances of the subjects’ learning events.

Keywords: problem solving, spatial imagery, representational change, cognitive
task analysis, single-case studies

From everyday experience we know that both, the initial construal of a
problem and the ongoing search for better representations can be non-trivial
processes. Yet, for reasons of experimental methodology many tasks employed in
problem solving research are very easily understood by the subjects, rendering
it possible to analyse behaviour in terms of prescribed or normative problem
spaces.

However, by the same token the straight-forward structure of such problems
pre-empts subjects having to find adequate representations for themselves and
refine them. Consequently, we still do not have a detailed account of how task
and problem representations come about and change [2].

This blind spot is aggravated when we consider that problem solving might
take place in multiple problem spaces at once [4,1], with complex interactions
between them, and each of which being subject to change over time [5, p.9].

To allow investigating how representations develop and change over time, we
developed a complex imagery manipulation and problem solving task in which
subjects are asked to repeatedly mentally cross-fold sheets of paper (up to five
times) and at later stages to predict the resulting sheet geometry (cf. Fig. 1).
Specifically, the task was designed with the following properties in mind:

(1) It does not require substantial prior domain knowledge, (2) it is sufficiently
difficult to remain so for several sessions, (3) its difficulty can scale easily for follow-
up tasks (increasing the number of folds), (4) the task instruction is deliberately
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under-specified (allowing subjects to develop their own task representation and
varieties of folding procedures), (5) it nevertheless has well-defined solutions,
and (6) through its difficulty, duration and under-specification it gives ample
opportunity to develop new and better fitting representations (ranging anywhere
from action-based (motoric and kinaesthetic) over sheet-based (3D deformations)
and figural (constellations of edges) to more abstract, symbolic forms). Since this
task specifically aims to induce a multiplicity of representations, its study calls
for an open, qualitative methodology with a minimum of pre-imposed structure.

We present an extensive cognitive task analysis of our task (cf. also [3]), based
on trace analyses of verbal protocols from 5 subjects, gathered with a carefully
designed introspection method. The analysis will particularly pay attention to
the variety of representations and procedures subjects construct, as well as to
the respective prerequisites of these developments.

Figure 1. A 3D illustration of the 5th right-handed cross-fold and 2D illustrations of
both of its complex sides
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Abstract

Faster responses when stimulus and response are compatible have been

numerously shown with the so-called Simon-effect. However, previous

studies mostly used stimuli embedding only one stimulus-response com-

patibility at the time. In our new experiment, we used stimuli containing

two different kinds of stimulus-response-compatibilities at the same time

and investigated whether the two different kinds of task-irrelevant spatial

information would be processed differently.

Keywords. Simon effect; allocentric reference frame; egocentric reference

frame

✩ ✪✫✬✭✮✯✰✱✬✲✮✫

Spatial information, even though completely task-irrelevant, is hard

to be ignored. This has consistently been reported in the so-called

Simon-Task (for a review, Simon, 1990). In this task, participants

are asked to respond to a certain stimulus feature (e.g. color) by

pressing one of two response buttons (left vs. right) while ignoring

the other stimulus feature (e.g. the position on the screen). Alt-

hough the target position is irrelevant for the relevant task, partici-

pant’s performance turns out to be faster when the task-irrelevant

stimulus feature is congruent with the side of the response buttons

than when it is incompatible. Thus, this kind of stimulus-response-

compatibility (SRC) effects illustrate that the elements of the stimu-

lus and the response sets interact. Previous studies mainly used

abstract or simple figures as the task-relevant stimulus material

addressing various questions along the compatibility between the

stimulus and the response. There are only few studies using more
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social stimuli such us hands or eyes (Lameira, Pereira, Fraga-Filho,

& Gawryszewski, 2015; Pomianowska, Germeys, Verfaillie, &

Newell, 2011; Ricciardelli, Bonfiglioli, Iani, Rubichi, & Nicoletti,

2007). Moreover, the target stimuli used in the Simon Task have

almost exclusively been presented in an egocentric perspective, i.e.

relative to the mid-line of the screen) and containing only one

stimulus-response compatibility. In the present study, we used the

schematic drawing of a human, i.e. stick-figure manikins, as stimu-

lus material. The manikin carried a differently colored ball in either

his left or right hand, thus, enabling two different stimulus-

response compatibilities (regarding both, the manikin position on

the screen and the ball position) to occur. Manipulating the refer-

ence frame, we presented the manikin in an egocentric perspective

(one manikin on the screen) vs. and allocentric perspective (9 iden-

tical manikins on the screen). This newly developed paradigm

promotes studying spatial cognition in a more real life scenario us-

ing different reference frames and multiple SRCs. Here, we will pre-

sent the results of two different experiments using this paradigm.

� ✁✂✄☎✆✝✞

117 subjects participated in this Experiment. The participants were

randomly assigned to one of two between-subject groups (1 mani-

kin display vs. 9 manikin display). Further, the color of the ball (yel-

low vs. blue; corresponds to the response buttons) and the position

of the manikin on the screen (left vs. right) was manipulated. For

more details on the experimental procedure, see Figure 1.
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Fig. 1. Trial structure of the experiment. The position of the manikin was randomly drawn

out of 18 possible positions under the constraint to have more manikins on one side (left

vs. right). For the 1-manikin display group, the only one manikin was presented on the

screen.

� ✁✂✄☎✆✝✄ ✞✟✠ ✡☛✄☞☎✄✄☛✌✟

Even though the spatial position of the ball or the position of mani-

kin was completely task-irrelevant, both spatial information have

been processed further (Figure 2). Fastest responses were yielded

when both kind of spatial information were compatible, i.e. the ball

side matched the presentation side of the manikin on the screen.

However, the size of the SRCs was differently affected by the more

egocentric vs. allocentric reference frame. Particularly, the Simon

Effect due to the position of the manikin decreased drastically un-

der the allocentric compared to the egocentric reference frame.

Fig. 2. Reaction times and SEM, separated for the egocentric vs. allocentric stick-figure

display.
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❇❛✂✡✟r♦✠✝❞

Spatial cognition involves complex processes that include the integration of different sources 

of information. For navigation, beneficial effects of sleep have been reported (e.g. Peigneux et 

al, 2004; Wamsley, 2010). Here, we investigate the influence of sleep on memory 

consolidation in the process of learning a new environment and establishing a general, 

functional representation of it. The experimental environment was an iterated hexagonal y-

maze in a VR design that had to be navigated in two sessions, with or without an intermittent 

sleep phase (Fig. 1; Gillner&Mallot, 1998).  

❋☛☞✳ ✶✿ ✌✍✎✏✿ ❙✉✑✈✍✒ ✓✎ ✏❢✍ ✍✔✕✍✑☛✖✍✗✏✘❧ ✍✗✈☛✑✓✗✖✍✗✏✳ ❘☛☞❢✏✿ ✙☛✍✐ ✓✎ ✘✗ ☛✗✏✍✑✚✍✛✏☛✓✗

▼❡t�♦❞☎

The virtual environment was presented with the virtual reality headset Oculus Rift 2. It 

contained 10 places, each of them characterized by 2 houses and another typical inner-city

object, e.g. a bus stop. Participants performed two sessions of navigational tasks, namely the 

Travelling-Salesman-Problem. Sleep was controlled for by dividing the subjects into two 

groups that performed the sessions in different orders: One group performed the first session 

in the evening, the second in the morning of the following day, and slept at home in between 

the two sessions, the other group was tested in the morning and in the evening of the same 

day. In the second session, subjects had to navigate routes that allowed for the shortest way by 

combining segments of the first session in new ways. After the second VR-session, subjects 

had to answer a questionnaire and draw a sketch of the environment.

P❛rt✥✂✥♣❛✝t☎

22 subjects were assigned to one of the two testing groups. Each group consisted of 11 

subjects (6 male, 5 female).b  

❱❛r✥❛✜✆❡☎ ♦✄ ✥✝t❡r❡☎t

The navigational performance was evaluated through the errors, the error rate and the time 

required for completion of the navigational tasks. An error was defined as passing a place that 

increased the distance to the next target. The error rate was the ratio between wrong and right 

decisions. The sketch quality was measured by predefined criteria (e.g. the recall of the 

general layout, the number of correctly recalled places).  

✢❡☎✠✆t☎                                                                                                                                              

In both conditions, we found a significant improvement of the required time and the error rate 

(time: p < 0.05, effect size: ✣2= .813; error rate: p < 0.05, effect size: ✣2= .539; Fig. 2). 
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The quality of the sketches of the experimental environment after the second session 

correlated both to the required time and the navigational errors (r [20]= - 0.575; p= 0.005; Fig. 

3).  

                                                                         
❋�✁✳ ✸✿ ✞☎✆✆✂❡✄t�☎♥ ✟✂t✠✂✂♥ t✡✂ ♥✄✈�✁✄t�☎♥ ✂✆✆☎✆s ✄♥❞ t✡✂ q✉✄❡�t❧ ☎❢ t✡✂ s❦✂t☛✡✂s✳

 

❈☞✌✍✎✏✑✒☞✌✑

1. A lower error rate and faster task completion was observed in the second session in both 

conditions, which indicates learning.  

2. There was a correlation between the navigational errors and quality of the sketch map.  

3. A significant improving effect of sleep was not found.  

Due to the design of the experiment, it is not possible to deferr whether these findings indicate 

no beneficial effect of sleep on the consolidation of survey knowledge - or whether there is a 

general lower quality of learning in the evening. More data is needed for a better 

differentiation between all factors influencing learning and memorization processes.  
 

❘✓✔✓✕✓✖✗✓✘ 
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Abstract. In order to investigate the commonsense morality guiding
human behavior, we developed an experimental paradigm to test critical
situations in traffic. The experimental data allows inferences towards the
moral principles guiding human behavior in street traffic. These insights
will be helpful in creating norms for autonomous vehicles to follow.

Keywords: Autonomous Vehicles, Moral Decisions, Utilitarianism

Autonomous vehicles are the emerging technology of the next decade. Like smart-
phones, autonomous vehicles will become ubiquitous very quickly. Increased
safety and comfort, as well as economic benefits, will drive the development
and hasten adoption.
But, as with any technology, many issues will arise, since autonomous driving
will affect a vast number of humans. Furthermore it will require interaction be-
tween humans and machines on a scale and with stakes higher then ever before.
One of the substantial problems will be moral decision making. Even with au-
tonomous vehicles accidents can’t be completely precluded. Hence the situation
may arise that a autonomous vehicle has to make moral decisions on its own.[4]
This problem somewhat resembles the infamous trolley problem. Suppose a au-
tonomous vehicle drives along a narrow road, a child steps on the street from an
unobserved spot so that the vehicle can only avoid the collision by driving on
the sidewalk, but there is not enough time to brake. On the sidewalk however
another person would be hit. The autonomous vehicle would need to make a
moral decision, which person should be hit.[2]
Appealing to moral theory in this situation is rather unhelpful, as it is unclear
which moral theory should guide the actions. As in the trolley problem moral
theories make contradictory claim as to what is the right action. But what cri-
terion should then guide moral decision making?
In case of conflicting moral theories and a practical need to resolve these con-
flicts, consulting commonsense intuitions became popular recently.[3] We can
learn from the judgements people make in these situations which kind of core-
morality is present in humans. Furthermore this ensures that the judgements
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derived from this process are acceptable to society, as people tend to accept what
comes naturally to them.[1] Acceptance is an important consideration here, as a
domain-specific moral algorithm for autonomous cars could only be legitimated
through a societal agreement. This provides the normative justification for using
these algorithms, that their neuropsychological basis lacks.
This transforms the core question of ethics, how should one act, in the case
of autonomous vehicles into an empirical question. Through virtual reality ex-
periments, in which subjects were put into critical moral dilemma situations
in traffic, we investigated which moral principles guide human decision making
in traffic. In a previous study it was shown that a behavioral virtual reality
paradigm gives strong indications on commonsense morality and that behavior
is a good indicator of acceptance of behavior.[5] A refined study, that was more
specific to problematic situations, provided further insight into commonsense
morality. Subjects tended to favor utilitarian decisions, but didn’t commit to act
utilitarianism strictly. The experiments suggested, that commonsense morality
may adhere to additional rules. Especially situations in which utilitarianism re-
quired self-sacrifice or violation of traffic rules were investigated. Furthermore
the impact of age on moral judgement, the special role of children in traffic, and
consideration of vulnerability were investigated.
Results indicate that people were not totally comfortable with the utilitarian
command to sacrifice oneself for the good of others, while still a majority con-
formed to the utilitarian principle, another portion only did so for larger groups,
while a small group of participants refused to sacrifice themselves completely.
Similar behavior was observed in connection with traffic rules, even though a
strong majority ignored rules in favor of conformity utilitarian commands, for a
small group of subjects adherence to traffic rules seemed to be more important
than aggregative utilitarian norms. Furthermore a tendency to kill elderly peo-
ple rather than younger adults or children was found, which may point towards
subjects assigning value based on the life people still have ahead of themselves.
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4. Alexander Hevelke and Julian Nida-Rümelin. Selbstfahrende autos und trolley-
probleme: Zum aufrechnen von menschenleben im falle unausweichlicher unfälle.
Jahrbuch für Wissenschaft und Ethik, 19(1):5–24, 2015.
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■✞✟✠♦✡☛❝✟☞♦✞: Spatial auditory attention allows us to select auditory objects in complex 
(naturalistic) auditory scenes based on spatial cues. It has been shown that properties 
of the attended auditory source are reflected neurophysiologically as measured by mag-
netoencephalography (Ding and Simon, 2012) and elecetroencephalography (Mirkovic 
et al., 2015). Choi et al. (2013) showed that the direction of auditory attention could be 
predicted based on the temporal structure of the ERP in respect to the sound onsets in 
an attended musical segment. Here we replicate the result of Choi et al. (2013) compar-
ing a classical EEG cap setup with a behind-the-ear electrode array (Debener et al., 
2015, figure 1 A).  
▼✌✟✍♦✡✎ ❛✞✡ ▼✌✟✍♦✡✎: We simultaneously recorded 84-channel scalp EEG and 18 
channel ear EEG from 20 healthy volunteers (figure 1 A). Participants were instructed 
to attend to the left or right stream of three concurrently presented three seconds mu-
sic streams (but never to the center stream, figure 1 B). The streams differed in their 
direction of origin (center, left, right), musical instrument, tone pitch, and the number 
of tones (3, 4, and 5 respectively). For the attended stream participants had to indicate 
whether the pitch sequence was ascending, descending or alternating. For both setups 
the grand average ERP for the entire segment and for the individual tones were com-
puted as well as the corresponding effect sizes. The single trials were classified using 
a leave one out template matching approach.  
❘✌✎☛✏✟✎✑  The grand average ERP for the single tones clearly shows an attention effect 
on the N1-P2 complex for both setups (figure 1 C). The signal amplitude is approxi-
mately twice as large for the cap compared to the cEEGrid. The effect size (Hedges’ 

g) over time was very similar for the two setups in its temporal evolution and magni-
tude. The grand average ERP for the entire segment (figure 1 E) show clear differ-
ences between the attend-left and attend-right condition, and reflect the temporal 
structure of the attended stream. The single trials were classified above chance level 
for both systems for 16 (cEEGrid) and 17 (cap) out of 20 datasets. The median accu-
racy was 66% (range 57% to 85%) for the cEEGrid and 70% (range 56% to 89%) for 
the cap. There was no significant difference between the classification accuracies 
(Wilcoxon signed rank test: W=1, Z=-1.4777, p=0.145, r=0.33). Instead, the accura-
cies were significantly correlated (r=0.7127, p<0.001) as illustrated in figure 1D. 
✒☞✎❝☛✎✎☞♦✞✑ We could replicate the results of Choi et al. (2013) using the cap-EEG and 
found comparable results with the cEEGrid in respect of the morphology of the ERP, 
the effect size and the single trial classification. We argue that concealed behind-the-
ear EEG can be an alternative for cap-based EEG in monitoring auditory attention and 
also be used to study the relationship between neural activity and behavior in natural-
istic settings with minimal interference with the users’ normal behavior. 
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❋�❣✳ ✶✳ A) cEEGrid electrode layout. R4a and R4b were used as ground and reference electrode. 
Below: the green lines indicate the bipolar channel pairs that were used for the analysis. Mid-
dle: the electrode positions of cap (black) and cEEGrid (green) shown on a standard anatomy. 
Right: cEEGrid electrodes attached behind the ear. B) Auditory attention paradigm. Three mu-
sic streams are presented originating from the left (blue), center (gray) and right (red). The par-
ticipant had to attend to one of the streams and to indicate whether the sound sequence was as-
cending, descending or alternating. C) Top: Grand average ERP of attended tones (green and 
black) and unattended tones (grey), excluding the first tone of each sequence. Below: effect size 
over time (Hedges’ g). D) Single trial classification accuracy for cap EEG and cEEGrid are sig-
nificantly correlated with each other. E) The grand average ERP for the attend-left (blue, four 
tones) and the attend-right (red, five tones) follow the onsets of the individual tones (dashed
vertical lines indicate tone onsets, horizontal bars indicate tone onset and duration).  
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When humans act together, members of a dyad use prior knowledge about his co-actors as well as

perception-action couplings [2,5–8]. A current view implies that direct action-perception couplings suffice

for  joint  action  performance  [4,5].  Due  to  the  limited  amount  of  evidence  to  support  this  claim,  we

investigate the influence of knowing the co-actor’s identity on joint performance. More precisely, within a

joint visuomotor task involving two dyads simultaneously, we test the role of prior knowledge about the co-

partner’s identity. 

The joint visuomotor task required a systematic switching of co-partner: Each participant was paired

with 3 different  co-partners (Figure 1).  The task consisted in moving a circular  cursor towards a target

position  on  a  computer  screen,  with  the  goal  of  reaching  the  target  position  as  fast  as  possible,  while

following the specified trajectory. We converted the time needed and the cumulative deviations from the

specified trajectory to a single penalty score. Participants reduced or incremented the cursor’s velocity in

horizontal or vertical directions by button presses. In the joint task, each individual had control only of one

of the two spatial  dimensions (horizontal  or vertical)  while the co-partner was responsible for the other

dimension. Before starting the experiment, each participant chose one identification avatar that is maintained

for the whole duration of the experiment (Figure 2).

In a first  training phase,  participants learned how to coordinate their  actions with each co-actor

separately by playing a sufficient amount of trials (24 trials with each co-actor, divided into randomized 6

blocks of 4 trials), in which they had access to the identity information. We have chosen these parameters

based on the results of a previous pilot study. Subsequently, they performed the same task but with a random

manipulation of this identity information (experimental phase). More precisely, the identity of the co-partner

was either displayed (informed, 16 trials with each co-actor), missing (uninformed, 16 trials with each co-

actor), or wrong (misinformed, 4 trials with each co-actor). 20 quadruples (N=80, 46 females, mean age =

22.5 years, SD = 5.7 years) participated in the experiment.  

A decrease of the penalty score over blocks suggested that subjects learned how to coordinate with

different partners in turns during the training phase (Figure 3). We performed linear mixed effects analysis of

the relationship between penalty score and dimension of the trajectory. We entered dimension as a fixed

effect, and intercepts for quadruples as a random effect into the model. Using a likelihood ratio test for model

comparisons,  we  found  that  the  penalty  score  for  vertical  trajectories  was  significantly  lower  than  for

horizontal  trajectories (�2(1)=57.31,  p <.  001,  mean difference = 0.119,  SD ± 0.02).  To test  differences

between conditions (informed, uninformed), we performed linear mixed effects analysis of the relationship

between penalty score and the factors condition and dimension. As a random effect, we added intercepts as

well as random slopes for the effect of condition for each quadruple. Using model comparisons, we found a

trend towards significance for the factor condition (�2(1)=6.59, p = .065). In particular, the penalty score was

0.042 (SD ± 0.02) lower in the uniformed condition than in the informed condition.  To assess how the

dissimilarity between pairs within a quadruple relates to the difference between the informed and uninformed

condition, we first computed for each pair within a quadruple a feature vector comprised of all measured

dependent variables (i.e., Penalty, Trial completion time, Velocity, Button press frequency, and Perspective

taking score [1]) to characterize the joint performance. We defined a dissimilarity score for each quadruple

by calculating the averaged Euclidean distance between feature vectors (Penalty, Time, Velocity, Button

press  frequency,  and  Perspective  taking  score  [1])  for  all  pairs  within  the  quadruple.  Furthermore,  we

correlated the dissimilarity scores with the difference between the informed and uninformed condition and

found a significant negative correlation for horizontal trajectories (r = -0.47, p = .037, Figure 4) but not for

vertical trajectories (r = -0.08, p = .743, Figure 5).

Taken together, these findings suggest that it is easier to coordinate in time in a joint visuomotor task 

when humans do not use prior knowledge about their co-actor. However, when the dissimilarity between co-

actors increases then the information about the co-actor’s identity becomes more relevant.
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Figure 2: Experimental Design for Informed TrialFigure 1: Experimental Set-Up
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first phase (training)

Figure 5: y-axis differences between informed and uninformed

trials for each quadruple, x-axis dissimilarity values
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Abstract. Task performance is often affected by the presence of task-irrelevant 
stimuli (i.e., distractors). Although in most cases responses are facilitated if the 
target and the distractor of a current trial are associated with the same response 
(i.e., congruent condition) compared to when they are associated with different 
responses (i.e., incongruent condition), reversed congruency effects (i.e., better 
performance in incongruent than in congruent trials) have also been observed. 
Reversal of the congruency effect has been attributed to inhibition of distractor-
elicited response activation. 

In a series of experiments, we investigated the time course of distractor-
target congruency effects in a task switching paradigm, involving three tasks 
that differed regarding perceptual dimensions (i.e., color, shape, and direction). 
The same task was never repeated across consecutive trials, therefore only task 
switch trials were administered. Target stimuli were preceded by distractors 
from either the current task or a different task at varying intervals. Assuming 
inhibition of response activation we expected the congruency effect evoked by 
distractors to decrease and eventually reverse with an increasing distractor-
target interval. 

In fact, both same- and different-task distractors yielded reversed congruen-
cy effects already in the shortest distractor-target SOA (150 ms or 250 ms, de-
pending on the experiment). This reversal of the congruency effect was ob-
served for all distractor-target SOAs administered (i.e., up to 1500 ms), suggest-
ing consistent inhibition of distractor-elicited response activation in task switch-
ing situations. This inhibition is applied relatively quickly and seems to be sus-
tained for long intervals. 
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It is well known that people automatically mimic facial expressions of others [1]. 
While some authors claim that mimicry helps people to recognize emotions [2], others 
argue that mimicry fosters not recognition but affiliation, as people mimic others 
more if they want to affiliate with them [3]. These two possible motivators of mimicry 
can be conceptualized as the two facets of empathy: cognitive empathy (recognition 
of mental states) and emotional empathy (feeling with another person), which dissoci-
ate in individuals with autistic conditions [4]. 

 
To directly compare the role of mimicry in these two facets of empathy and its re-

lationship with autistic traits, we have conducted a study with 40 healthy male partic-
ipants between 18 and 35 as autistic traits are more prevalent in males [5]. We meas-
ured cognitive and emotional empathy simultaneously via the condensed and revised 
version of the Multifaceted Empathy Test (MET) [4]. In this validated test photo-
graphs of persons in emotionally charged situations are presented. The participant is 
asked to identify the emotion (cognitive empathy) of the people on the pictures as 
well as to indicate how much she or he feels for (emotional empathy) the individuals. 
While the participants performed the MET, the mimicry reaction was measured via 
electromyography of the zygomaticus major (ZYG, “smiling muscle”) and the corru-
gator (COR, “frowning muscle”). A stronger reaction of ZYG (compared to COR) to 
positive pictures as well as a stronger reaction of COR (compared to the ZYG) to 
negative pictures was seen as mimicry response. Its strength was calculated as a dif-
ference score between the two muscles (ZYG minus COR). The activity was averaged 
from 500ms to 4000ms after picture onset to exclude any orientation response. Then 
the mean signal of the 500ms before the presentation was subtracted (intra-
individually and trial-based) to control for baseline activity.  

 
We found a clear pattern of mimicry for the positive and negative emotions of the 

MET (fig. 1). The mimicry pattern emerged during the emotional as well as the cogni-
tive empathy pictures. The stronger the mimicry of positive emotion was the better 
the participants performed on the recognition of these emotions (r(38)=0.3523, 
p<0.05, fig. 2). Moreover, the mimicry for negative emotions correlated negatively 
(for cognitive items: r(38)=-0.41, p<0.01 and emotional items: r(38)=-0.321, p<0.05) 
with autism traits measured by a short-version of the Autism-Spectrum Quotient (AQ) 
[6]. Our findings support the view on mimicry as a facilitator of cognitive empathy as 
the participants recognized as more positive emotions as more they mimicked. In 
contrast, emotional empathy was associated with mimicry only on a trait(AQ) level. 
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1 Extended Abstract

Spatial cognition studies showed that there is a strong link between success in Science,

Technology, Engineering and Math (STEM) disciplines and spatial abilities [4]. These

abilities are basic for job skills like visualizing the result of a surgery, designing bridges,

aircrafts; interpreting charts, maps, engineering drawings, etc. Moreover, it appears that

3D spatial skills can be developed through practice since research showed [6] that stu-

dents who attended a course at university to improve their ability to visualize in 3D,

improved their success and retention significantly, particularly female students.

Qualitative models that try to solve spatial cognition problems have appeared in the

literature [2, 1, 3]. A qualitative descriptor for solving paper folding tests was defined

[2] by establishing a correspondence between the possible folding actions and the areas

in the paper where a hole can be punched. A logic-based formalization of the Fisher-

mans Folly puzzle was proposed using qualitative spatial reasoning about strings and

holes and reasoning about actions and change on these objects [1]. A qualitative model

for describing 3D objects (Q3D) using depth and different perspectives [3] was defined

based on designs of pieces described using 3 canonical views (top, lateral and front)

since, in experimental psychology, there is support for the general idea that human ob-

ject recognition involves view-dependent representations, that is, people prefer to imag-

ine, view, or photograph objects from certain canonical views [5]. The Q3D approach

was motivated by the fact that: (i) the German Academic Foundation uses consistent

view/projection of a 3D object corresponding to a technological drawing to measure

intelligence in students1; and that (ii) the Dental Admission Testing Program2 by the

American Dental Association includes a Perceptual Ability Test (PAT) which includes

some parts on 3D object perspective reasoning. The Q3D approach allows reasoning

through logics defined to test the consistency of descriptions and it can infer features of

the unknown perspectives (i.e. back, down and the other lateral).

As research has shown that video game training enhances cognitive control [7]

and that realistic 3D views enhanced users’ performance on spatial visualization tests

⋆ The project Cognitive Qualitative Descriptions and Applications (CogQDA) funded by the

Universität Bremen, the European Erasmus+ Intership program and the support by the Gesell-
shaft für Kognitionwissensaft (GK) are acknowledged.

1 Test der Studienstiftung: http://www.spiegel.de/quiztool/quiztool-49771.html
2 Dental Admission Testing Program example: http://www.ada.org/
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Abstract. In daily life we are surrounded by different tools. Most often, we
encounter familiar tools, and we can retrieve information about them from our
semantic knowledge. Sometimes, however, we are confronted with new and unfa-
miliar tools. We must analyze and interpret their properties and infer a possible
use. We assumed that such sensory and cognitive processing of unfamiliar tools
will place a higher demand on a previously reported left-hemispheric network
comprising the IFG/vPMC, anterior and dorsal IPL, and posterior ITG/IOG. In
contrast, retrieving the well-known functionality of highly familiar tools should
result in higher demands on the posterior MTG which has been associated with
the retrieval of information from semantic networks before.

We asked 25 healthy participants to decide whether visually presented tools
were effective in various mechanical tasks. Brain activity was measured with 3T
BOLD fMRI. We used a multiband EPI sequence with TR = 670 ms. Tools were
either highly familiar or unfamiliar according to a preceding behavioral study.
On the single subject level we created linear contrasts between the conditions
using SPM12.

The group analysis indeed showed higher activation for unfamiliar than for
familiar effective tools in the left IFG, left SMG, left MOG and left IOG/ITG.
Exploiting our relatively high temporal resolution, we examined the time courses
of signicant clusters that had been identified in the whole brain analysis.

Keywords: Tool use; decision; evaluation; left hemisphere

Fig. 1. Overview of all clusters projected on the group brain
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The understanding of real time language processing (i.e., during conversation) could benefit greatly 
from increased ecological validity of brain imaging studies [1]. However, conversational setups 
face several challenges (e.g., control of presentation, timing, and number of turn takes, as well as 
prevention of artifacts) [2]. As a consequence, to date, conversational implementation during 
electroencephalographic studies remains minimal [3]. 

Here we present an approach that allows to study some of the elements of a natural conversation 
keeping essential constraints for quantitative analysis applying electroencephalography (EEG). 
The N400 effect, the difference in amplitude between semantically expected and unexpected items, 
is used here to study language in a conversational setting. The N400 effect has been linked to 
semantic integration and to prediction building [4]. Therefore, it should not be affected by our role 
in a conversation (active/passive) since we seem to constantly predict plausible sentence 
continuations as well as turn-takes in a conversation [5]. Consequently, we expected (1) that 
semantic violations will lead to an N400 effect and (2) that speaker-switches (as a result of turn-
taking during conversation) will not influence the N400 effect, as well as (3) that the N400 effect 
will not be affected by the role of the person in a conversation: active (that is switch from self-
speaker to listener) or passive (that is listening to a speaker who finishes his turn and listening to 
the new speaker who takes the turn).  

❋✝❣✳ ✶✳ Screen state of a trial. The first seven words of a sentence are presented. The participant either listens 
to the pre-recorded sentence fragment read by speaker ‘A’ (Listening) or reads the sentence fragment out 
aloud (Reading). The pre-recorded final (eighth) word of the sentence, read by speaker ‘B’, is then presented 

(speaker switch, triggered by experimenter). Subsequently, a control task word appears on the screen (task 
for attention assessing: word present/absent in sentence).  
Example sentence (translated): “❚✞✟ t✟✠✡✞✟☛ t✠☞✟✌ t✞✟ ☞✍✎✌ ✍✏t✑ t✞✍✌ ✒❝✓✔✔✕✴✇✔✖✗✘ (i.e., final word is either 
congruent/incongruent). 

 
To assess these hypotheses we measured 16 healthy German-native speakers with wireless EEG 

[6] with an active (reading aloud) and passive (listening) condition (Fig.1) where sentences with 
semantically congruent and incongruent final words were presented. The interactive element was 
a speaker-switch for the final word of each presented sentence. Further, correctly categorized 
words during a control task (word present or absent in sentence) served as attention assessment.  

As expected, a significant N400 effect (i.e., larger amplitudes for semantically incongruent than 
congruent endings) was found with no effect of active (Reading) or passive (Listening) condition 
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on the N400 (Fig.2a). Neither the turn-take nor the conversation role (listener/speaker) seem to 
affect the semantic integration/expectation. Unexpectedly, a strong modulation of the P200 was 
also found which was significantly affected by the condition; it was increased for actively reading 
aloud compared to passive listening (Fig. 2b). This finding can be ascribed to higher order 
processes of attention and perception which respond strongly to salient, novel stimuli [7]. In the 
present paradigm this is the speaker switch for every final word. Moreover, this difference is more 
pronounced for the Reading condition, since there is a switch in sound source (own vs. 
loudspeaker) and feedback (self vs. externally generated). 

Our findings show that the N400 effect is present also during a speaker-switch in a conversation. 
The speaker-switch, however, seems to influence earlier components of the EEG that are linked to 
processing of novel auditory stimuli. We conclude that the N400 can be used to study neural 
correlates of language in conversational approaches. 

❋✐❣✳ ✷✳ Grand average ERPs at Pz (a) and Cz (b) with topographies for the incongruent conditions for the 
Listening (orange) and Reading block (light blue). Zero point is the onset of the final word. Two 2x2 repeated 
measures ANOVAs with the factors Congruency (congruent/incongruent) and Interaction condition 
(Listening/Reading) were computed with the mean amplitudes at Pz for the expected N400 effect (350-550ms, 
gray highlight (a)) and at Cz for the P200 (200-300ms, gray highlight (b)). Significance levels are depicted in 
the figure. L=Listening, R=Reading. 
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In goal directed behavior, two opposed constraints have to be satisfied: on the one hand, 
one has to be able to pursue a goal against obstacles and distractions, thereby avoiding 
volatility; on the other hand one has to let loose when alternatives become more attrac-
tive or the goal becomes unattainable, thereby avoiding futile perseveration. These op-
posing constraints have been conceptualized as the control dilemma between the shield-
ing of goals from distraction and the shifting of goals when necessary [1]. It is assumed 
that the balance between perseverating or volatile behavior is regulated by meta-control 
parameters which configure the cognitive system’s default mode of processing [2]. 

 
To investigate these meta-control parameters, we introduce a spatial set shifting par-

adigm in which we shift the balance towards perseverating behavior via congruency 
proportion [3]. We expect that with such a shift in the balance participants will perform 
better when it comes to goal shielding and worse when it comes to goal shifting. 

 
In spatial set shifting, two stimuli (i.e. digits) are presented in two of three possible 

locations (i.e. bottom left, bottom right or top) on a screen. Participants have to catego-
rize (i.e. by number magnitude) the stimulus that they were instructed to attend to (the 
target) by moving the mouse cursor into a corresponding response box on the top of the 
screen. After several repetition trials, the positions of target and distracter switch ac-
cording to specific rules (e.g. the former target position becomes the new distracter 
position and the previously unused position becomes the new target position). 

 
This task offers two effects to assess both perseverative and volatile behavior: con-

gruency effects (i.e. faster responses for a corresponding target and distracter, indicat-
ing the strength of goal shielding) and switch costs (i.e. slower responses after switches 
of the target position, indicating the strength of goal shifting) [4]. 

We examine the temporal dynamics of how the different cognitive processes are 
affected by congruency proportion via mouse tracking [5]. 

 
The results corroborate our hypotheses: during blocks with low congruency propor-

tion (20% congruent repetition trials), we found a later onset of the target’s influence 

in switch trials. In repetition trials the effects of low congruency proportion are advan-
tageous in incongruent trials and disadvantageous in congruent trials reflecting conflict 
adaptation [6]. 
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To put these results in context, we use a dynamic field modeling approach [7]: we 
match the model’s temporal dynamics to those of the experiments and identify neural 
parameters responsible for the shift towards perseveration. 
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Abstract. In this work we extend research on landmark selection by
considering the usefulness of landmarks in an actual wayfinding task. To
this end, we disentangle the different forms of salience by also consid-
ering intersections with only one or none type of salience present. We
hypothesized that the interplay between different salience types in one
intersection has a positive impact on performance. Results indicate that
performance is highest if all types of salience play together or no type of
salience is present at all.

Keywords: landmark selection, route recall, landmark salience

People often use landmarks during wayfinding. One conceptualization in re-
search on landmark selection distinguishes two salience types: perceptual and
visual salience [1]. A perceptually salient landmark is defined as an object or
building with a high visual contrast to its surrounding [2]. A landmark’s percep-
tual salience does not depend on a specific route. In contrast, structural salience
is determined by its relative position to a specific route. The combination of both
types of salience has been termed joint salience. Previous research on landmark
salience focuses on landmark selection without considering actual wayfinding
performance. This research shows that people generally prefer the perceptually
salient landmark over the structurally salient landmark. In case of a joint salient
landmark preferences during selection are even greater [2]. In this work we ex-
tend the scope of landmark selection research by focusing on the performance in
route recall.

In the experiment we tested 25 participants (13 of them females, 26.41 years,
SD = 3.82). Participants had to find a way in a grid-like virtual environment,
resembling a urban scenario, consisting of 12 regular intersections, and shown
from a first-person perspective. Buildings at the four corners of these inter-
sections served as landmarks. Visual salience was manipulated by all buildings
being differently colored (low), or one building contrasting three uniformly col-
ored buildings (high). Structural salience was manipulated by an intersection
passed straight (low) or indicating a turn (high). No color was used twice. This
approach resulted in five intersection types illustrated in Figure 1. In the first
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For socially interactive robots it is particularly relevant that humans perceive
the interaction as natural. Naturalness might be manifested in a humanoid ap-
pearance. More relevant are factors like natural behavior and compliance with
expected response intervals (Fong, Nourbakhsh, & Dautenhahn, 2003). We are
interested in a further aspect which might be relevant for perceived naturalness
of human-robot interaction: The impact of the robots cognitive style, that is the
strategy by which it selects actions. To our knowledge, this aspect of interac-
tion is researched in human-computer interaction (Young, 2010) but not yet in
human-robot interaction.

For our investigation of the influence of cognitive style on perceived nat-
uralness of interaction, we realized different action-selection strategies for the
Rock-Paper-Scissors game: (1) adaptive – the pattern of the moves of the hu-
man from four rounds of the game are used for predicting the next gesture of
the human and to select a winning gesture (Cook, Bird, Lünser, Huck, & Heyes,
2011), (2) random – one of the moves is chosen randomly, (3) cheat – after the
human’s gesture is recognized, a winning gesture is chosen, (4) fixed–a random
gesture is selected and kept until the game is over.

In a first study (Kowollik, 2014), we realized the game with the humanoid
robot NAO (Fig. 1). Ten subjects played with NAO in individual sessions. A ses-
sion consisted of four plays where each play consisted of at least three rounds. A
round was one when either NAO or the human player had won three moves. The
four cognitive strategies were varied within-subjects with one strategy realized

Fig. 1. Interaction with NAO (left) and with computer (right) for Rock-Paper-Scissors

KogWis 2016 - page 203



2 Tobias Jakubowitz, André Kowollik, and Ute Schmid

per play in different sequences. After each play, participants answered yes-no-
questions about naturalness, human-likeness and fun of the interaction. Results
show that naturalness was rated 50% for the random strategy and less for the
three others. Human-likeness was rated 70% for the random strategy, 50% for
the adaptive strategy, 20% for the cheating, and 10% for the fixed strategy. For
both random (80%) and adaptive (70%) participants said that they had fun
playing with NAO, for the other two strategies, only 50% of participants said
that they had fun. Over all, interactions where NAO realized the random and
the adaptive strategy were rated better than the cheating and the fixed strategy.

To have a closer look on the effect of cognitive strategies on perceived nat-
uralness, we conducted an experiment with a computerized version of the game
(Jakubowitz, 2015). One version of the game showed a video of NAO as the
opponent (see Fig. 1), another version was text-based only. Video vs. text was
assigned between-subjects, the four strategies where presented within-subjects
as in the previous study. Naturalness and enjoyability were assessed with 7-point
Likert scales. Results show no significant differences between the video- and the
text-based version of the game, no interaction effect, but a large main effect for
strategies for naturalness (Wilks-Lambda: F = 73.06; p ≤ .0001) as well as for
enjoyability (Wilks-Lambda: F = 26.79; p ≤ .0001). As in the previous study,
the adaptive and the random strategy were rated better than the cheating and
the fixed strategy.

Currently, we are preparing a further study with NAO using the same setting
as in the computer experiment.
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Semantics of Persian Spatial Term ̌elo Based on

Principled Polysemy Model

Marjan Daneshvar Kashkooli

Isfahan University

1 Abstract

This study investigates the semantic aspects of the polysemous Persian spatial
term, ̌elo, within a cognitive linguistics framework. We seek to identify how
Persian speakers conceptualize space in terms of contexts where ̌elo (’in front of’)
is applied. To this end, the ’Principled Polysemy Model’ developed by Tyler and
Evans (2003) is employed as the main analytical tool to construct its semantic
network. Our analysis is based on the data taken from various written and spoken
texts from contemporary Persian by concentrating on different applications of
this specific term. One key purpose of this research is to find out how polysemy
can be accounted for as a non-arbitrary motivated phenomenon. In other words,
we attempt to investigate the polysemy apparatus of ̌elo in order to show how
cognitive motivations trigger its polysemous configuration. Moreover, the study
is geared towards determining whether the Principled Polysemy Model originally
developed for English prepositions is compatible to a distant language, namely
Persian. Semantic analysis of ̌elo finally depicts how polysemy is driven by
certain cognitive motivations. Additionally the study reveals that as long as ̌elo
is used as a single morpho-syntactic word, the model is capable of accounting
for its semantics in terms of a polysemy network consisting of a primary sense
plus four distinct senses. However, in the phrasal constructions such as ̌elo-giri
kardan (’to prevent’) that encode abstract concepts, the model does not supply
a conclusively efficient tool. Hence, we argue that regarding abstract uses in such
multi-word constructions, the suggested systematic principles cannot practically
help determine the distinct senses extended from the primary sense, and the
challenge of sense distinction remains unresolved.

2 Theoretical Framework and Method

In order to identify the semantic network associated with Persian ̌elo, this study
follows procedures suggested in Tyler & Evans’ Principled Polysemy Model. This
consists of two stages of primary sense representation as Proto-scene, and the
semantic network of other extended senses.

2.1 Proto-scene (the primary sense)

According to this model, a major step towards the precise analysis of polysemous
expressions is to identify the central (primary) sense schematically represented as
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Proto-scene. Proto-scene serves as an image schema built by abstracting across
the scenes associated with one spatial preposition. The model provides several
steps to arrive at the proto-scene, among which the following steps are taken in
the present study.

1. Attending to the etymological roots of the word and looking for the earliest
attested meaning.

2. Considering the spatial configuration of F & G in variety of the term’s oc-
currences and looking for one that is least complicated and most applicable
to various uses.

3. Paying attention to the contrastive sets the term participates in, which can
lead us to a better candidate for the term’s primary meaning.

4. Taking into consideration the morphological presence of the term in derived
or more complex words to see what sense of the term shows higher degree of
flexibility and frequency.

2.2 Polysemy network

After the proto-scene is devised, the next step is identification of distinct but
related senses extended from the primary sense that will eventually provide the
polysemy network. Principled Polysemy Model proposes two criteria to ensure
a different use corresponds to a distinct sense. The first is that the spatial term
must have non-spatial meaning or one spatial sense different from the proto-
scene. The second is that context-independent uses should occur, i.e. uses where
meaning is not computable from knowledge of another sense or the context. An
example of this would be English over in ’There were over a hundred people
waiting outside!’. Here the two criteria are met for judging the ’more’ sense of
over as a distinct meaning extended from its primary spatial sense. ’More’ sense
is non-spatial on one hand, and cannot be directly computed from other words
around it on the other.

As far as the data are concerned, attested Persian sentences from written or
spoken language will be used in the present study. The instances are selected
from newspapers, books, web pages, and dictionaries, and from the common
daily utterances produced by Persian native speakers.

3 Conclusion

This study, with a cognitive approach to semantics, set out to discuss how one
Persian spatial term is treated as a complex category with multiple meanings.
This analysis followed the cognitive linguistics’ claim that meanings are orga-
nized as polysemy networks in which senses are systematically (not arbitrarily)
extended from one primary sense. Such analysis draws on cognitively motivated
notions and processes including construal, conceptualization, and experiential
correlations that all are suggested for motivating and explaining the meaning
extension involved. (Lakoff 1987, langacker 1987, 1991) Analysis of data that
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composed of occurrences of ̌elo in various written or spoken sources showed that
spatial term ̌elo stands for a complex category when it comes to its semantic
aspects. Additionally, the study highlighted experiential grounds as motivation
behind ploysemous nature of the term under focus. This, in turn, signaled the
embodied nature of semantic extension. Application of the Principled Polysemy
Model at the first step resulted in the primary sense of the term schematically
represented in the form of proto-scene. On the second step, the polysemy network
was sketched with four distinct senses derived from the proto-scene, which gen-
erally covered the term in its occurrences as an independent morpho-syntactic
word. Although both these steps confirmed that, the followed procedures taken
from Tyler & Evans’ model could be applied to ̌elo, the analysis of many ab-
stract uses in some longer than one word constructions was not flawless for
distinct sense discrimination. Following the model’s two criteria could not help
making sense-discrimination judgments in a coherent way. Not only this chal-
lenge remained unresolved, we started to wonder if the theoretically attractive
second criterion in itself, i.e. context-independency for a distinct sense, is ratio-
nally sensible and practically efficient in the first place. In general, the findings of
this study can be interpreted briefly as follows: the model seems to provide a par-
tially replicable framework that caters for primary sense and polysemy network
at the level of single-word applications of Persian spatial term ̌elo. However, for
some multi-word verbal constructions where the term in question occurs, the two
criteria suffer uncertainty and lack of coherency that implies the need for the
researcher’s more or less subjective decision. All in all, the study suggests that
on the level of constructional aspects of its semantic analysis the model calls for
some revision and modification, beside acknowledging the fact that more inves-
tigations on variety of linguistic data would be necessary for its better and more
accurate evaluation.
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❑❡②✠♦✡❞☛☞ task uncertainty, mental representation, learning model 

✶ ■✌✍✡♦❞✉✎✍✏♦✌

The acquisition of a mental model can be considered as a learning process, viz. infor-
mation is successively stored in memory during the performance of a cognitive task 
(Speelman, Kirsner 2008). The learning process as well as the mental model develop-
ment can be improved by practicing and is often part of category-based induction (Chen 
et al. 2016). However, the mental model is a reduced representation of an uncertain 
reality. Strategies to cope with the existing uncertainty are for example searching for 
relevant information and ignoring irrelevant information (Lipshitz, Strauss 1997). In a 
recent study Renker and Rinkenauer (2016) employed eye movement patterns to assess 
the information gathering during the acquisition of a mental representation under un-
certainty. The findings revealed intensive visual search behavior at the beginning which 
decreased considerably during the acquisition process even the objective task uncer-
tainty did not change. The current work aims to extend the findings of the recent study 
and focuses directly on the learning process of an uncertain task. Two questions are 
addressed in the following: How fast do participants develop a mental representation 
under uncertainty? How do participants represent the objective task uncertainty? 

✷ ▼❡✍✑♦❞

To study the development of mental models under uncertainty a new experimental task 
was developed: the occluded visual spatial search task (OVSST). This task consists of 
a prediction task and a reaction task. In this study we will only focus on the prediction 
task. Participants were instructed to predict at which of three exits (left, top, right) one 
of three objects (circle, triangle or square) will reappear out of a dark room. In order to 
improve task performance participants had to learn the underlying probability concept 
of the OVSST. Every object was associated to one of the exits with a higher probability 
(74%) and to the other two exits with a lower probability (11%). Participants had no 
prior knowledge about this probability structure. In the remaining cases (4%) a rare 
occurrence happened that was unpredictable for the participants viz. the objects reap-
peared at the bottom entrance. Every participant performed 324 trials of the OVSST 
subdivided into four blocks of 81 trials each.  
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✸ ❘�s✁❧✂s

Results of repeated measures analyses of variance showed an increasing number of 
correct predictions over blocks (Block1: ▼=47.11, ❙❉=9.72; Block4: ▼=54.78, 
❙❉=8.75). However, only the increase from Block1 (▼=47.11, ❙❉=9.72) to Block2 
(▼=53.44, ❙❉=8.75) was significant ❋(1;17)=17.14, ♣=.001. Averaged number of cor-
rect and incorrect predictions were fitted to two learning models: A power model and 
an exponential model. The power model revealed a better fit (R2=.92) than the expo-
nential model (R2=.89) presumably due to the analysis of several individuals (Speel-
man, Kirsner 2008). The prediction data revealed that the main tendencies of the prob-
ability structure were learned within the first 20 trials. Participants predicted already at 
this early learning state in 63.7% of the cases the likely exits and in 18.2 % of the cases 
the unlikely exits. In the last block participants chose with 92.5% the likely exits and 
with 3.8% the unlikely exits. Furthermore, the asymptote of the power function ap-
proaches 99.26% for the likely exits and 0.45% for the unlikely exits. Thus, the model 
fit suggests that participants seem to ignore the objective task uncertainty.  

✹ ✄☎s✆✁ss☎✝♥ ✥♥❞ ✞✝♥✆❧✁s☎✝♥

Learning a probability concept as provided by the OVSST seems to need only few rep-
etitions presumably because relations are easy to memorize. However, participants 
seem to ignore lower probabilities and develop a response strategy that considers only 
the association between the object and the likely exit, viz. in their mental model uncer-
tainty seems to be redefined somehow as certainty. This strategy is consistent with the 
ignorance if irrelevant information as a coping strategy mentioned earlier (Lipshitz, 
Strauss, 1997). In fact, participants obviously do not represent the objective uncertainty 
of the OVSST contrary to the concept of probability matching presumably due to the 
reduced task complexity. However, the results are consistent with findings of Edwards 
(1961) indicating more extreme predictions than actual occurrences. 

✟✠❢✠r✠✡❝✠☛
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These results are in concordance with the predictions of a dynamic neural field 
based model [4] that, first, assumes the independence of the two components of flexi-
bility and, second, proposes two neural parameters to implement the two components 
(See Fig. 1). The model represents associative distance in a continuous semantic 
space within a continuous neural field. Shifting flexibility is implemented as the sta-
bility of peaks in such a field and hence supports long-range jumps in this semantic 
space when stability at a location in this field is low. Spreading flexibility  is imple-
mented by the width of peaks in the field and hence supports short-range moves with-
in a certain area of the field when peak width is high [5].  

To validate the model, we derived parameter-specific predictions related to symp-
toms of obsessive compulsive disorder as it has been done previously with related 
models [6]. We expected that OCD primarily loads on the first component’s parame-
ter, that is decreased shifting flexibility in OCD leading to perseveration within an 
associative context [7]. From a screening sample of 808 students, we selected 54 stu-
dents that exhibited either low scores or high scores  in the Obsessive-Compulsive 
Inventory [OCI-R - 8]. This sample of subclinical students performed the homonym 
relatedness judgement task, yielding the expected pattern of impaired shifting flexibi-
lity in the high OCI group. 

Taking together, we propose that studies about cognitive flexibility in the area of 
executive functions should take the two independent components into account, espe-
cially when studying moderators of cognitive flexibility. 
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❇✒✓✔✕✖✗✘✙✚✛

The formation of hierarchical representations of space can be induced by the spatial adjacency 

of places marked with landmark objects from the same semantic category, as was demonstrated 

in a route planning experiment (Wiener & Mallot, 2003).  

❆✜✢✣✛

Using the same paradigm, we tested the impact of linguistic cues with various hierarchical 

categorization principles on inducing region perception. In five conditions, places of the 

experimental environment were characterized (i) with landmark objects (✤✒✙✚✢✒✖✔✮, (ii) with 

city names and inner-city locations (✦✜✧② ✙✒✢★✣), (iii) with city names derived from three 

places of the former condition (P✒✖✣✩✪✖✗✩✧✗✧✗), (iv) with nouns from different semantic 

categories (✫★✢✒✙✧✜✓) and (v) with locations from multicomponent institutions (✦✗✢✪✗✘✙✚✣).  

✬★✧t✗✚✛

In a virtual environment, subjects performed navigation tasks (✭✖✒✰★✲✲✜✙✕ ✩✫✒✲★✣✢✒✙ ✩P✖✗✳✲★✢). 

All mazes consisted of 12 places, six of them arranged in a hexagon (✜✧★✖✒✧★✚ ②✩✢✒✴★✵ Fig.1). 

This structure allows for equidistant, but region-sensitive alternatives of the test routes: one 

alternative transgresses more regions – and therefore regional boundaries – than the other one. 

There are no visible, physical boundaries. ✸★ ★①✪★✓✧ ✒ ✖★✕✜✗✙ ★❢❢★✓✧✵ ✙✒✢★✲② ✒ preference for 

the routes passing fewer regions, if the categorisation schemes of the cues induce a perception 

of regional subdivsion.  

                  
✹✞❣✉r✟ ✺: ✻✼✽✾✿ Survey of the experimental environment. The regions are depicted through different shades of 

grey. ❀✼❡✾✼❁✿ Experimental setup, ✻❂❡❞❃❂❁❄ condition. ❅❉❍❏✾✿ Cue representation (❑✼❃❂❡✾❉◆ condition). 

◗★✣✘✲✧✣✛

The results of the ✤✒✙✚✢✒✖✔ condition confirmed the findings by Wiener & Mallot. For the 

linguistic conditions, higher error rates as well as strong differences in the prevalence of region-

consistent route choices were found. A significant preference was found only for the 

✦✗✢✪✗✘✙✚✣ condition (Fig.2).  

As a measurement for the associations between the linguistic cues, a Latent Semantic Analyis 

was performed with the texttiling-algorithm. The measure is called PmiLR, uses Pointwise 

Mutual Information, and yields information statistics for the degree of synonymity and the 

likelihood of co-occurrence of a given word pair (Turney, 2001). 
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❑❡②✇✄r❞s☎ joint action ✆ co-representation ✆ coordination ✆ social cognition. 

✶ ❆✝✞✟✠❛✡✟

In the present study, we asked whether individuals engaged in a joint action rely on task 

co-representation to achieve coordination, even when this implies increased movement 

effort. The results of four experiments showed that unconstrained actors represented a 

co-actor’s spatial task constraint, adjusting their own movements accordingly. These 

findings suggest that joint action partners rely on task co-representation for coordina-

tion. 

✷ P✠☛✞☛☞✟ t✟✌✍✎

Previous research has shown that when acting independently alongside others, individ-

uals often represent each other’s tasks [1]. In joint actions, task co-representation can 

be effective in facilitating joint action coordination [2], but individuals can also jointly

achieve a goal by using coordination processes that do not require them to represent 

another’s task [3, 4]. The goal of the present study was to examine whether joint action 

partners engage in task co-representation to achieve interpersonal coordination even 

when there are alternative coordination processes that imply less movement effort. We 

devised a joint movement task [5] where co-actors could either represent their partner’s 

task constraint at the cost of performing more effortful movements or simply slow down 

their own actions to match the predicted duration of the partner’s actions.  
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Pairs of participants performed reaching movements back and forth between two tar-

gets, synchronizing their landing times. The movements of one actor were sometimes 

constrained by an obstacle obstructing her movement path while the other actor’s move-

ments were unconstrained. We predicted that the unconstrained actor’s movements 

should be higher in trials where the co-actor’s movement is constrained by an obstacle 

than in trials where the co-actor’s movement is not constrained, indicating an effect of 

representing the co-actor’s spatial constraint on the unconstrained actor’s movements. 

The results of four experiments reliably showed that unconstrained actors repre-

sented their co-actor’s task constraint such that they increased their own movement 

amplitude when their co-actor moved over an obstacle. These effects were considerably 

larger when coordination demands were higher (Experiment 2) and occurred irrespec-

tive of visuospatial perspective (Experiment 3). Experiment 4 suggested that uncon-

strained actors represented the object property constraining the co-actor’s movements 

rather than specific parameters of these movements. We conclude that task co-repre-

sentation for coordination seems to be a preferred way of achieving interpersonal coor-

dination even if it implies increased movement effort.  

Finally, it is an open question whether task co-representation occurred spontaneously 

in the present study, as suggested by previous findings [1], or whether participants ✐�✲

t✁�t✐✂�❛❧❧✄ formed and maintained a representation of the co-actor’s task constraint and 

✐�t✁�t✐✂�❛❧❧✄ modulated their own movements accordingly. 
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1 Motivation

Many developed countries see a dramatic demographic change. Their population
is aging, the life expectancy increases while birthrate decreases. Since the risk of
cognitive decline and dementia is drastically increasing with age, Europe expects
that the amount of people developing dementia over the next 20 years will double
every 5 years. Consequently, the demand of care is substantially growing and
expected to be provided by professional as well as informal carers.

We are convinced that technical systems are very suitable to tackle some of
the oncoming challenges. Unfortunately, the number of technical systems avail-
able for care of people with dementia is still rather limited [1]. Intelligent techni-
cal systems that automatically adapt to biographic information, details of past
sessions and online recorded sensor signals may allow highly individualized ther-
apy concepts. Such systems could relieve professional as well as informal carers.

The recently started project I-CARE⋆ with seven interdisciplinary partners
in academia and industry as well as social services aims at the development
of technical innovations in human-computer interaction to support the care of
people with dementia in our aging society. In particular, I-CARE focuses on
technical support to ease the burden on relatives and professional carers. This
is envisioned to be achieved by an adaptive and mobile technical system, which
activates and promotes individual cognitive, social, and motor skills.

⋆ I-CARE project homepage, https://www.projekt-i-care.de
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2 I-CARE: Individual Activation of People with Dementia

2 The I-CARE System

We envision the adaptive and mobile I-CARE system, that learns about the indi-
vidual needs and potentials of people with dementia and facilitates the building
of ad-hoc activation groups. The I-CARE system will provide individualized ac-
tivation content to informal caregivers by analyzing individual activation needs,
potentials and daily condition of people with dementia.

I-CARE will be equipped with a recommender system, which preselects and
suggests a small subset of appropriate items. These suggestions are learned based
on explicit or implicit preferences, i.e. individual biographic information, graph-
ical and voice-based ratings made by the user, stress, emotions, or other behav-
ioral user reactions. At deployment, the recommender system has no interaction
history for any user, thus preferences are unknown. For proper initialization, in-
formation are taken from biographic data, thus semantic similarity [3] and item
similarity will be employed.

The system runs on a tablet computer with a straight-forward, easy to use,
and intuitive user interface. The tablet camera will be applied for face detection
and the identification of emotions from facial expressions, while the microphone
allows for voice activity and emotion analysis. In addition to the tablet, users will
be equipped with an unobtrusive wrist band. The device measures motion based
on inertial sensors, electrodermal activity (EDA) and the cardiac signal, i.e. heart
rate (HR) and heart rate variability (HRV). While the first will be applied to
interpret the user’s physical activities, the latter two will serve to differentiate
stressful from relaxing situations [4] during an activation session. By combining
the information from the tablet and wrist device, we hope to obtain detailed
information on the affective state and engagement of users. Among others, this
information will also be applied to the recommender system as implicit rating.

Acknowledgments: The project I-CARE ”Individuelle Aktivierung von
Menschen mit Demenz” is funded by the Federal Ministry of Education and
Research (BMBF) within the research programme ”IKT 2020 - Forschung für
Innovationen” as joint project under the reference number V4PID062.
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Important decisions often relate to choices between immediate or delayed

gains, e.g. spending money for short✂term enjoyment or saving for long✂term

investment. The phenomenon that people tend to devaluate later gains is

referred to as delay discounting [1]. In everyday life, such choices often de✂

pend on the joint agreement of multiple people. Research on group decision✂

making demonstrated a group advantage over the individual performance of

its members on a variety of decision making tasks [2,3]. Despite this remark✂

able amount of insights, the question of how two people jointly evaluate

delay discounting situations has not been addressed empirically. Therefore,

we investigate, first, whether delay discounting benefits from dyadic deci✂

sion✂making and second, how their choices may become more effective. 

To assess these questions we developed a novel task in which participants

executed a sequence of choices between a sooner but smaller (SS) or a later

but larger (LL) delivered reward in an individual and in a dyadic decision mak✂

ing condition, executing choices by navigating a curser via joystick move✂

ment. While in the individual condition, participants moved their cursor di✂

rectly to the target box associated with the chosen option; in contrast, they

had to coordinate their movements and therefore negotiate their prefer✂

ences with their partner in the dyadic condition. With this, we were able to

track the individual decision in the individual condition, the initial individual

decision within the dyadic condition and the final dyadic consent.

Pairwise comparison of these three levels of decision✂making revealed that

the final dyadic decision resulted significantly less often in a sooner✂but✂

smaller (SS) choice compared to the individual decision and the pre✂decision,
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revealing a relative reduction of delay discounting. Furthermore, when ana�

lyzing the quality of choices based on a normative choice model [4], we

found clear evidence that dyads outperformed individuals concerning indi�

vidual decision�making and the initial decision of each participant in the dy�

adic condition.

In conclusion, our findings support the idea that delay discounting benefits

from social collaboration and furthermore identified dyadic interchange [5]

rather than social facilitation [6] as a mechanism to improve delay discount�

ing decision.
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1 Introduction

Stimulus-Response Mapping is essential for effective response selection which
is important in the course of interaction between perception and action. The
perception-action coupling exists in varieties of stimuli, ranging from non-spatial
attributes such as color, i.e. Simon effect [1] to spatial correspondence i.e. stim-
ulus and response sharing spatial coding such as pitch and number e.g Spatial-
Pitch/Music Association of Response Codes (SPARC/SMARC) and Spatial-
Numerical Association of Response Codes (SNARC) respectively [2]. Research
shows faster response time when stimulus and response share common coding.
Unlike previous studies [2], Beecham et. al [3] has shown reverse and no SPARC
effect in addition to SPARC effect, indicating the variability in spatial represen-
tation and association with abstract concepts. Based on contradictory findings,
we hypothesized that spatial response coding, specifically for SPARC effect, may
result from implicit/explicit learning from our day-to-day experience or type
of task. To investigate our hypothesis we proposed a series of experiments us-
ing pure tones by employing Stimulus-Response Compatibility (SRC) paradigm,
similar to Rusconi et al. [2], to measure the implicit and explicit SPARC effect
across sighted and visually impaired adults. Unlike Rusconi et al. [2], we aimed
to first evaluate the effect of feedback on SPARC effect, which is the focus of
the current pilot study. Feedback enables learning and can act as a confound
to the implicitness of the phenomenon. Furthermore, considering the individual
differences in loudness perception and its interaction with pitch and timbre [4],
we examined the difference between equalized and non-equalized loudness on
SPARC effect.

2 Methodology

26 musically naive participants (21 male, Mean Age = 25.08) from IIIT Hyder-
abad volunteered for the experiment. It was five factorial mixed group design: 2
(feedback: with and without feedback, ie. FB) × 2 (loudness: with and without
loudness equalization, i.e. LEQ) as between group and 2 (alignment: vertical and
horizontal) × 2 (arm position: arm and crossarm) × 2 (congruency: congruent
and incongruent) as within group. Participants were randomly assigned to the
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LEQ and no-LEQ followed by FB and no-FB conditions. In LEQ, amplitude of
the stimuli was subjectively equalized prior to the experiment. In no-LEQ, all
the tones shared same amplitude value. Within group conditions were counter-
balanced across participants. The task was to compare the pitch of frequency
tones E3, F3#, G3#, A3#, D4, E4, F4#, G4# (164.81, 185.00, 207.65, 233.08,
293.66, 329.63, 369.99, and 415.30 Hz) with a fixed reference C4 (261.63 Hz).
The participants had to respond whether the target tone was higher or lower in
pitch than the reference by pressing the following keys: P/Q for the horizontal
alignment; 6/B for the vertical alignment.

3 Results and Discussion

Currently, we are reporting the preliminary data and the results show: 1. trends
showing no SPARC effect similar to Beecham et al. [3] indicating heterogeneity
in spatial representation and response coding unlike Rusconi et al. [2]. 2. No
difference in RT has been observed across feedback and loudness equalization
conditions. 3. However, feedback did show a trend of overall better accuracy.
However, we made few observations during the course of data evaluation. Rus-
coni et al. [2] had Cantonese speakers as their participants. Cantonese is a tonal
language and research shows that Cantonese speakers have better pitch discrim-
ination abilities [5]. Therefore, it can be argued that the variability in SPARC
effect might be due to implicit learning caused by the language or the task per-
formed in everyday experience such as, horizontal SPARC effect as has been
observed in musician vs. non-musician.

4 Future Work

Evaluate the individual differences across spatial coding by assessing the cog-
nitive and non-cognitive profile of participants. Explore the role of tonality in
language on SPARC effect. Evaluate the type of task by comparing musicians
vs. non-musicians and visually impaired vs. sighted population.
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❆✠s✡☛❛☞✡t Flooded with a myriad of stimuli impinging on our retinae at almost 
every waking moment, we must have formidable sluices to tame the incoming 
tide – or drown in hopeless confusion. As theorized about the location and 
(cognitive) control of these sluice gates, recent ERP-findings indicate an early 
perceptual one, whose permeability depends on the ✌✈✍r✌✎✍ utility of infor-
mation passing through. The remarkable ability of humans to adapt and even 
switch task sets seemingly instantaneously suggests that, beyond the reported 
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❜❧�❝❦✲✁✂✄☎ effect, trial-by-trial fluctuations of selectivity should be observable. 
To investigate this possibility, we modified the authors’ temporal flanker para-
digm to include 50% of both congruent and incongruent trials in each block. As 
expected, the simultaneous ERP-recordings featured a higher posterior visual 
N1 in response to flankers following a congruent trial. Taken to reflect more in-
tensive processing, this explains the distractors’ stronger influence on behavior 

in this condition, as evidenced by a higher interference effect than after an in-
congruent trial. This typical sequential interference modulation was mirrored by 
a target-related fronto-central N2 believed to originate from medial prefrontal 
Cortex (mPFC). Among models of mPFC-activity, the Conflict Monitoring 
Theory (CMT) provides a comprehensive interpretation of the reported patterns. 
It even explains the additionally observed modulation of the flanker-N1 by the 
penultimate trial’s congruency – as a further manifestation of the same response 
conflict-induced perceptual selectivity adjustments that the direct sequential 
N1-modulation represents. In stark contrast, the predicted response-outcome 
(PRO) model fails to fit any of these apparent attentional modulations of early 
distractor processing. 

❑❡②✇♦r❞s✆ Response conflict, selective attention, visual N1 
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❆✠✡☛☞❛✌☛✍ We investigated how navigator-driven landmark placement for the fa-
cilitation of future wayfinding tasks is affected by the spatial configuration of the 
environment. A space syntax analysis suggests that participants placed landmarks 
at more integrated locations of a virtual environment in general. More interest-
ingly, participants’ landmark placement apparently represents a trade-off be-
tween a desired proximity to the designated goal location and maximized visibil-
ity of the landmark. This trade-off can be described as a function of the visibility 
steps’ relative weight in regard to the goal location and global integration. 

❑✎✏✑✒☞❞✡✓ Space syntax, landmarks, wayfinding, structural salience 

✶ ❉✔✕✖✗✐✘✙✐✚✛

Research on the role of landmarks for human navigation has been mostly concerned 
with landmarks available in the surrounding environment. A different approach consists 
of analyzing how and where landmarks are set up by individuals to facilitate current 
and future orientation [1]. In a recent study, we found strong consistencies in landmark 
placement across participants. The paper at hand extends the analyses of [2], Study 2, 
with the aim to link the observed patterns in landmark placement to the spatial proper-
ties of the environment by applying the space syntax methodology [3]. Space syntax 
properties are predictors of both wayfinding behavior [3] and landmark selection [4]. 
We expected landmark placement to be biased towards more integrated spaces in gen-
eral. We also hypothesized that landmark placement thought to signpost a goal location 
is a trade-off between the maximization of a landmark’s integration within the build-
ing’s layout and a sufficient proximity to a goal location. 

All details concerning study design and procedure are described in [2], Study 2. We 
performed a visibility graph analysis of the building’s layout based on a 1×1m grid to 
capture its spatial properties. We counted the number of landmarks placed in any given 
cell by participants in the two experimental conditions featuring navigator-driven land-
mark placement (◆ = 33), with a total number of landmarks of ◆ = 157. A Spearman 
correlation between a cell’s visual integration and number of placed landmarks indi-
cated that more integrated cells were indeed preferred, ✜ = .11, ✢ > .000. In particular, 
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the core of the building attracted a large proportion of landmarks. Next, we quantified 
the proximity to a goal location by running a visibility step analyses, separately for all 
three goal locations. Visibility steps (VE) closer to goal locations did not receive more 
landmarks per se. We weighted a visibility step’s relevance by computing the ratio of 
its visually most integrated cell (VMIC) and its proportion of the whole environment 
(PE). VMIC/PE proved to be a strong predictor of the density of landmarks placed 
within a visibility step for all three goal locations (LM density, see Fig.1).  

 

❋�❣✳ ✶✳ Left: Visual integration of the test environment, with blue to red indicating increasing 
integration values.  Center: Visibility steps starting from a goal location indicated by the white 

triangle is presented, with blue to red indicating the increasing visibility step number. (Two 
other goal locations used in the study are marked with white circles). Black dots indicate indi-
vidually placed landmarks. Right: Table illustrating the relation of a visibility step’s relative 
weight and landmark placement density for the goal location indicated by the white triangle. 

We conclude that navigator-driven landmark placement used to sign-post a goal lo-
cation can be predicted by Space Syntax. Participants balanced the need to establish a 
connection of goal location and landmark on the one hand, but to increase the land-
mark’s usefulness by maximizing its visibility and integration on the other hand. In 
other words, humans are highly sensitive to the spatial properties of their environment. 
Our findings may help to develop signage solutions for critical locations optimized for 
human wayfinding needs based on the analysis of a building’s spatial properties. 
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Abstract. The design, management and control of pedestrian traffic
systems are essential tasks to retain mobility facing increasing traffic vol-
ume world wide. To be able to forecast traffic distributions it is important
to understand the traffic participants’ wayfinding behaviour as well as
the physical movement patterns. My work as a PhD student comprises
the creation of a symbolic agent-based computer model representing se-
lected procedures of the human wayfinding process. Particularly, I focus
on the cognitive map and its mode of action. The model is connected to a
simulation framework modeling the locomotive behaviour of pedestrians.

Keywords: Wayfinding, Cognitive Map, Model, Pedestrians

1 Introduction & Motivation

The control or rather the management of traffic is obviously an important task,
particularly in regions where the amount of traffic participants is still increasing.
Pedestrian traffic flows on street networks, in public buildings, train stations or
shopping malls, etc. need to be optimized and congestion to be avoided regarding
situations of daily traffic and emergency cases. To predict the progress of traffic
systems, i.a. computer simulations based on microscopic agent-based models are
utilized.

For realistic forecasts of the distribution of traffic participants or rather flows
and congestion, the participants’ wayfinding behaviour needs to be regarded and
examined as well as the locomotion. However, in many simulation frameworks
exit choice decisions and wayfinding are only roughly represented by shortest
path algorithms or similar minimum effort calculations. Within the context of the
PhD thesis I aim to close this gap by introducing a computer model considering
both the locomotive actions and the solving of wayfinding tasks. Therefor I
would like to figure out the strategies that are used to solve a wayfinding task
in a specific environment or rather in specific circumstances. Furthermore, I aim
to investigate the underlying processes and tools and how they can be modeled
adequately so that the approaches can be combined with locomotion models.

Already done work comprises symbolic modeling approaches representing se-
lected human wayfinding abilities. They are embedded into the pedestrian sim-
ulation framework JuPedSim [1]. The basic ideas of these modeling approaches
are discussed in the following sections.
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Beside the approaches which represent wayfinding abilities, the presented
model provides agents with perceptional abilities and enables them to make
reasonable route choice decisions based on both the current visible environment
and their memorized spatial information.

2 Modeling incomplete, inaccurate knowledge (the
cognitive map)

The wayfinding procedure is a non-trivial process comprising various tools and
strategies. The cognitive map plays one of, if not even, the most important role
in the solving of a wayfinding task. It describes the mental representation of a
wayfinder’s large-scale spatial environment including landmarks (salient remem-
bered objects) and their spatial relationships to each other [2, 4]. In principal,
the wayfinding model presented in this paper is a representation of the cognitive
map and its characteristics.

Creating a model representing the setup and functionality of the cognitive
map I particularly take the following map’s properties into account. Most impor-
tantly, in the majority of cases the information in the map is inaccurate, fuzzy,
distorted, partially or may be even completely wrong [4]. Thus, I propose to
describe the cognitive map to be a construction of ellipse items (see Fig. 1) [3].

The ellipses represent the inaccurate estimation of a landmark’s location.
Depending on the knowledge degree about a landmark’s location size, shape and
position of the ellipse is set. The more inexact the memory about the location
the greater the ellipse and its shifting from the real position [3]. Still vague
information about the spatial relationships between landmarks (for example:
“Landmark A lies beyond Landmark B”) can be extracted from the ellipses’
locations. However, exact metrical relations will not be evaluated since the exact
positions of the landmarks within the ellipses are not clear.

East River

Hudson River

Brooklyn Bridge

Empire State

Building
Central Park

Fig. 1. A conceivable cognitive map of New York City (Manhattan). The figure depicts
how the map’s landmarks are described in the model (by ellipses).
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3 Summary & Conclusion

The presented model provides a simulated agent with a cognitive map incorpo-
rating approximate knowledge of landmarks’ locations. The map can be modified
by changing size, position and shape of the ellipses which represent the map’s
landmarks [3]. Thus, in a scenario including multiple agents, it is possible to
provide every single agent with an individual distinguishing knowledge degree
(represented by each cognitive map). In addition, the agents have the abilities
to perceive and evaluate their visible surroundings and select a proper crossing
that brings them (at least) closer to their (sub-)targets [3]. The model can be
used to simulate the wayfinding behaviour in indoor facilities and outdoor areas.

As the presented model is connected to pedestrian locomotion models the
consequences of specific set-ups of landmarks in the cognitive maps, for example
the walked path (trajectories) of the agents, can be regarded and investigated.
Based on the agents’ trajectories the pedestrians’ distributions within an area or
building can be scrutinized. In addition, with the help of the model the legibility
of a facility depending on various knowledge degrees can be tested. Particularly,
designers or controllers of facilities or events can use the combined model to eval-
uate the influence of changing the position or amount of very salient landmarks
to the distribution of the agents.

As has been shown by [5] the wayfinding process comprises additional tools
and strategies beyond the here mentioned ones. Thus, I’m interested in the in-
vestigation and modeling of further cognitive processes that are involved in the
wayfinding procedure. My long-term goal comprises the creation of a frame-
work combining the modeling of all tools and strategies playing a major role in
wayfinding tasks.

Acknowledgments. This research is founded by the Deutsche Forschungsge-
meinschaft (DFG) contract No. GZ: SE 17894-1.
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Abstract. Categorization is an essential cognitive skill. While the con-
struction of categories from examples is the focus of machine learning,
most theories in cognitive science address the representation of categories
and categorization. The main goal of my thesis is to renew the connec-
tion between cognitive modeling and machine learning. Based on recent
empirical work, I am interested in rule-based learning. I plan to conduct
psychological experiments to uncover algorithmic principles of category
learning and I plan to realize a cognitive model in Prolog which shall
cover several aspects of category learning.

Keywords: category learning, cognitive modeling, machine learning

Categorization is an essential cognitive skill, which provides us, for example,
to make prospects about objects of a category and to communicate using a
specific word for a group of objects. Different theories try to describe how humans
categorize, mainly the rule-based, the prototype, the exemplar and the decision-
boundary theory (Kruschke, 2008). In addition, hybrid theories combine these
approaches and augment them with ideas declaring their interaction. Hybrid
theories often include the rule-based approach to explain categorization using
logical rules. Rule-based approaches were researched a lot in the middle and the
end of the 20th century (cf. Bruner, Goodnow, & Austin, 1956; Hunt, Marin,
& Stone, 1966; Unger & Wysotzki, 1981). However, for a long time they were
criticized for having shortcomings explaining typicality effects, which means that
typical members of a category are treated different than non-typical members.
Nevertheless, it was shown recently that typicality effects can be explained by a
rule-based theory (Lafond, Lacouture, & Cohen, 2009).

Most cognitive approaches of categorization focus on representation of cate-
gories and categorization. That is, they do not describe the underlying learning
algorithms. In machine learning research these underlying learning algorithms
are essential (Mitchell, 1997). Early machine learning algorithms were often in-
spired by psychological findings of categorization, but over the years the con-
nection got weaker (Langley, 2016). With my research I want to renew

the connection between cognitive modeling and machine learning by

modeling how humans learn to categorize and whether the thereby

modeled humans’ strategies can be applied as resource for developing

machine learning algorithms.
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As a first step, we started to analyze data from a categorization experiment
realized by Lafond et al. (2009) where we focused on learning categories. In
this experiment, five participants learned to categorize images of 3D rendered
lamps with a trial-by-trial feedback. The resulting categorization process was
modeled with individual decision-trees. It was possible to predict the structure
of these decision-trees with a measure we call igain (Zeller & Schmid, accepted).
Furthermore, we tried to model the answering behavior of the five participants
during the learning phase with the incremental decision-tree algorithm CAL2
(Unger & Wysotzki, 1981). The matching of answers during the learning phase
from the five participants and CAL2 was between 61% and 88%. Therefore, we
concluded that the five participants did not use a purely incremental learning
algorithm as implemented in CAL2.

Additionally, I analyzed the time behavior during the learning. In the experi-
ment participants saw a lamp, categorized it, got feedback on their categorization
and then could ask for the next example on their own pace. The time for asking
for the next lamp was higher after a negative feedback. That could indicate that
participants changed their categorization hypotheses after an incorrect catego-
rization, which is in line with earlier theories (cf. Bruner et al., 1956).

To come up with a model capturing empirically observable strategies of hu-
man category learning, several aspects have to be investigated. Mainly, open
questions concern (a) the representation language for learned hypotheses (i.e.
categories), (b) feature selection strategies, and (c) the learning strategy. Rule-
based learning implies that the representation can have the format of sets of rules
or a compact representation as a decision-tree. Rules might be restricted to con-
junctions of a fixed low number of features. In its most extreme, humans try to
represent a category by a single attribute (Goede & Klix, 1972). Alternatively,
rules might be composed of conjunctions or disjunctions of attributes. Further-
more, negation of feature attributes should be considered. Feature selection is
eventually influenced by observed co-occurrences between feature attributes and
categories, but might be also influenced by perceptive salience (cf. comment
in Zeller and Schmid regarding utility values in Lamberts, 2000). The learning
strategy can be assumed to be incremental rather than batch. Open questions
concern whether one representation is systematically constructed over the whole
learning process or whether meta-strategies are involved. Such meta-strategies
could influence the deletion of hypotheses, or switching between different repre-
sentation formats (Goede & Klix, 1972). For example, humans might first try to
represent a category by a single feature and only switch to more complex rep-
resentations after failure. Furthermore, in a categorization task including two
categories (e.g. A vs. ¬A) context might influence whether a representation for
Category A or the negation (¬A) is constructed. For example, if many negative
examples are presented at the beginning of the learning phase, the learner might
be biased towards ¬A.

These questions shall be answered with psychological experiments to uncover
algorithmic principles of category learning. The resulting algorithmic principles
are planned to be realized as a cognitive model in Prolog which can incremen-
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tally learn propositional rules represented as feature vectors. Additionally, hu-
mans are able to understand and learn relational and recursive rules (cf. Besold,
Muggleton, Schmid, Tamaddoni-Nezhad, & Zeller, accepted), for example, the
category of a father relation and the category of an ancestor relation. These cat-
egories, depending on relational and recursive rules, are the focus of inductive
logic programming which is a part of machine learning research (cf. Mitchell,
1997). However, inductive logic programming algorithms usually learn from a
complete example set instead learning incrementally. Therefore, I plan to inves-
tigate human, incremental, relational and recursive rule learning of categories
and expand my cognitive model according to my findings. This shall lead to new
insights in the category learning research as well as inspire new machine learning
algorithms and therefore renewing the connection between cognitive modeling
and machine learning.
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Abstract. Modelling human walking—specially obstacle avoidance—
has applications on simulating human behaviour in emergency situations
or implementing human acceptable navigation on robots. We research a
model for human walking navigation, focused on the problem of avoiding
another walking humans—the model should straightforward generalise to
the avoidance of standing humans. We partition each avoidance trajec-
tory in three stages: initiation of the trajectory adjustments, performance
of the trajectory adjustments, finalisation of the trajectory adjustments.
This division poses some questions that we want to tackle in this paper.
First, what event triggers the trajectory adjustments, so that they are
initiated at a certain moment (in time-space). Second, how the trajectory
adjustments are performed: humans have two strategies to modify their
trajectory—change the walking speed or direction— thus, we would like
to know what makes choose one strategy over the other or to choose a
combination of both.

1 Objective

We intend to provide a numerical model of the human avoidance of obstacles
when walking. The model deals with two crossing humans: one of them is the
interferer, i.e., he does not change at all the course or speed of his trajectory,
the other is the avoider. As they approach—at constant velocity—the avoider
performs adjusts his trajectory in order to avoid collision and reach the goal,
which could have been reached in a straight line, were the interferer absent.

The numerical model should, on the one hand, reproduce the experimen-
tal results of the initiation of the trajectory adjustments—essentially that the
smaller the crossing angle the latter the trajectory adjustment is initiated; and
that the lower the speed the latter the trajectory adjustment is initiated. To that
end we will use probabilistic inference based on a stochastic model for the inter-
ferer. On the other hand, the model should predict the way direction and speed
adjustments are combined. A general result is that for obtuse angles pedestrians
perform only direction adjustments; for acute–right angles pedestrians perform
a speed adjustment in addition to the direction adjustment.

⋆⋆ Ph.D. supervisor Alexandra Kirsch; alexandra.kirsch@uni-tuebingen.de
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2 Modelling Human Navigation: Cognitive Challenges

2 Motivation

Understanding and modelling human navigation—pedestrian dynamics—is a
task which began about 20 years ago to be an own field in science. This fact was
prompted, among others, by two events: the founding of Gait and Posture—one
of the leading journals in human locomotion—, and the seminal work of Hel-
bing on pedestrian dynamics. Now we have an extensive research in crossing
situations of pedestrians, which has persuaded us to deal with these situations.

A human navigation model may equip a robot moving in human environments
with an acceptable navigation behaviour, what we also call human-aware robot
navigation. Our ansatz is following: the most direct way to achieve that robots
navigate in a human acceptable way is to make robots mimic human navigation.
Human-aware robot navigation embraces numerous tasks of daily importance:
assistive tasks in domestic environments, patrolling and surveillance, service de-
livery in health care institutions. Despite all research on robotics in the last
four decades, human aware navigation has been just recently established as a
discipline—this topic began to increasingly attract the attention of the scientific
community in the year 2000. Consequently, many areas in this discipline still
need both satisfactory solutions and a solid formalisation.

Apart of the benefits for robotics, modelling human navigation on crossing
situations builds on cognitive science. Indeed, on the one hand, we argue that the
adjustment of the avoidance trajectory is triggered by inference processes—the
probability of colliding based on the inferred position distribution of the inter-
ferer. On the other hand, we research the causes of the avoidance strategy: what
makes the avoider choose the direction or speed change in different proportions.

3 Method

We consider three consecutive parts in the trajectory of the avoider : initia-
tion, performance, and finalisation of the trajectory adjustments. For both the
initiation and the performance of the trajectory adjustments we test following
methods as possible explanation the experimental results, and therefore as ex-
planation for human behaviour.

3.1 Initialisation of Trajectory Adjustments

In a crossing situation we hypothesise that the trigger of the trajectory adjust-
ments is the probability of the crossing distance being below a certain value (e.g.,
0.5). The computations are based on the inferred probability distribution of the
interferer at the crossing time, t×. We assume that the trajectory of the inter-
ferer is predicted as a stochastic Gaussian process whose expected value depends
on the current interferer’s velocity, i.e., hx(t)i = v0t. By means of sequential
Monte Carlo prediction we can infer the interferer’s probability distribution at
the crossing time t× and, consequently, the probability of the crossing distance
to be below the minimal crossing distance; which would trigger the initialisation
of the trajectory adjustments.

KogWis 2016 - page 246



Lecture Notes in Computer Science: Authors’ Instructions 3

3.2 Performance of Trajectory Adjustments

We assume that pedestrians perform trajectory adjustments based on three prin-
ciples that we explain below: distances between humans, human speeds (max-
imal, minimal, typical), trajectory smoothness. When we require these three
principles to determine the trajectory jointly, we expect to reproduce the ob-
served combination of direction and speed adjustments.

Distances For static situations the most basic approach is the theory of prox-
emics that defines the acceptable distance intervals for the type of relation the
static interferer has to the avoider (public, social, personal, or intimate).

When considering a moving interferer, i.e., kinematic situations, research
abounds in crossing situations. One of the most remarkable results states that
humans aim to keep a crossing distance (CD) of about 0.8 meters. Humans
begin to adapt their trajectory based on the crossing distance they predict; their
predictions assumes constant linear motion based on the current positions and
velocities of both humans, k and l, (xk0, vk0; xl0, vl0)

CD(xk0,vk0;xl0,vl0) = min
t≥0

‖(xk0 + vk0t)− (xl0 + vl0t)‖ (1)

Walking and Running Speeds The experiments of human locomotion have
fixed the human values for walk speed: slow walking speed 1.15 m/s; preferred
walking speed 1.41 m/s; fast walking speed 1.8 m/s; and maximal walking speed
2.3 m/s.

They have also found the limit for the transition into running modus, 2.05 m/s.

Smoothness Requirements Any trajectory is required to minimise the jerk’s
Root Mean Square (RMS) with certain boundary conditions in the interval
[t1, t2], e.g., v(t1) = 0;x(t1) = 0 and v(t2) = 0;x(t2) = goal. Jerk minimisa-
tion is a general property of human motions: from arm displacements to walking
trajectories.

We remark that this is a global (not local) requirement. It can only be fulfilled
when the immediate future of the movement is, in some degree, predictable.

J = hji2 =

(

1
t2−t1

Z t2

t1

‖j(t)‖
2
dt

)1/2

where j(t) = ȧ(t) =
...
x(t) (2)
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Martin Hillebrand1 
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❆✡☛☞✌✍❝☞✎ Holzman, Pellegrino, and Glaser (1983) proposed a cognitive model 
for a number sequence completion problem solver. This model predicts that hu-
mans would not be able to solve a number sequence completion problem unless 
they have identified all rules. An empirical investigation was conducted where 
41 participants were presented such problems with either one rule or two alter-
nating rules. Results show that the difficulty is mostly governed by the single rule 
that is needed for extrapolating the next position. This indicates that the original 
model needs to be revised because humans are obviously able to skip goal-irrel-
evant rule identification activities. 

✶ ■✏✑✒✓✔✕✖✑✗✓✏

Number sequence completion problems (NSCPs) are a frequent component in intelli-
gence tests, where they are supposed to measure inductive reasoning skills. Apart from 
psychometrics and the assessment of human intelligence, NSCPs are also used in Cog-
nitive Modelling and in Artificial Intelligence nowadays, where different approaches 
are compared with regards to similarity to humans and with regards to maximum per-
formance respectively. An overview over different computer models solving intelli-
gence test problems can be found in Hernández-Orallo, Martínez-Plumed, Schmid & 
Siebers (2016). The research question of my Bachelor’s thesis1 is about different di-
mensions of cognitive complexity of NSCPs from a theoretical and an empirical point 
of view. In this submission, one of the empirical investigations conducted with human 
subjects will be presented. 

A model that describes the affordances provided by a NSCP was developed by 
Holzman, Pellegrino, and Glaser (1983). It is a process model that is built upon the 
work of Simon and Kotovsky (1963) who were the first to describe a generic scheme 
for human reasoning on pattern detection. In their eyes, pattern detection consists of 
four hierarchically dependent phases. These are 

1. Relations Detection: The subject needs to scan the sequence and form a hypothesis 
about a rule that describes the construction of the sequence. 

                                                          
1  The complete content of my Bachelor’s thesis can be retrieved from 

http://www.cogsys.wiai.uni-bamberg.de/theses/hillebrand/hillebrand.pdf 
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solver to identify all rules anyway. The specific rules that were used can be looked up 
in the complete text. 

A total of ◆=41 subjects participated in this study. Every subject was assigned to 
one of eight different questionnaires each consisting of 39 NSCPs. Subjects were tested 
in groups in the university’s computer rooms. NSCPs were presented individually and 
a time limit of three minutes was set for every single NSCP. 

✸ ❘�s✁❧✂s

In order to find evidence for our claim we looked at instances in our data set where a 
subject had to answer two single-rule-NSCPs and an alternating NSCP that included 
the rules from the two single-rule-NSCPs as rules. Then I looked at how different pat-
terns of responses (correct/incorrect) for the two single-rule-NSCPs would go along 
with solving the alternating NSCP. The two single-rule-NSCPs were distinguished with 
regards to whether the rule was or was not the one that was needed for the extrapolation 
step of the alternating sequence. These results are presented in Table 1. 

❚✄❜☎✆ ✶✳ Probability of a subject solving an alternating NSCP in dependence of the subject’s 

pattern of answers of the two single-rule-NSCPs  

pattern of answers of the two sin-
gle-rule-NSCPs of a person 

 

number of 
instances 

of a pattern 

number of instances 
with this person cor-

rectly solving the 
combined alternating 

NSCP 

probability for this 
person correctly 
solving the com-
bined alternating 

NSCP 
r✝✞✝✈❛♥ta 

rule 
✐rr✝✞✝✈❛♥ta 

rule 

 

1 correct  correct  495 310 62.626 % 
2 correct  incorrect  109 73 66.972 % 
3 incorrect  correct  108 17 15.741 % 
4 incorrect  incorrect  26 3 11.538 % 

a ✟✠✡✠☛☞✌✍ or ✎✟✟✠✡✠☛☞✌✍ refers to whether the rule of this single-rule-NSCP was relevant for the 

extrapolation of the solution in the alternating NCSP 

 
In order to determine whether these differences in relative frequencies of correctly 

solved alternating NSCPs are significant, three Fisher’s exact tests were calculated. 

Whereas no difference could be found for neither the comparison of correctrelevant/cor-
rectirrelevant with correctrelevant/incorrectirrelevant (row 1 with 2; ♣=.442) nor the comparison 
of incorrectrelevant/correctirrelevant with incorrectrelevant/incorrectirrelevant (row 3 with 4; 
♣=.764), there was a significant difference between correctrelevant/incorrectirrelevant and 
incorrectrelevant/correctirrelevant (row 2 with 3; ♣<.001). 

✹ ❉✏s✑✁ss✏♦✒

It was assumed that, in contrast to what the Holzman et al. model predicts, humans can 
and do in fact skip the identification of rules that are irrelevant to the extrapolation step. 
When a person correctly solves a NSCP with a single rule, this performance is indica-
tive of their success in both identifying this rule and applying this rule for extrapolation 
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of the solution. Failure of solving such a single-rule-NSCP could be attributed to the 
failure of identifying or applying the rule. Assuming that an individual’s ability to in-

duce a specific rule from a number sequence is somewhat stable, one can use the per-
formance of a single-rule-NSCP to capture an individual’s ability to identify (and ap-

ply) a specific rule. Furthermore, this ability should help to detect the same rule in al-
ternating NSCPs. When having estimated an individual’s ability to induce two specific 

rules via two single-rule-NSCPs, one can use this to predict the likelihood to solve an 
alternating NSCP which contains both rules from the two single-rule-NSCPs.  

In this study, results show that the probability of doing so is at its highest when the 
person solved the single-rule-NSCP whose rule was relevant for the extrapolation step 
(62.626% and 66.972%; rows 1 and 2 in Table 1) and it was lowest when this relevant 
single-rule-NSCP was not solved (15.741% and 11.538%; rows 3 and 4 in Table 1). In 
addition, no influence of solving the irrelevant single-rule-NSCP on performance of the 
alternating rule could be found whatsoever. In particular, it is interesting to observe that 
this is the case when knowing the relevant rule (row 1 and 2 in Table 1). The Holzman 
et al. model would state that people try to complete their description of a sequence 
before they extrapolate. This is apparently not the case since knowing the irrelevant 
rule is not indicative for humans to extrapolate the solution of an alternating NSCP. 

Therefore, it can be concluded that it is rather the case that humans try to extrapolate 
the solution before they have identified all, particularly irrelevant rules and that they 
use efficient, goal-oriented heuristics in the context of NSCP. This suggests that the 
Holzman et al. model needs a revision. As demonstrated, humans do not determine all 
single rules in an alternating rule, but are able to proceed as soon as the relevant rule 
for the extrapolation has been identified. A modified process model should therefore 
include backward loops and fast-forward tracks. 

Furthermore, inductive reasoning systems in the field Artificial Intelligence could 
profit from these results as skipping unnecessary rule detection increases effectiveness 
and efficiency, probably not only in the domain of NSCPs. 

✺ ❘�❢�r�♥❝�s

1. Hernández-Orallo, J., Martínez-Plumed, F., Schmid, U., Siebers, M., & Dowe, D. L. (2016). 
Computer models solving intelligence test problems: Progress and implications. ❆✁✂✄☎✄✆✄❛❧
■✝✂t❧❧✄❣t✝✆t, ✷✸✵, 74-107.

2. Holzman, T. G., Pellegrino, J. W., & Glaser, R. (1983). Cognitive variables in series com-
pletion. ❏♦✉✁✝❛❧ ♦☎ ❊❞✉✆❛✂✄♦✝❛❧ ✥✞✟✆❤♦❧♦❣✟, ✼✠(4), 603–618.  

3. Simon, H. A. (1956). Rational choice and the structure of the environment. ✥✞✟✆❤♦❧♦❣✄✆❛❧
✡t☛✄t✐, ✻✸(2), 129–138. 

4. Simon, H. A., & Kotovsky, K. (1963). Human acquisition of concepts for sequential pat-
terns. ✥✞✟✆❤♦❧♦❣✄✆❛❧ ✡t☛✄t✐, ✼✵, 534–546. 

KogWis 2016 - page 252



�✁✂✄☎✆✝✞ ✟✠ ✡✁✄☎✆✄☛ ☞✌✁✍✌✎✌✝☎✄☎✆✟✝✎✏ ✑✒✟ ✁✆☛✟☎ ✓☞✔

✓✕✁✌✍✆✖✌✝☎✎

✗✘✙✚✛✜✢✜ ✣✤✙✚✛✛✚✥ ✦✧★✙★✩★✪✫✚✬✛

✭✮✯✰✱✲✰✰ ✳✴✵✶✶✱ ✶✷ ✸✯✴✵✹✰✲✴✰✺✯✲✻ ✼✽✾✻ ✿❀❁ ❂✮❃❄❅✰✲✮❆ ❇❆✻ ✾✶❈❆✶❈ ❉❊✿ ❋✭●✻✼❍

✷✯✶❅❅✶✴■✴✵✮✯✮✱✮❃❏✶✺❅■✿❋❑✺✴✱■✮✴■✺▲

▼◆❖P◗❘❙P❚❯✵✲ ❄✯✲❅✲❈✰ ❅✰✺❆❱ ✹❈❲✲❅✰✹❳✮✰✲❅ ✰✵✲ ❃✶❃✲❈✰ ✶✷ ❅❄✮✰✹✮✱ ✯✲✶✯✹✲❈✰✮✰✹✶❈ ✮❅
✮❈ ✹❈❅✰✮❈✴✲ ✶✷ ✹❈❅✹❳✵✰✷✺✱ ❄✯✶❏✱✲❃ ❅✶✱❲✹❈❳ ✹❈ ✮❈ ✮✰✰✲❃❄✰ ✰✶ ✮❈❅❨✲✯ ✰✵✲ ❩✺✲❅✰✹✶❈❬
❭❅ ✰✵✲✯✲ ✮ ❆✹❅✰✹❈✴✰ ❄✮✰✰✲✯❈ ✶✷ ❏✯✮✹❈ ✮✴✰✹❲✹✰❱ ✯✲✷✱✲✴✰✹❈❳ ✰✵✲ ✯✲❄✯✲❅✲❈✰✮✰✹✶❈✮✱ ✺❄❆✮✰✲
✹❈ ❅❄✮✰✹✮✱ ❄✯✶❏✱✲❃ ❅✶✱❲✹❈❳❪ ❭✷ ❨✲ ✮❄❄✯✶✮✴✵ ❨✮❱✷✹❈❆✹❈❳ ✮❅ ✮❈ ✹❈❅✰✮❈✴✲ ✶✷
❄✯✶❏✱✲❃ ❅✶✱❲✹❈❳ ❨✲ ✴✮❈ ✴✯✲✮✰✲ ✹❈✰✲✱✱✲✴✰✺✮✱ ❏✯✹❆❳✲❅ ❏✲✰❨✲✲❈ ✱✮❏❫❏✮❅✲❆
✲❴❄✲✯✹❃✲❈✰✮✱ ❅✹✰✺✮✰✹✶❈❅ ✮❈❆ ✯✲✮✱❫❨✶✯✱❆ ❅✴✲❈✮✯✹✶❅ ✮❈❆ ✮❆✶❄✰ ❈✲❨ ❄✲✯❅❄✲✴✰✹❲✲❅ ✶❈
✲❴✹❅✰✹❈❳ ✷✹❈❆✹❈❳❅■ ❇✲❅✺✱✰❅ ✷✯✶❃ ✰❨✶ ❄✹✱✶✰ ❵❇❛ ✲❴❄✲✯✹❃✲❈✰❅✻ ✶❈✲ ✶❈ ✶✯✹✲❈✰✮✰✹✶❈
✮❈❆ ✶❈✲ ✶❈ ❄✺❜❜✱✲ ❅✶✱❲✹❈❳✻ ❅✺❳❳✲❅✰ ✮ ❛❝❫✱✹▲✲ ✴✶❃❄✶❈✲❈✰ ❃✹❳✵✰ ❏✲ ✰✵✲ ❏✯✮✹❈❞❅
❅✹❳❈✮✰✺✯✲ ✶✷ ✮ ✯✲❄✯✲❅✲❈✰✮✰✹✶❈✮✱ ✺❄❆✮✰✲■

❡❢❣❤✐◗❥❖❦ ✳❄✮✰✹✮✱ ❄✯✶❏✱✲❃ ❅✶✱❲✹❈❳✻ ✯✲❄✯✲❅✲❈✰✮✰✹✶❈✮✱ ✺❄❆✮✰✲✻ ✯✲✶✯✹✲❈✮✰✹✶❈✻ ❵❵❧

♠ ♥♦♣qrst✉♣✈r♦

✇✧① ②✚✢③✙✜✫✬③✜✚✢ ✚✘ ③✧① ✧✜④④✚②★✪④✬✛ ✜✢ ③✧① ✙①✚✙✜①✢③★③✜✚✢ ✚✘ ✚✢①⑤✛ ③✧✜✢⑥✜✢⑦⑧ ★✛
✚✫✛①✙⑨①⑩ ✜✢ ①★✙✩❶ ✛③✬⑩✜①✛ ✚✢ ✜✢✛✜⑦✧③✛⑧ ✧★✛ ✫①①✢ ✛✬⑦⑦①✛③①⑩ ③✚ ✫① ✛✜✪✜✩★✙ ③✚ ③✧★③ ✚✘
✙①✚✙✜①✢③★③✜✚✢ ✜✢ ✢★⑨✜⑦★③✜✚✢❷❸❹❺ ❻✢✛✜⑦✧③✘✬✩ ✛✚✩✬③✜✚✢✛ ✙①❼✬✜✙① ✙①✛③✙✬②③✬✙✜✢⑦ ✚✘ ③✧① ✜✢✜③✜★✩
✪✜✛✩①★⑩✜✢⑦ ✙①④✙①✛①✢③★③✜✚✢ ③✧★③ ✧★⑩ ✙①✛✬✩③①⑩ ✜✢ ✜✪④★✛✛①✛❺ ❽①✢③★✩ ✜✪④★✛✛①✛ ★✙① ★✩✛✚
④✙①✛①✢③ ❾✧①✢ ✛④★③✜★✩ ✬④⑩★③✜✢⑦ ✜✛ ⑩✜✛✙✬④③①⑩ ★✢⑩ ✚✬✙ ✛①✢✛① ✚✘ ⑩✜✙①②③✜✚✢ ✜✛ ✩✚✛③❺
❿①✛③✙✬②③✬✙✜✢⑦ ✚✘ ③✧① ➀③✬✙✢①⑩ ★✙✚✬✢⑩⑤ ✧①★⑩✜✢⑦ ✙①✛✬✩③✛ ✜✢ ③✧① ➁✧★ ①✘✘①②③ ✚✘ ✙①✚✙✜①✢③★③✜✚✢❺
➂★✩✩①✙➃➄✚⑩⑦✛✚✢➅✛ ⑩✜✛✚✙✜①✢③★③✜✚✢ ①➆④①✙✜✪①✢③ ④✙✚⑨✜⑩①✛ ①⑨✜⑩①✢②① ③✧★③ ⑩✜✛✚✙✜①✢③★③✜✚✢
②★✬✛①✛ ★ ✛❾✜③②✧ ✘✙✚✪ ③✧① ✬✛① ✚✘ ★ ③①✪④✚✙★✙❶⑧ ①⑦✚②①✢③✙✜② ✙①④✙①✛①✢③★③✜✚✢ ✚✘ ✛④★②① ③✚ ★
✪✚✙① ✛③★✫✩① ✚✫➇①②③➈③✚➈✚✫➇①②③ ✙①④✙①✛①✢③★③✜✚✢ ❷➉❹❺ ✇✧① ④✙①✛①✢③ ✛③✬⑩❶ ✜✢⑨①✛③✜⑦★③①✛ ✫✙★✜✢
★②③✜⑨✜③❶ ⑩✬✙✜✢⑦ ③✧① ✙①④✙①✛①✢③★③✜✚✢★✩ ✬④⑩★③① ✜✢ ③❾✚ ✙①★✩➈❾✚✙✩⑩ ✛②①✢★✙✜✚✛➊ ★✢ ✚✙✜①✢③★③✜✚✢
④✚✜✢③✜✢⑦ ③★✛⑥ ★✢⑩ ★ ➋✬⑩✚⑥✬ ④✬➌➌✩①❺ ➋✬⑩✚⑥✬ ④✬➌➌✩①✛ ✜✢⑨✚✩⑨① ✛①❼✬①✢③✜★✩ ③✧✜✢⑥✜✢⑦ ★✢⑩
④✙✚②①✛✛✜✢⑦ ✚✘ ✛④★③✜★✩ ✙①✩★③✜✚✢✛ ★✪✚✢⑦ ①✩①✪①✢③✛❺ ✇✧① ★✜✪ ❾★✛ ③✚ ✜⑩①✢③✜✘❶ ✪✚✪①✢③✛ ✚✘
✪①✢③★✩ ✜✪④★✛✛①✛➊ ③✧① ✛✬✫➇①②③✜⑨① ✘①①✩✜✢⑦ ✚✘ ⑦①③③✜✢⑦ ✛③✬②⑥ ★✢⑩ ✢✚③ ⑥✢✚❾✜✢⑦ ✧✚❾ ③✚
④✙✚②①①⑩❺ ➍④①✙★③✜✚✢★✩✜➌★③✜✚✢ ✚✘ ③✧① ✪✚✪①✢③ ✚✘ ✙①✚✙✜①✢③★③✜✚✢ ❾★✛ ✫★✛①⑩ ✚✢ ➂★✢⑦ ★✢⑩
➎✙✚②⑥✪✚✩①⑤✛ ①➆④①✙✜✪①✢③➏ ❾✧①✢ ✫✩✜✢⑩✘✚✩⑩①⑩ ✛✬✫➇①②③✛⑤ ✧①★⑩✜✢⑦ ❾★✛ ★✩✜⑦✢①⑩ ❾✜③✧
✚✫➇①②③✛ ✜✢✛✜⑩① ★ ✙✚✚✪ ③✧①❶ ❾①✙① ✘★✛③①✙ ★③ ④✚✜✢③✜✢⑦ ③✚ ✜✢⑩✚✚✙ ✩✚②★③✜✚✢ ③✧★✢ ✚✬③⑩✚✚✙
✩★✢⑩✪★✙⑥✛❺ ➎✬③ ❾✧①✢ ★✩✜⑦✢①⑩ ❾✜③✧ ✚✬③⑩✚✚✙ ✩✚②★③✜✚✢✛ ③✧①❶ ❾①✙① ①❼✬★✩✩❶ ✘★✛③ ❷➐❹❺ ✇✧①✛①
✙①✛✬✩③✛ ✛✬⑦⑦①✛③ ❾① ✚④①✙★③① ✚✢ ⑩✜✛③✜✢②③ ✙①④✙①✛①✢③★③✜✚✢✛ ✚⑨①✙ ⑩✜✘✘①✙①✢③ ③✜✪①✛②★✩①✛ ❷➑❹⑧
①❺⑦❺ ✜✢ ✛✪★✩✩ ★✢⑩ ✩★✙⑦①➈✛②★✩① ①✢⑨✜✙✚✢✪①✢③✛❺

KogWis 2016 - page 253



�✁� ✂✄☎✆✝ ✞✆✟✝☎✠✡✄☛☞ ✌✍ ✠✎☛ ✏☛✑✄☛☞☛✝✠☎✠✆✌✝☎✒ ✓✑✔☎✠☛

✕✖✗ ✘✙✚✛✜✢✘ ✣✤ ✜✤✘✜✥✦✙✘ ✦✧★✢ ✩✢✪✣✩✙✢✛ ✙✫✣ ✬✧✜✤ ✭✜✤✛✜✤✥✘ ✧✘✘✣✮✜✧✙✢✛ ✫✜✙✦ ✙✦✢ ✯✰✦✧✱✲

✬✣✬✢✤✙✳ ✧ ✤✢✥✧✙✜★✢ ✛✢✭✴✢✮✙✜✣✤ ✣★✢✩ ✙✦✢ ✭✩✣✤✙✩✣✮✢✤✙✩✧✴ ✩✢✥✜✣✤✵ ✥✢✤✢✩✧✙✢✛ ✧✙ ✙✦✢

✰✤✙✢✩✜✣✩ ✶✜✤✥✚✴✧✙✢ ✶✣✩✙✢✷ ✸✰✶✶✹ ✸✛✢✙✢✮✙✜✤✥ ✮✣✥✤✜✙✜★✢ ✮✣✤✭✴✜✮✙ ✧✤✛ ✜✤✜✙✜✧✴✜✺✜✤✥ ✙✦✢

✻✩✢✧✼✜✤✥ ✣✭ ✙✦✢ ✬✢✤✙✧✴ ✘✢✙✹ ✽✾✵ ✿❀ ✧✤✛ ✧ ✪✣✘✜✙✜★✢ ✫✧★✢ ✧✙ ✙✦✢ ✪✧✩✜✢✙✣✮✮✜✪✜✙✧✴ ✢✴✢✮✙✩✣✛✢✘

✥✢✤✢✩✧✙✢✛ ✧✙ ✙✦✢ ✪✧✩✧✦✜✪✪✣✮✧✬✪✧✴ ✥❁✩✚✘ ✸✭✣✩✬✧✙✜✣✤ ✣✭ ✤✣★✢✴ ✧✘✘✣✮✜✧✙✜✣✤✘✹ ✫✦✜✮✦

✧✮✮✣✩✛✜✤✥ ✙✣ ✘✢★✢✩✧✴ ✧✚✙✦✣✩✘ ✬✜✥✦✙ ✻✢ ✧ ✗❂❃✴✜✼✢ ✮✣✬✪✣✤✢✤✙ ✽✿✵ ❄❀❅ ✰✴✙✦✣✚✥✦ ✙✦✢ ✰✶✶

✬✢✛✜✙✧✙✢✘ ✙✦✢ ✘✚✮✮✢✘✘✭✚✴ ✩✢✘✙✩✚✮✙✚✩✜✤✥ ✣✭ ✙✦✢ ✩✢✪✩✢✘✢✤✙✧✙✜✣✤✵ ✙✦✜✘ ✘✜✥✤✧✴ ✫✧✘ ✧✴✘✣

✪✩✢✘✢✤✙ ✫✦✢✤ ✘✚✻❆✢✮✙ ❇❈❉❊ ❋● ❍●■❏❑▲▼▲◆❖▲❖ ✙✦✢ ✪✩✣★✜✛✢✛ ✧✤✘✫✢✩ ✽✾❀❅ ✰ ✩✢✮✢✤✙ ✩✢★✜✢✫

✣✤ ✙✦✢ ✜✤✘✜✥✦✙✭✚✴ ✻✩✧✜✤ ✘✚✥✥✢✘✙ ✙✦✧✙ ✙✦✢ ✢✭✭✢✮✙✜★✢ ✘✫✜✙✮✦ ✣✭ ✙✦✢ ✪✩✣✻✴✢✬✲✘

✩✢✪✩✢✘✢✤✙✧✙✜✣✤ ✘✢✢✬✘ ✙✣ ✛✢✪✢✤✛ ✣✤ ✧ ★✜✘✚✣✘✪✧✙✜✧✴ ✜✤✭✣✩✬✧✙✜✣✤❃✪✩✣✮✢✘✘✜✤✥ ✤✢✙✫✣✩✼ ✽P❀❅

◗✤✘✜✥✦✙❃✴✜✼✢ ✪✦✢✤✣✬✢✤✧ ✜✤ ★✜✘✚✧✴ ✪✢✩✮✢✪✙✜✣✤ ✸❘✢✮✼✢✩ ✮✚✻✢✵ ✙✦✢ ❙✴✛❚❯✣✚✤✥ ✫✣✬✧✤✹

✢✴✜✮✜✙✢✛ ✧ ✘✜✬✜✴✧✩ ✪✧✩✜✢✙✧✴ ✪✣✘✜✙✜★✜✙❁ ✸★✧✩✜✧✤✙ ✣✭ ✙✦✢ ✗❂✹ ✧✙ ✙✦✢ ✬✣✬✢✤✙ ✣✭ ✪✢✩✮✢✪✙✚✧✴

✩✢★✢✩✘✧✴❅ ✖✢✘✢✧✩✮✦✢✩✘ ✚✘✜✤✥ ✬✧✤✚✧✴ ✩✢✘✪✣✤✘✢✘ ✧✘ ✙✜✬✢ ✩✢✭✢✩✢✤✮✢✵ ✣✻✘✢✩★✢✛ ✧ ✪✣✘✜✙✜★✢

✮✣✬✪✣✤✢✤✙ ✻✢✙✫✢✢✤ ❃✾❱❱✬✘ ❃❲❱❱✬✘ ✻✢✭✣✩✢ ✼✢❁ ✪✩✢✘✘✵ ✫✦✜✮✦ ✫✧✘ ✜✤✙✢✩✪✩✢✙✢✛ ✧✘

✜✤✛✜✮✧✙✜✤✥ ✮✣✤✘✮✜✣✚✘ ✩✢✮✣✥✤✜✙✜✣✤ ✣✭ ✧ ✪✢✩✮✢✪✙✚✧✴ ✘✫✜✙✮✦ ✽❳❀❅ ✰✮✮✣✩✛✜✤✥ ✙✣ ❨✣✤✮✦✜✤✲✘

✯✮✣✤✙✢✷✙ ✚✪✛✧✙✜✤✥ ✙✦✢✣✩❁✲✵ ✧ ✩✢✘✙✩✚✮✙✚✩✜✤✥ ✣✭ ✙✦✢ ✬✢✤✙✧✴ ✬✣✛✢✴ ✣✭✙✢✤ ✣✮✮✚✩✘ ✫✦✢✤ ✙✦✢✩✢

✜✘ ✧ ✛✢★✜✧✙✜✣✤ ✭✩✣✬ ✫✦✧✙ ✜✘ ✪✩✢✛✜✮✙✢✛ ✣✩ ✢✷✪✢✮✙✢✛ ✧✤✛ ✜✙ ✜✘ ✮✣✤✮✢✜★✧✻✴✢ ✙✦✧✙ ✜✘

✬✧✤✜✭✢✘✙✢✛ ✻❁ ✙✦✢ ✗❂ ✽❩❱❀❅ ❬✜✬✜✴✧✩ ✩✢✘✚✴✙✘ ✧✩✢ ✢✷✪✢✮✙✢✛ ✜✤ ✙✦✢ ✕✖✗ ✪✜✴✣✙ ✢✷✪✢✩✜✬✢✤✙✘❅

❭ ❪❫❴❵❛❜❝❵❞❡

❢❣❤✐ ❥✐ ❦❧♠♥♦❧ ♣q♠ rs♥t✉sq✈♣✈✉♥q s✇①st✉②sq✈③

◗✤ ✙✦✢ ✭✜✩✘✙ ✢✷✪✢✩✜✬✢✤✙✵ ✭✣✚✩ ✪✧✩✙✜✮✜✪✧✤✙✘ ✸✭✧✬✜✴✜✧✩ ✫✜✙✦ ❬✚✛✣✼✚✹ ✫✢✩✢ ✧✘✼✢✛ ✙✣

✘✣✴★✢ ✙✦✩✢✢ ✪✚✺✺✴✢✘❅ ✰✭✙✢✩ ✢✧✮✦ ✪✚✺✺✴✢ ✙✦✢❁ ✩✢✪✣✩✙✢✛ ✙✦✢ ✙✜✬✢✘ ✙✦✢❁ ✥✣✙ ✘✙✚✮✼ ✻✢✭✣✩✢

✭✜✤✛✜✤✥ ✙✦✢ ✤✢✷✙ ✤✚✬✻✢✩❅ ❬✚✻❆✢✮✙✘✲ ✘✢✴✭ ✩✢✪✣✩✙✘ ✧✤✛ ✩✢✧✮✙✜✣✤ ✙✜✬✢ ✸✖④✹ ✫✢✩✢ ✚✘✢✛ ✭✣✩

✙✦✢ ✛✜✘✙✜✤✮✙✜✣✤ ✻✢✙✫✢✢✤ ✙✢✘✙ ✧✤✛ ✮✣✤✙✩✣✴ ✮✣✤✛✜✙✜✣✤✘❅ ❬✚✻❆✢✮✙✘⑤ ✢✷✪✢✩✜✢✤✮✢ ✣✭ ✬✢✤✙✧✴

✜✬✪✧✘✘✢✘ ✩✢✘✚✴✙✢✛ ✜✤ ✥✩✢✧✙✢✩ ✩✢✧✮✙✜✣✤ ✙✜✬✢✘✵ ✩✢✭✴✢✮✙✜✤✥ ✮✣✤✭✴✜✮✙ ✜✤ ✘✚✻❆✢✮✙✘✲ ✜✤✜✙✜✧✴

✩✢✪✩✢✘✢✤✙✧✙✜✣✤ ✣✭ ✪✣✘✘✜✻✴✢ ✘✣✴✚✙✜✣✤✘❅ ④✦✢✘✢ ✴✧✙✢ ✮✣✩✩✢✮✙ ✩✢✘✪✣✤✘✢✘ ✫✢✩✢ ✮✣✤✘✜✛✢✩ ✧✘ ✙✦✢

✙✢✘✙ ✖✢✪✩✢✘✢✤✙✧✙✜✣✤✧✴ ⑥✪✛✧✙✢ ✶✣✤✛✜✙✜✣✤ ✧✤✛ ✫✢✩✢ ✮✣✬✪✧✩✢✛ ✙✣ ✩✢✘✪✣✤✘✢✘ ✫✜✙✦

✖④⑦❩❱✘✢✮❅ ◗✤ ✙✦✢ ✘✢✮✣✤✛ ✢✷✪✢✩✜✬✢✤✙ ✭✣✚✩ ✪✧✩✙✜✮✜✪✧✤✙✘ ✸✭✧✬✜✴✜✧✩ ✫✜✙✦ ✙✦✢ ✧✩✢✧✹

✭✣✴✴✣✫✢✛ ✧ ✩✣✚✙✢ ✜✤ ✙✦✢ ⑧⑨✰ ✬✚✘✢✚✬ ✸✭✜✥❅❩✹❅ ✰✙ ✭✣✚✩ ✘✙✣✪ ✪✣✜✤✙✘ ✘✚✻❆✢✮✙✘ ✙✣✣✼ ✧ ✘✢✧✙

✧✤✛ ✫✢✩✢ ✧✘✼✢✛ ✙✣ ✩✣✙✧✙✢ ✧✤ ✜✬✧✥✢ ✸✘✦✣✫✜✤✥ ✧ ✙✧✩✥✢✙ ✴✣✮✧✙✜✣✤✹ ✚✘✜✤✥ ✙✦✢ ✧✩✩✣✫ ✼✢❁✘ ✙✣

✧✴✜✥✤ ✜✙ ✫✜✙✦ ✙✦✢✜✩ ✦✢✧✛✜✤✥ ✣✩✜✢✤✙✧✙✜✣✤❅ ◗✤ ✢✧✮✦ ✘✙✣✪ ✪✣✜✤✙ ✭✣✚✩ ✜✬✧✥✢✘ ✩✢✭✢✩✩✢✛ ✙✣ ✙✧✩✥✢✙

✴✣✮✧✙✜✣✤✘ ✣✭ ✙✦✢ ✘✚✩✩✣✚✤✛✜✤✥ ✢✤★✜✩✣✤✬✢✤✙ ✸✢❅✥❅ ❬✣✚✙✦ ⑩✢✤✘✜✤✥✙✣✤✹ ✧✤✛ ✭✣✚✩ ✙✣ ✙✧✩✥✢✙✘

KogWis 2016 - page 254



�✁✂✄☎✁✆ ✝✞☎✟ ☎✟✁ ✞✠✆✡✡� �✡☛☎✁☞ ✌✟✁ ✡☛☎✆✡✡�✍☎✄�✎✁☎ ✏✡��✁✏☎ �✁✑✒✡✠✑✁ ✓✆✁✔✞✄☎✞✡✠

✕✖✗✆✁✎�✁✁✑✘ ✝✄✑ ✟✙✒✡☎✟✁✑✞✚✁ ☎✡ �✁✛☛✞�✁ ✄✠ ☛✒✆✄☎✁ ✡✜ ☎✟✁ ✄✏☎✞✡✠✍✡�✞✁✠☎✁✆ ✁✎✡✏✁✠☎�✞✏

�✁✒�✁✑✁✠☎✄☎✞✡✠ ✝✞☎✟ ✄✂✂✡✏✁✠☎�✞✏ ✞✠✜✡�✢✄☎✞✡✠ ✄✠✆ ✝✄✑ ✏✡✠✑✞✆✁�✁✆ ☎✁✑☎ ✏✡✠✆✞☎✞✡✠ ✝✟✁�✁✄✑

✏✡��✁✏☎ �✡☛☎✁✍�✁✂✄☎✁✆ �✁✑✒✡✠✑✁✑ ✓✂✡✏✄☎✞✡✠✑ ☛✒✆✄☎✁✆ ✝✞☎✟ ✑✁✂✜✍✢✡✔✁✢✁✠☎✘ ✄✑ ✏✡✠☎�✡✂☞

✣✤✥ ✦✧★✧ ✩✪✧✫✬✭✮✭

✯✯✰ ✑✞✎✠✄✂ ✝✄✑ �✁✏✡�✆✁✆ ✝✞☎✟ ☎✟✁ ✯✢✡☎✞✔ ✝✞�✁✂✁✑✑ ✑✙✑☎✁✢ ✓✱✲ ✁✂✁✏☎�✡✆✁✑✘☞ ✌✟✁ ✯✯✰

✝✄✑ ✆✡✝✠✍✑✄✢✒✂✁✆ ✄✠✆ ✳✄✠✆✍✒✄✑✑ ✜✞✂☎✁�✁✆ ✍✗☞✱✴✵✚ ✍✶✷✵✚✍✳✙ ☎✟✁ ✆✁✔✞✏✁☞ ✌✟✁

✒�✡✏✁✑✑✞✠✎ ✑☎✁✒✑ ✝✁�✁ ✏✄��✞✁✆ ✡☛☎ ✡✜✜✂✞✠✁ ☛✑✞✠✎ ✯✯✰✸✹✺ ✄✠✆ ✯✻✼✸✹✺☞ ✽✄☎✄ ✝✁�✁

✜✞�✑☎ ✒�✁✒�✡✏✁✑✑✁✆ ✄✑ ✑☛✎✎✁✑☎✁✆ ✞✠ ☎✟✁ ✢✄✠☛✄✂✾ ☛✑✞✠✎ ✄ ✟✞✎✟✍✒✄✑✑ ✜✞✂☎✁� ✄☎ ✗☞✿ ✵✚ ✄✠✆ ✄

✂✡✝ ✒✄✑✑ ✜✞✂☎✁� ✄☎ ✲✗✵✚ ☎✡ �✁✢✡✔✁ ✟✞✎✟ ✜�✁✛☛✁✠✏✙ ✠✡✞✑✁☞ ✹✠ ❀✠✆✁✒✁✠✆✁✠☎ ✏✡✢✒✡✠✁✠☎

✄✠✄✂✙✑✞✑ ✓❁�☛✠✞✏✄❂ ✜☛✠✏☎✞✡✠✘ ✝✄✑ ✄✒✒✂✞✁✆ ☎✡ ☎✟✁ ✏✡✠☎✞✠☛✡☛✑ ✆✄☎✄☞ ❃☎✁�✁✡☎✙✒✁✆ ✄�☎✞✜✄✏☎✑

✑☛✏✟ ✄✑ ✁✙✁✍✳✂✞✠❄✑ ✄✠✆ ✁✙✁✍✢✡✔✁✢✁✠☎ ✝✁�✁ ✆✁☎✁✏☎✁✆ ✄✠✆ �✁✢✡✔✁✆ ✳✙ ☎✟✁ ✄✂✎✡�✞☎✟✢☞

✻✁✑✒✡✠✑✁✍✂✡✏❄✁✆ ✁✒✡✏✟✑✾ ✜�✡✢ ✍✱✗✗✗✢✑ ✒�✞✡� ☎✡ ❄✁✙✒�✁✑✑ ☛✒ ☎✡ ✿✗✗✢✑ ✄✜☎✁� ✝✁�✁

✳✄✑✁✂✞✠✁ ✏✡��✁✏☎✁✆ ✓✝✟✡✂✁ ✁✒✡✏✟✘☞ ✌�✞✄✂✑ ✝✞☎✟ ✆✁✜✂✁✏☎✞✡✠✑ ✁❅✏✁✁✆✞✠✎ ❆✶✗ ❇❈ ✓✒✁✄❄✍☎✡✍

✒✁✄❄ ✜☛✠✏☎✞✡✠✘ ✝✁�✁ ✢✄�❄✁✆ ✄✠✆ ✁❅✏✂☛✆✁✆ ✜�✡✢ ✜☛�☎✟✁� ✄✠✄✂✙✑✞✑☞ ✯✒✡✏✟✑ ✡✜ ☎✟✁

✆✞✜✜✁�✁✠☎ ✏✡✠✆✞☎✞✡✠✑ ✓✹✟✄❉❊✡✍✹✟✄✘ ✝✁�✁ ✄✔✁�✄✎✁✆ ✑✁✒✄�✄☎✁✂✙☞ ✹ ✂✡✝✍✒✄✑✑ ✜✞✂☎✁� ✝✞☎✟ ✄

✏☛☎✍✡✜✜ ✄☎ ✖✗ ✵✚ ✝✄✑ ✄✒✒✂✞✁✆ ☎✡ ☎✟✁ ✁✒✡✏✟✁✆ ✆✄☎✄ ☎✡ �✁✢✡✔✁ ✜☛�☎✟✁� ✠✡✞✑✁✾ ✜✡✂✂✡✝✞✠✎

☎✟✁ �✁✏✡✢✢✁✠✆✄☎✞✡✠ ✡✜ ☎✟✁ ☎✡✡✂✳✡❅❂✑ ✢✄✠☛✄✂☞ ❋✞✠✄✂✂✙ ✄ ✎�✄✠✆✍✄✔✁�✄✎✁✆ ✝✄✔✁✜✡�✢

✄✏�✡✑✑ ✑☛✳●✁✏☎✑ ✝✄✑ ✒�✡✆☛✏✁✆ ✜✡� ✁✄✏✟ ✳✞✠ ✄✠✆ ✏✟✄✠✠✁✂☞

✣✤✣ ❍■✭❏✫★✭

✌✟✁ ✎�✄✠✆✍✄✔✁�✄✎✁✆ ✝✄✔✁✜✡�✢✑ ✓✜✞✎☞✿✘ ✑✟✡✝ ☎✟✄☎ ☎✟✁ ☎✁✑☎ ✏✡✠✆✞☎✞✡✠ ✁✂✞✏✞☎✁✆ ✎�✁✄☎✁�

✒✡✑✞☎✞✔✁ ✆✁✜✂✁✏☎✞✡✠✑ ✄☎ ☎✟✁ ✜�✡✠☎✡✏✁✠☎�✄✂✾ ☎✁✢✒✡�✄✂ ✄✠✆ ✒✄�✞✁☎✄✂ ✄�✁✄✑☞ ❀✠ ☎✟✁ ❃☛✆✡❄☛

☎✄✑❄ ✒✡✑✞☎✞✔✁ ✆✁✜✂✁✏☎✞✡✠✑ ✝✁�✁ ✡✳✑✁�✔✁✆ ✞✠ ☎✟✁ ✂✁✜☎ ✜�✡✠☎✡✏✁✠☎�✄✂✾ ☎✁✢✒✡�✄✂ ✄✠✆ ✒✄�✞✁☎✄✂

✏✟✄✠✠✁✂✑ ✓❋❑✷✾ ✌▲✾ ✼▲✘ ✄�✡☛✠✆ ✍✴✗✗✢✑☞ ✌✟✁ ✝✄✔✁✜✡�✢✑ ✡✜ ☎✟✁ ✒✡✞✠☎✞✠✎ ☎✄✑❄ ✑✟✡✝✁✆

✒✡✑✞☎✞✔✁ ✆✁✜✂✁✏☎✞✡✠✑ ✞✠ ☎✟✁ ☎✞✢✁ ✝✞✠✆✡✝ ✍✷✗✗✢✑ ☎✡ ✍✿✗✗✢✑✾ ✎�✁✄☎✁� ✄☎ ✁✂✁✏☎�✡✆✁✑ ✡✜ ☎✟✁

�✞✎✟☎ ✟✁✢✞✑✒✟✁�✁ ✓❋❑✴✾ ✌✶✾ ✼✶✘☞ ✸✁✜☎ ✒✄�✞✁☎✄✂ ✒✡✑✞☎✞✔✞☎✙ ✜✡� ☎✟✁ ✒�✡✳✂✁✢✍✑✡✂✔✞✠✎ ☎✄✑❄

✝✄✑ ✁❅✒✁✏☎✁✆ ✑✞✠✏✁ ✒✄☎✞✁✠☎✑ ✝✞☎✟ ✂✁✜☎ ✒✄�✞✁☎✄✂ ✂✁✑✞✡✠✑ ✟✄✔✁ ✆✞✜✜✞✏☛✂☎✞✁✑ ✡✠ ✔✞✑☛✄✂

✏✡✠✑☎�☛✏☎✞✔✁ ☎✄✑❄✑☞ ▼✟✁�✁✄✑ ☎✟✁ ✆✞✜✜✞✏☛✂☎✞✁✑ ✡✜ �✞✎✟☎ ✒✄�✞✁☎✄✂ ✂✡✳✁ ✒✄☎✞✁✠☎✑ ✞✠ ✒✁�✏✁✞✔✞✠✎

✑✒✄☎✞✄✂ �✁✂✄☎✞✡✠✑ ✄✢✡✠✎ ☎✟✞✠✎✑ ✄✠✆ ☎✟✁✞� ☎✁✠✆✁✠✏✙ ✡✜ ✎✁☎☎✞✠✎ ✂✡✑☎ ●☛✑☎✞✜✞✁✑ ☎✟✁ ✎�✁✄☎✁�

�✞✎✟☎ ✒✄�✞✁☎✄✂ ✒✡✑✞☎✞✔✞☎✙ ✞✠ ☎✟✁ ✡�✞✁✠☎✄☎✞✡✠ ☎✄✑❄ ◆✱✱❖☞ ✌✟✁ ✒✄�✞✁☎✄✂ ✒✡✑✞☎✞✔✞☎✙ ✒�✡✳✄✳✂✙

✑✞✎✠✄✂✑ ☎✟✁ ✁✜✜✁✏☎✞✔✁ ☎�✄✠✑✜✡�✢✄☎✞✡✠ ✡✜ ☎✟✁ �✁✒�✁✑✁✠☎✄☎✞✡✠P ✞✠ ❃☛✆✡❄☛✾ �✁✜✂✁✏☎✞✠✎ ☎✟✁

✢✡✢✁✠☎ ✡✜ �✁✑☎�☛✏☎☛�✞✠✎ ☎✟✁ �✁✒�✁✑✁✠☎✄☎✞✡✠ ✡✜ ✁✂✁✢✁✠☎✑❂ ✑✁✛☛✁✠✏✁✑ ✄✜☎✁� ✢✁✠☎✄✂

✜✞❅✄☎✞✡✠ ✄✠✆ ✞✠ ☎✟✁ �✁✡�✞✁✠☎✄☎✞✡✠ ☎✄✑❄ ☛✒✆✄☎✞✠✎ ✡✜ ☎✟✁ ✏☛��✁✠☎ �✁✒�✁✑✁✠☎✄☎✞✡✠ ✝✞☎✟

✑✒✄☎✞✄✂ ✞✠✜✡�✢✄☎✞✡✠ ✡✜ ☎✟✁ ✡☛☎✆✡✡� ✁✠✔✞�✡✠✢✁✠☎✾ ✝✟✞✏✟ ✆✡✁✑ ✠✡☎ ✡✏✏☛� ✄☛☎✡✢✄☎✞✏✄✂✂✙

✝✞☎✟ ✑✁✂✜✍✢✡✔✁✢✁✠☎☞

◗ ❘❙❚❯ ❱❲ ❳❚❙❨❚❩❬❬

✌✟✁ �✁✑✁✄�✏✟ ✛☛✁✑☎✞✡✠ ☎✟✄☎ ☎✟✞✑ ✼✟✽ ☎✟✁✑✞✑ ✞✑ ☎�✙✞✠✎ ☎✡ ✄✠✑✝✁� ✞✑ ☎✟✁ ✜✡✂✂✡✝✞✠✎❭ ❀✜ ☎✟✁�✁

✞✑ ✄ ✆✞✑☎✞✠✏☎ ✒✄☎☎✁�✠ ✡✜ ✳�✄✞✠ ✄✏☎✞✔✞☎✙ �✁✜✂✁✏☎✞✠✎ ☎✟✁ ✹✟✄❪✢✡✢✁✠☎ ✡✜ ☎✟✁ �✁✒�✁✑✁✠☎✄☎✞✡✠✄✂

KogWis 2016 - page 255



�✁✂✄☎✆✝ ☎✞✆✟ ✠✞✄☎ ✄✡✆ ☎✞✆ ☛☞✌�✍✌✁✄☎☞✄✎ ✏✍✟✂☞☎☞✍✟ ☎✞✄☎ ✑✄✒ ✆✟✓✆✟✂✆✡ ☎✞☞✌ ✔✑✆✟☎✄✎ ✆☛✆✟☎

✕✖ ✗☞✟✏✆ ☎✞✆ ✁☞✎✍☎ ✆✘✁✆✡☞✑✆✟☎✌ ✌�✓✓✆✌☎ ☎✞✄☎ ☎✞✆ ✙✚✛✎☞✜✆ ✏✍✑✁✍✟✆✟☎ ✑☞✓✞☎ ☞✟✂✆✆✂ ✡✆✢✎✆✏☎

☎✞✆ ✡✆✌☎✡�✏☎�✡☞✟✓ ✍✢ ✏�✡✡✆✟☎ ✑✆✟☎✄✎ ✡✆✁✡✆✌✆✟☎✄☎☞✍✟✌✝ ☎✞☞✌ ✌☞✓✟✄☎�✡✆ ✏✄✟ ✌✆✡☛✆ ✄✌ ✄✟

☞✟✂☞✏✄☎✍✡ ✍✢ ☎✞✆ ✣✞✄ ✑✍✑✆✟☎✤ ✥�✡✡✆✟☎✎✒✝ ✦ ✄✑ ✂✆✌☞✓✟☞✟✓ ✄ ✌✒✟✏✞✡✍✟☞✌✆✂ ✧✧★✩✪✫

✆✘✁✆✡☞✑✆✟☎ ☞✟ ✬✟☞☎✒✚✭ ✠✞✆✡✆ ☎✞✆ ✆☛✍✜✆✂ ✮✡✄☞✟ ✄✏☎☞☛☞☎✒ ✍✢ ☎✆✌☎ ✪✌ ✏✍✟☎✡✍✎ ✏✍✟✂☞☎☞✍✟

✠☞✎✎ ✮✆ ✡✆✏✍✡✂✆✂ ✄✟✂ ✏✍✑✁✄✡✆ ✠✞☞✎✆ ✌�✮✯✆✏☎✌ ✟✄☛☞✓✄☎✆ ✚✭ �✡✮✄✟ ✆✟☛☞✡✍✟✑✆✟☎✌✤

✰✱✲✳ ✴✳ ✵✶✷ ✸✹✺✻✼✽✾✿❀ ✽✼ ❁❂❃✽❄❂ ❅✼❆✾❀❇ ✾✽✸❈ ✹❉❃ ✶✻✽✾❆✻❉❇✹❇❆✽❉ ❅❀✻❊✽❉❃ ✾✽✸❈ ✻❋●✻✾❆✿✻❉❇❀❍

■❏❑▲▼◆❖P◗❘❙P▲❚❯❱ ❲✞☞✌ ✠✍✡✜ ✞✄✌ ✮✆✆✟ ✁✄✡☎☞✄✎✎✒ ✌�✁✁✍✡☎✆✂ ✮✒ ☎✞✆ ★✡✆✆✜ ✗☎✄☎✆

✗✏✞✍✎✄✡✌✞☞✁ ❳✍�✟✂✄☎☞✍✟✤

❨❩❬❩❭❩❪❫❩❴

❵❍ ❛❂✽ ❜❝ ❞❆❄❆ ❡❍ ❢❂❉❊❇❆✽❉ ✽✼ ❣❆●●✽❊✹✿●❂❀ ❆❉ ❤❆❉❀❆✐❣❇❤ ✽✼ ●✾✽❥❦✻✿ ❀✽❦✺❆❉✐❍ ❧❆●●✽❊✹✿●❂❀❍
❵♠❝♠❵♥♦♣♠❅♣qq♠❈

♣❍ r✹❦❦✻✾ s❝ ❧✽❃✐❀✽❉ ✵❍ t✾✹❉❀❆✻❉❇ ✹❉❃ ✵❉❃❂✾❆❉✐ ❁●✹❇❆✹❦ ✶✻●✾✻❀✻❉❇✹❇❆✽❉❀ ❂❉❃✻✾ s❆❀✽✾❆✻❉❇✹❇❆✽❉

✹❉❃ ❁✻❦✼♦✶✽❇✹❇❆✽❉❍ ❜✽❂✾❉✹❦ ✽✼ ✵❋●✻✾❆✿✻❉❇✹❦ ✷❀✉❊❣✽❦✽✐✉✈ ❛✻✹✾❉❆❉✐❝ ✇✻✿✽✾✉❝ ✹❉❃ ①✽✐❉❆❇❆✽❉❍
♠♣❅②❈❝③♥④♦③♣❅♣qq♥❈

♠❍ r✹❉✐ ✶❢❝ ⑤✾✽❊❄✿✽❦✻ ❜✶❍ ❁❆✿❂❦❇✹❉✻✽❂❀ ❀●✹❇❆✹❦ ❂●❃✹❇❆❉✐ ❆❉ ❉✻❀❇✻❃ ✻❉✺❆✾✽❉✿✻❉❇❀❍ ✷❀✉❊❣✽❉

⑤❂❦❦ ✶✻✺❍ ❵q❅②❈❝⑥③❵♦♥❅♣qq♠❈
②❍ ⑤❂✾✐✻❀❀ ❞❍ ❁●✹❇❆✹❦ ✿✻✿✽✾✉✈ ❣✽✸ ✻✐✽❊✻❉❇✾❆❊ ✹❉❃ ✹❦❦✽❊✻❉❇✾❆❊ ❊✽✿❥❆❉✻❍ t✾✻❉❃❀ ❆❉ ①✽✐❉❆❇❆✺✻
❁❊❆✻❉❊✻❀❍ ❵q❅❵♣❈❝⑦⑦❵♦④ ❅♣qq♥⑧❈

⑦❍ ⑨❆❂ ❜❝ ❛❆ ❧❝ ❛❂✽ ⑩❝ ①❣✻❉ ❶❝ ❷❣✹❉✐ ❢❝ ❷❣✹❉✐ ❜❝ ✻❇ ✹❦❍ ⑤✾✹❆❉ ✿✻❊❣✹❉❆❀✿ ✽✼ ❊✽✐❉❆❇❆✺✻ ❊✽❉✼❦❆❊❇

❆❉ ✹ ✐❂✻❀❀❆❉✐ ①❣❆❉✻❀✻ ❦✽✐✽✐✾❆●❣ ❇✹❀❄❍ ❞✻❂✾✽✶✻●✽✾❇❍ ❵④❅♥❈❝♥④⑥♦③♣ ❅♣qq♥❈
♥❍ r✹❉✐ t❝ ❷❣✹❉✐ ⑨❝ ❛❆ ❧❝ ⑨❆❂ ❜❝ t❂ ❁❝ ⑩❂ ①❍ t❣✻ ❇❆✿✻ ❊✽❂✾❀✻ ✽✼ ①❣❆❉✻❀✻ ✾❆❃❃❦✻❀ ❀✽❦✺❆❉✐✈
✵✺❆❃✻❉❊✻ ✼✾✽✿ ✹❉ ✵✶✷ ❀❇❂❃✉❍ ⑤✻❣✹✺❆✽❂✾✹❦ ⑤✾✹❆❉ ✶✻❀✻✹✾❊❣❍ ❵⑥⑥❝♣④③♦③♣ ❅♣qq⑥❈

④❍ ⑨❆❂ ❜❝ ❷❣✹❉✐ ⑨❍ ❸❶❣✹❹❺ ✻✼✼✻❊❇❀ ❆❉ ✹ ✐❂✻❀❀❆❉✐ ①❣❆❉✻❀✻ ❦✽✐✽✐✾❆●❣ ❇✹❀❄✈ ❶❉ ✻✺✻❉❇♦✾✻❦✹❇✻❃
●✽❇✻❉❇❆✹❦ ❀❇❂❃✉❍ ①❣❆❉ ❁❊❆ ⑤❂❦❦❍ ⑦♠❅♠❈❝ ♠③②♦⑥❵❅♣qq③❈

③❍ ❁❣✻❉ r❝ ❛❂✽ ❜❝ ❛❆❂ ①❝ ⑩❂✹❉ ⑩❍ ❞✻✸ ✹❃✺✹❉❊✻❀ ❆❉ ❇❣✻ ❉✻❂✾✹❦ ❊✽✾✾✻❦✹❇✻❀ ✽✼ ❆❉❀❆✐❣❇✈ ❶ ❃✻❊✹❃✻

❆❉ ✾✻✺❆✻✸ ✽✼ ❇❣✻ ❆❉❀❆✐❣❇✼❂❦ ❥✾✹❆❉❍ ①❣❆❉✻❀✻ ❁❊❆✻❉❊✻ ⑤❂❦❦✻❇❆❉❍ ⑦③❅❵♠❈❝❵②⑥④♦⑦❵❵❅♣q❵♠❈
⑥❍ ❡✽✾❉✿✻❆✻✾ ❜❝ ⑤✹❊❣ ✇❍ ❶✿❥❆✐❂✽❂❀ ✼❆✐❂✾✻❀ ❻ r❣✹❇ ❣✹●●✻❉❀ ❆❉ ❇❣✻ ❥✾✹❆❉ ✸❣✻❉ ●✻✾❊✻●❇❆✽❉
❊❣✹❉✐✻❀ ❥❂❇ ❉✽❇ ❇❣✻ ❀❇❆✿❂❦❂❀❍ ❢✾✽❉❇❆✻✾❀ ❆❉ ❧❂✿✹❉ ❞✻❂✾✽❀❊❆✻❉❊✻❍ ♥ ❅♣q❵♣❈

❵q❍s✽❉❊❣❆❉ ✵❍ ❁❂✾●✾❆❀✻❹❼ ❁❂✾●✾❆❀✻❽ ✷❀✉❊❣✽●❣✉❀❆✽❦✽✐✉❍❵③❅⑦❈❝②⑥♠♦⑦❵♠❅❵⑥③❵❈
❵❵❍s❂❃❊❣✻❉❄✽ ✷❶❍ r❣✉ ✷✻✽●❦✻ ❾✻❇ ❛✽❀❇❍ ❿❋✼✽✾❃ ➀❉❆✺✻✾❀❆❇✉ ✷✾✻❀❀❝ ❿❋✼✽✾❃ ❅♣q❵q❈

KogWis 2016 - page 256



�✁✂ ✄☎✆✝✞✂✁✂✟✠✡☎✟ ☎☛ ☞✂✞✌✍✎ ✏☎✑✂✠✒

✓ ☞✡✠✔✍✎✕✖☎✞✎✗ ✠✘✔✗✙

✚✛✜✢✛ ✣✤✢✛✥✦ ✧ ★✩✥✦✪✫ ✬✭ ✮✥✢✤✯✦

✣✣✰ ✱ ✬✲✳✫✴✯✴✩✥ ✵✶✴✥✫✶✥
✷✫✴✩✥✢✤✴✯✸✯ ✮✢✥✴✹✜✢✳

✺✻✼✽✾✿❀✽❁ ❂❃❄❃❅❆❇ ❈❉❊❋●❃❈ ❍❆❄❃ ❅❃■❏❅❉❃❋ ❑❆▲●❇●❉❆❉●❏▼◆❃❑❑❃▲❉❈ ❑❏❅ ❉❍❃
▲❏❖■❅❃❍❃▼❈●❏▼ ❏❑ ❄❃❅P❆❇ ◗❏❘❃❈❙ ❚❏ ❑❊❅❉❍❃❅ ●▼❄❃❈❉●❯❆❉❃ ❉❍❃❈❃ ❑●▼❋●▼❯❈❱ ❉❍❃
❑❏❇❇❏❲●▼❯ ❈❉❊❋❳ ❊❈❃❋ ❆ ❨●❈❊❆❇◆❩❏❅❇❋◆❬❆❅❆❋●❯❖ ❉❏ ❆▼❆❇❳❭❃ ❉❍❃ ❉●❖❃◆▲❏❊❅❈❃ ❏❑
◗❏❘❃ ▲❏❖■❅❃❍❃▼❈●❏▼ ▲❏❖■❆❅❃❋ ❉❏ ❏❉❍❃❅ ❆❖P●❯❊❏❊❈ P❊❉ ▼❏▼◆❑❊▼▼❳ ❈❉❏❅●❃❈❙ ❚❍❃❅❃
❲❃❅❃ ▼❏ ❈●❯▼●❑●▲❆▼❉ ❋●❑❑❃❅❃▼▲❃❈ ●▼ ❉❍❃ ❉❃❖■❏❅❆❇ ❑●❪❆❉●❏▼◆■❆❉❉❃❅▼❈ P❃❉❲❃❃▼ ❉❍❃
❉❲❏ ❉❃❪❉ ▲❆❉❃❯❏❅●❃❈❱ P❊❉ ◗❏❘❃◆■❊▼▲❍❇●▼❃❈ ❃❇●▲●❉❃❋ ❆ ❇❏❲❃❅ ❈❲●❉▲❍●▼❯ ■❅❏P❆P●❇●❉❳
P❃❉❲❃❃▼ ❉❍❃ ■●▲❉❊❅❃❈❙ ❚❍❃ ❅❃❈❊❇❉❈ ❈❊❯❯❃❈❉ ❉❍❆❉ ❉❍❃ ❑❆▲●❇●❉❆❉●❏▼ ❃❑❑❃▲❉ ●▼ ◗❏❘❃❈ ▲❆▼
P❃ ❆❉❉❅●P❊❉❃❋ ❉❏ ❆ ❍●❯❍❃❅ ❇❃❄❃❇ ❏❑ ▲❃❅❉❆●▼❉❳ ❆P❏❊❉ ❉❍❃ ◗❏❘❃ ●▼❉❃❅■❅❃❉❆❉●❏▼ ▲❆❊❈❃❋
P❳ ❆▼ ❆❑❑❃▲❉●❄❃ ❑❃❃❋P❆▲❘❙

❫❴❵❛❜✾❝✼❞ ❡❏❘❃ ❢❏❖■❅❃❍❃▼❈●❏▼❱ ❨❃❅P❆❇ ❣❊❖❏❅❱ ❨●❈❊❆❇◆❩❏❅❇❋◆❬❆❅❆❋●❯❖❙

❤ ✐❥❦❧♠♥♦♣❦q♠❥

r✲✤✯ ✩✥✢✹✛✦ s✲t✥✤ ✛✢✥ ✹✜✴✦✯ ✛✢✲✜✫✉ ✛ ✈✴✤✜✫✉✥✢✤✯✛✫✉✴✫✳✭ ✣✫✶✲✫✳✢✜✴✯✪ ✯✇✥✲✢✴✥✤ ✲①
s✲t✥ ✶✲✈②✢✥✇✥✫✤✴✲✫ ✇✲✦✉ ✯✇✛✯ ①✜✫✫✪ ✯✥③✯✤ ✶✲✫✤✴✤✯ ✲① ✛ ✶✲✫✯✥③✯ ✯✇✛✯ ✤✇✛②✥✤ ✯✇✥ ✢✥✛✉✥✢✤④
✥③②✥✶✯✛✯✴✲✫✤ ✛✹✲✜✯ ✯✇✥ ✯✲②✴✶ ✛✫✉ ✛✹✲✜✯ ✛ ✦✴t✥✦✪ ✶✲✫✯✴✫✜✛✯✴✲✫ ✲① ✯✇✥ ✯✥③✯✭ ✣✫ ✯✇✥
✤✜✹✤✥⑤✜✥✫✯ ②✜✫✶✇✦✴✫✥ ⑥✤✥✥ ✮✴✳✭ ⑦⑧⑨ ✯✇✴✤ ✥③②✥✶✯✛✯✴✲✫ ✴✤ ✉✴✤✶✲✫①✴✢✈✥✉ ✛✫✉ ✯✇✥ ✤✴✯✜✛✯✴✲✫
✈✲✉✥✦ ✲① ✯✇✥ ✯✥③✯ ✫✥✥✉✤ ✯✲ ✹✥ ✜②✉✛✯✥✉✭

⑩✲ ✯✥✤✯ ✯✇✴✤ ✈✲✉✥✦⑨ ✛ ✫✜✈✹✥✢ ✲① ✤✯✜✉✴✥✤ ✛✫✛✦✪❶✴✫✳ ✢✥✛✉✴✫✳ ✯✴✈✥✤ ①✲✢ ✩✥✢✹✛✦ s✲t✥✤
✇✛✩✥ ✹✥✥✫ ✶✲✫✉✜✶✯✥✉✭ ✮✲✢ ✥③✛✈②✦✥⑨ ❷✥ ✢✥②✲✢✯✥✉ ①✛✶✴✦✴✯✛✯✴✲✫ ①✲✢ ✩✥✢✹✛✦ s✲t✥✤ ✜✤✴✫✳ ✥✪✥
✈✲✩✥✈✥✫✯ ✈✲✫✴✯✲✢✴✫✳ ✉✜✢✴✫✳ ✢✥✛✉✴✫✳ ⑥✮✥✢✤✯✦⑨ ✣✤✢✛✥✦⑨ ✧ ❸✜✯❶✛✢⑨ ❹❺⑦❻⑧✭ ❼✥ ✛✢✳✜✥✉ ✯✇✛✯
✯✇✥ ✇✜✈✲✢✲✜✤ ✶✲✫✯✥✫✯ ✲① s✲t✥✤ ②✢✲✩✴✉✥✤ ✈✥✯✛✶✲✳✫✴✯✴✩✥ ①✥✥✉✹✛✶t ✛✹✲✜✯ ✯✇✥
✶✲✈②✢✥✇✥✫✤✴✲✫ ✤✜✶✶✥✤✤⑨ ✴✫①✦✜✥✫✶✴✫✳ ✢✥✢✥✛✉✴✫✳ ✤✯✢✛✯✥✳✴✥✤ ✈✲✢✥ ✯✇✛✫ ✴✈✈✥✉✴✛✯✥
✶✲✈②✢✥✇✥✫✤✴✲✫ ②✢✲✶✥✤✤✥✤✭

⑩✇✥ ①✲✦✦✲❷✴✫✳ ✈✛✤✯✥✢ ✯✇✥✤✴✤ ✴✤ ✯✢✪✴✫✳ ✯✲ ✩✛✦✴✉✛✯✥ ✯✇✴✤ ①✥✥✉✹✛✶t ✇✪②✲✯✇✥✤✴✤ ✛✫✉
✛✦✤✲ ❷✛✫✯✤ ✯✲ ✴✫✩✥✤✯✴✳✛✯✥ ✇✲❷ ✯✇✥ ✛①①✥✶✯✴✩✥ ✶✲✈②✲✫✥✫✯ ✶✲✜✦✉ ①✛✶✴✦✴✯✛✯✥ ✯✇✥ ②✢✲✶✥✤✤✴✫✳
✲① s✲t✥✤✭ ⑩✲ ✥✩✛✦✜✛✯✥ ✯✇✥ ✶✲✫✯✥✫✯ ✲① ✶✲✈②✢✥✇✥✫✤✴✲✫⑨ ✢✛✯✇✥✢ ✯✇✛✫ ✶✲✈②✢✥✇✥✫✤✴✲✫
✉✴①①✴✶✜✦✯✪⑨ ✯✇✥ ②✢✥✤✥✫✯ ✤✯✜✉✪ ✥✈②✦✲✪✥✉ ✛ ✩✴✤✜✛✦ ❷✲✢✦✉ ②✛✢✛✉✴✳✈ ⑥❽✜✥✯✯✴✳⑨ ❾✲✈✈✥✢✤⑨ ✧
r✥✪✥✢⑨ ❹❺⑦⑦❿ ➀✲❷✛✯✶✇⑨ ❼✇✛✦✥✫ ✧ ❸✥③✈✛✫⑨ ❹❺⑦➁⑧⑨ ✴✫ ❷✇✴✶✇ ✛✦✯✥✢✫✛✯✴✩✥ ✤✴✯✜✛✯✴✲✫
✈✲✉✥✦✤ ✛✢✥ ✢✥②✢✥✤✥✫✯✥✉ ②✴✶✯✲✢✴✛✦✦✪✭ ⑩✇✴✤ ✈✥✯✇✲✉ ✶✛✫ ✳✴✩✥ ✛✫ ✴✫✤✴✳✇✯ ✴✫✯✲ ✯✇✥ ✯✥✈②✲✢✛✦
②✢✲✶✥✤✤✴✫✳ ②✛✯✯✥✢✫✤ ✲① ✯✇✥ ✯❷✲ ✉✴①①✥✢✥✫✯✴✛✦ ✤✴✯✜✛✯✴✲✫ ✈✲✉✥✦✤✭ ⑩✲ ✉✴✤✥✫✯✛✫✳✦✥ ✯✇✥

KogWis 2016 - page 257



�✁✁✂✄☎✆✝✂ ✄✞✟✠✞✡✂✡☎ ✞✁ ☛✞☞✂ ✄✞✟✠✌✂✍✂✡✎✆✞✡ ✁✌✞✟ ✄✞✏✡✆☎✆✝✂ ✌✂✝✆✎✆✞✡ ✠✌✞✄✂✎✎✂✎✑ ✎☎✞✌✆✂✎

✒✂✌✂ ✆✡✄✓✔✕✂✕ ✒✍✆✄✍ ✌✂✖✔✆✌✂✕ ☎✍✂ ✔✠✕�☎✆✡✏ ✞✁ � ✎✆☎✔�☎✆✞✡ ✟✞✕✂✓ ✒✆☎✍✞✔☎ ✗✂✆✡✏ ✁✔✡✡✘

✙✚✂✝✆✎✆✞✡ ✛☎✞✌✆✂✎✑ ✄✁✜ ✢✔✡✏✂✌✑ ✛✆✂✗✣✌✏✂✌ ✤ ✥✂✌✎☎✓✑ ✦✧✧★✩✜

✪✫✬✭✮✫ ✯✰ ✱✮✲ ✳✴✵ ✶✴✬✷✸

✹✺✱✻ ✱✴✼✫ ✴✵✵ ✯✱✫✲✫ ✽✰✾✫✿ ✲✯✰✳✳✫❀ ✷✱✴✲✮✿❁ ✴❂✯✫✬ ✻✰❃ ✵✴✯✫✵✻❄❅ ❆❇✰❈✫❉

✹❊✬✫✴✯ ✯✱✴✯ ✻✰❃❋✼✫ ✾✴✿✴❁✫❀ ✯✰ ✲✯✴✻ ✽✮✯✱✮✿ ✯✱✫ ✵✴✽ ✵✴✯✫✵✻●❅ ❆✬✫✼✮✲✮✰✿❉

✶✴✬✷✸ ✹✺✫✵✵❍ ✵✮❂✫ ✴✲ ✴ ✳✮✷❈✳✰✷❈✫✯ ✯❃✬✿✫❀ ✰❃✯ ✯✰ ✭✫ ✯✰✰ ✬✮✲❈✻ ✮✿ ✯✱✫ ✵✰✿❁ ✬❃✿●❅

■❏❑▲▼◆ ❖P ◗❘✴✾✳✵✫ ✲✯✮✾❃✵✮ ❂✰✬ ✯✱✫ ❇✰❈✫ ✷✰✿❀✮✯✮✰✿ ✴✿❀ ✮✯✲ ✷✰✿✯✬✰✵ ✯✫❘✯● ❙✱✫ ✯✫❘✯ ✾✴✯✫✬✮✴✵✲ ✴✬✫

✯✬✴✿✲✵✴✯✫❀ ❂✬✰✾ ✯✱✫ ✰✬✮❁✮✿✴✵ ❊✫✬✾✴✿●

✥✞✌ ✗✞☎✍ ✂❚✠✂✌✆✟✂✡☎�✓ ☎✂❚☎✎✑ ✒✂ ✂❚✠✂✄☎✂✕ ☎✍✂ ✝✆✂✒✆✡✏ ✠�☎☎✂✌✡✎ ✕✔✌✆✡✏ ☎✍✂ ✄✞✡☎✂❚☎

�✡✕ ✠✔✡✄✍✓✆✡✂ ✠✌✂✎✂✡☎�☎✆✞✡✎ ☎✞ ✗✂ ✌✂✝✂✌✎✂✕❯ ✒✍✆✓✂ ✓✞✡✏✂✌ ✝✆✂✒✆✡✏ ☎✆✟✂✎ ✁✞✌ ☎✍✂

✄✞✟✠✂☎✆☎✞✌ ✒✂✌✂ ✂❚✠✂✄☎✂✕ ✕✔✌✆✡✏ ☎✍✂ ✄✞✡☎✂❚☎ ✠✌✂✎✂✡☎�☎✆✞✡✑ ☎✍✂ ☎�✌✏✂☎ ✒�✎ ✂❚✠✂✄☎✂✕ ☎✞

✗✂ ✝✆✂✒✂✕ ✟✞✌✂ ✕✔✌✆✡✏ ☎✍✂ ✠✔✡✄✍✓✆✡✂ ✠✌✂✎✂✡☎�☎✆✞✡✜ ✥✔✌☎✍✂✌✟✞✌✂✑ ✒✂ ✂❚✠✂✄☎✂✕ �

✌✂✠✓✆✄�☎✆✞✡ ✞✁ ☎✍✂ ☛✞☞✂ ✁�✄✆✓✆☎�☎✆✞✡ ✂✁✁✂✄☎❯ ✆☎ ✒�✎ ✍✘✠✞☎✍✂✎✆❱✂✕ ☎✍�☎ � ✁�✄✆✓✆☎�☎✆✞✡ ✒✞✔✓✕

✂✆☎✍✂✌ ✎✍✞✒ ✆☎✎✂✓✁ ✆✡ �✡ ✂�✌✓✆✂✌ ✎✍✆✁☎ ☎✞ ☎✍✂ ☎�✌✏✂☎ ✠✆✄☎✔✌✂ ✞✌ ✆✡ � ✓✞✒✂✌ ✠✌✞✗�✗✆✓✆☎✘ ✞✁

✎✒✆☎✄✍✆✡✏ ✗✂☎✒✂✂✡ ☎✍✂ ✠✆✄☎✔✌✂✎ ✆✡ ☛✞☞✂✎ ✄✞✟✠�✌✂✕ ☎✞ ✌✂✝✆✎✆✞✡ ✎☎✞✌✆✂✎✜

❲ ❳❨❩❬❭❪❫

❴❵ ☛✞☞✂✎ �✡✕ ❴❵ ✌✂✝✆✎✆✞✡ ✎☎✞✌✆✂✎ ✒✂✌✂ ✎✂✓✂✄☎✂✕ ✁✌✞✟ ✛✆✂✗✣✌✏✂✌ ✂☎ �✓✜ ✙✦✧✧❵✩✜ ❛✍✂✎✂

✂❚✠✂✌✆✟✂✡☎�✓ ✎☎✞✌✆✂✎ �✡✕ ☎✍✂✆✌ ✄✞✍✂✌✂✡☎ ✄✞✡☎✌✞✓ ✎☎✞✌✆✂✎ ✒✂✌✂ ✌✂✄✞✌✕✂✕ ✔✎✆✡✏ �✡

�✔☎✞✟�☎✆✄ ✎✠✂✂✄✍ ✠✌✞✕✔✄☎✆✞✡ ✎✘✎☎✂✟ ☎✞ ✟✆✡✆✟✆❱✂ ✠✌✞✎✞✕✆✄ ✄✔✂✎✜ ✥✞✌ ✂�✄✍ ☎✂❚☎ ✆☎✂✟

☎✍✌✂✂ ✗✓�✄☞ �✡✕ ✒✍✆☎✂ ✓✆✡✂ ✕✌�✒✆✡✏✎ ✒✂✌✂ ✄✌✂�☎✂✕ ✙✎✂✂ ✥✆✏✜ ❴✩✜ ❛✍✂ ✝✆✎✔�✓ ✎☎✆✟✔✓✆

✄✞✡✎✆✎☎✂✕ ✞✁ � ☎�✌✏✂☎❜✠✆✄☎✔✌✂✑ ✌✂✠✌✂✎✂✡☎✆✡✏ ☎✍✂ ✆✡☎✂✡✕✂✕ ✟✂�✡✆✡✏ ✞✁ ☎✍✂ ✎☎✞✌✘✑ �✡

✔✡✌✂✓�☎✂✕ ✕✆✎☎✌�✄☎✞✌✑ �✡✕ ✞✡✂ ✄✞✟✠✂☎✆☎✞✌ ☎✍�☎ ✌✂✁✓✂✄☎✂✕ ☎✍✂ ✎�✓✆✂✡☎ ✆✡☎✂✌✠✌✂☎�☎✆✞✡

✎✔✏✏✂✎☎✂✕ ✗✘ ☎✍✂ ✄✞✡☎✂❚☎ ✎✂✡☎✂✡✄✂ ✁✞✌ ☎✍✂ ✌✂✝✆✎✆✞✡ �✡✕ ☛✞☞✂ ✄✞✡✕✆☎✆✞✡✎✜ ❛✍✂ ✎�✟✂

✠✆✄☎✔✌✂✎ ✒✂✌✂ ✔✎✂✕ ✁✞✌ ☎✍✂ ✂❚✠✂✌✆✟✂✡☎�✓ ☎✂❚☎✎ �✡✕ ☎✍✂✆✌ ✄✞✡☎✌✞✓ ☎✂❚☎✎✜ ❛✍✂ ✠✞✎✆☎✆✞✡ ✞✁

☎✍✂ ✠✆✄☎✔✌✂✎ ✞✡ ☎✍✂ ✎✄✌✂✂✡ ✙�✌✌�✡✏✂✕ ✆✡ � ☎✌✆�✡✏✓✂ �✌✞✔✡✕ � ✁✆❚�☎✆✞✡ ✄✌✞✎✎✩ �✡✕ ☎✍✂ ✞✌✕✂✌
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✒✓ ✝✍✂✟✔☎ ✕☎☛✖✍✝ ✠✏☎✍✗☎☛✠ ✘✙✚ ✖✍✎☎✛ ✙✚ ✁☎✖✍✎☎✜ ✁✟☛✠✂ ✔✟☎✡☎✞ ✂✄☎ ✏✟✆✂☞☛☎✠ ✁�☛ ✓

✠☎✆�✝✞✠✛ ✍✝✞ ✂✄☎✝ ✎✟✠✂☎✝☎✞ ✂� ✂✄☎ ✠✂�☛✟☎✠ ✏☛☎✠☎✝✂☎✞ �✔☎☛ ✄☎✍✞✏✄�✝☎✠✑ ✢✁✂☎☛ ✂✄☎ ☎✝✞ �✁

✂✄☎ ✏☛☎✠☎✝✂✍✂✟�✝✛ ✂✄☎ ✏✟✆✂☞☛☎✠ ☛☎✖✍✟✝☎✞ �✝ ✂✄☎ ✠✆☛☎☎✝ ✁�☛ ✣ ✠☎✆�✝✞✠✛ ✍✁✂☎☛ ✡✄✟✆✄

✏✍☛✂✟✆✟✏✍✝✂✠ ✡☎☛☎ ✏☛�✖✏✂☎✞ ✂� ✏☎☛✁�☛✖ ✍ ✏✟✆✂☞☛☎ ✖✍✂✆✄✟✝✤ ✂✍✠✗✑ ✥✠✟✝✤ ✍ ✖�☞✠☎ ✆✎✟✆✗✛

✂✄☎✦ ✆✄�✠☎ ✂✄☎ ✏✟✆✂☞☛☎ ✂✄✍✂ ✌☎✠✂ ☛☎✏☛☎✠☎✝✂☎✞ ✂✄☎ ✖☎✍✝✟✝✤ �✁ ✂✄☎ ✠✂�☛✦✑ ✧✟✝✍✎✎✦✛

✏✍☛✂✟✆✟✏✍✝✂✠ ☛✍✂☎✞ ✂✄☎ ✁☞✝✝✟✝☎✠✠ �✁ ✂✄☎ ✠✂�☛✦ �✝ ✍ ★✩✏�✟✝✂✩✠✆✍✎☎✑

✪✦☎ ✖�✔☎✖☎✝✂✠ ✡☎☛☎ ✆�✎✎☎✆✂☎✞ ✡✟✂✄ ✍✝ ✪✦☎✎✟✝✗✩✙✫✫✫✩✬✦✠✂☎✖✑ ✪✍✆✄ �✁ ✂✄☎ ✂✄☛☎☎

✏✟✆✂☞☛☎✠ ✡✍✠ ✞☎✁✟✝☎✞ ✍✠ ✍ ✠☎✏✍☛✍✂☎ ✭✝✂☎☛☎✠✂ ✢☛☎✍ ✘✭✢✜ ✁�☛ ✂✄☎ ✍✝✍✎✦✠✟✠ �✁ ✂✄☎

☎✦☎✩✂☛✍✆✗✟✝✤ ✞✍✂✍✑ ✧�☞☛ ✟✝✂☎☛☎✠✂ ✏☎☛✟�✞✠ ✘✭✮✜ ✡☎☛☎ ✞☎✁✟✝☎✞✯ ✓ ✠☎✆�✝✞✠ ✌☎✁�☛☎ ✠✂�☛✦

✏☛☎✠☎✝✂✍✂✟�✝ ✘✬✂✍☛✂✜✛ ✂✄☎ ✞☞☛✍✂✟�✝✠ �✁ ✂✄☎ ✆�✝✂☎✰✂ ✘✱�✝✂☎✰✂✜ ✍✝✞ ✂✄☎ ✏☞✝✆✄✎✟✝☎ ✠☎✝✂☎✝✆☎✠

✘✮☞✝✆✄✎✟✝☎✜✛ ☛☎✠✏✑✛ ✍✝✞ ✣ ✠☎✆�✝✞✠ ✌☎✁�☛☎ ✂✄☎ ✏☛�✖✏✂ ✘✪✝✞✜✑ ✲✄☎ ✞☎✏☎✝✞☎✝✂ ✔✍☛✟✍✌✎☎

✡✍✠ ✂✄☎ ✏☎☛✆☎✝✂✍✤☎ �✁ ✔✟☎✡✟✝✤ ✂✟✖☎ �✝ ☎✍✆✄ ✭✢ ✟✝ ☎✍✆✄ ✭✮✑

✳ ✴✵✶✷✸✹✶

✲✄☎ ☛☎✠✏�✝✠☎✠ ✟✝ ✂✄☎ ✏✟✆✂☞☛☎ ✖✍✂✆✄✟✝✤ ✂✍✠✗✠ ✡☎☛☎ ✺☞✟✂☎ ✍✆✆☞☛✍✂☎ ✘★✙✻✜✑ ✼�✠✂

☎☛☛�☛✠ ✡☎☛☎ ✖✍✞☎ ✟✝ ✂✄☎ ✽�✗☎ ✆�✝✞✟✂✟�✝ ✘✒✓✻✛ ☛✍✝✤☎ ✣✙✻ ✩ ✙✫✫✻✜✑ ✲✄☎ ✁☞✝✝✟✝☎✠✠

☛✍✂✟✝✤✠ ✆�✝✁✟☛✖☎✞ ✂✄☎ ☎✰✏☎☛✟✖☎✝✂✍✎ ✖✍✝✟✏☞✎✍✂✟�✝✛ ✡✟✂✄ ✽�✗☎✠ ✆�✝✠✟✞☎☛☎✞ ✁☞✝✝✟☎☛

✘✼✾✣✑✣✜ ✂✄✍✝ ☛☎✔✟✠✟�✝ ✍✝✞ ✆�✝✂☛�✎ ✠✂�☛✟☎✠ ✘✼✾✙✑✿✜✑

✲✄☎ ✍✝✍✎✦✠✟✠ �✁ ✂✄☎ ☎✦☎ ✂☛✍✆✗✟✝✤ ✞✍✂✍ ✘✠☎☎ ✧✟✤ ✒✜ ✆�✝✁✟☛✖☎✞ ✂✄✍✂ ✂✄☎ ✂✄☛☎☎ ✏✟✆✂☞☛☎✠

✡☎☛☎ ☎✺☞✍✎✎✦ ✠✍✎✟☎✝✂ ✌☎✁�☛☎ ✂✄☎ �✝✠☎✂ �✁ ✂✄☎ ✆�✝✂☎✰✂ ✠☎✝✂☎✝✆☎✑ ✧�☛ ✂✄☎ ☎✰✏☎☛✟✖☎✝✂✍✎

✠✂�☛✟☎✠ ✘☛☎✔✟✠✟�✝ ✍✝✞ ✽�✗☎✜ ✂✄☎ ✆�✖✏☎✂✟✂�☛ ✡✍✠ ✔✟☎✡☎✞ ✖�☛☎ ✞☞☛✟✝✤ ✂✄☎ ✆�✝✂☎✰✂

❀❁❂❃❄❅ ❆❇ ❈❉❊❋❉●❍■❏❉ ❑▲ ❍▼❉ ▲◆❖■❍◆❑● ❍◆P❉◗ ❘❙❊◆●❏ ❍▼❉ ❋❑❙❊◗❉ ❑▲ ❍▼❉ ❍❊◆■❚ ▲❑❊ ❍■❊❏❉❍ ■●❘

❋❑P❯❉❍◆❍❑❊ ❯◆❋❍❙❊❉❱

KogWis 2016 - page 259



�✁✂✄✁✂☎✁✆ ✝� ✁✞✟✁☎✄✁✠✡ ✄☛✁ ☞✌✞✍✄✌✎✂ ✠✏✑✍✄✌✎✂� ✎✂ ✄☛✁ ✄✍✑✒✁✄ ✌✂☎✑✁✍�✁✠ ✓✌✄☛ ✄☛✁

✟✑✁�✁✂✄✍✄✌✎✂ ✎☞ ✄☛✁ ✟✏✂☎☛✔✌✂✁✡ ✍✂✠ ✄☛✁✕ ✓✁✑✁ ✖✍✞✌✖✍✔ ✗✁☞✎✑✁ ✄☛✁ ✟✁✑☞✎✑✖✍✂☎✁ ✎☞ ✄☛✁

✖✍✄☎☛✌✂✒ ✄✍�✘ ✙✚✂✠✛✆ ✜☛✁✑✁ ✓✁✑✁ ✂✎ ✌✂✠✌☎✍✄✌✎✂� ☞✎✑ ✍✂ ✁✍✑✔✌✁✑ �✓✌✄☎☛ ✄✎ ✄☛✁ ✄✍✑✒✁✄

✟✌☎✄✏✑✁ ✌✂ ✢✎✘✁� ☎✎✖✟✍✑✁✠ ✄✎ ✑✁✣✌�✌✎✂ �✄✎✑✌✁�✆ ✜☛✁ ✍✂✍✔✕�✌� ✎☞ ✄☛✁ �✓✌✄☎☛✌✂✒ ✑✍✄✁

�☛✎✓✁✠ ✍ ✄✑✁✂✠ ✄✎✓✍✑✠� ✍ ✔✎✓✁✑ ✟✑✎✗✍✗✌✔✌✄✕ ✎☞ �✓✌✄☎☛✌✂✒ ✗✁✄✓✁✁✂ ✄✍✑✒✁✄ ✍✂✠

☎✎✖✟✁✄✌✄✎✑ ✠✏✑✌✂✒ ✄☛✁ ✟✏✂☎☛✔✌✂✁ �✁✂✄✁✂☎✁� ✌✂ ✢✎✘✁� ☎✎✖✟✍✑✁✠ ✄✎ ✑✁✣✌�✌✎✂ �✄✎✑✌✁� ✙✤
✥
✙✦✛

✧ ★✆✩✪✡ ✟ ✧ ✆✫✩✪✛✆

✬ ✭✮✯✰✱✲✳✴✮✯✳

✵✂ ✍ ✟✑✁✣✌✎✏� ✑✁✍✠✌✂✒ �✄✏✠✕ ✓✁ ✑✁✟✎✑✄✁✠ ✍ ☞✍☎✌✔✌✄✍✄✌✎✂ ☞✎✑ ✢✎✘✁� ✎✣✁✑ ✂✎✂✶☞✏✂✂✕

✄✁✞✄ ☎✍✄✁✒✎✑✌✁� ✍✂✠ ✍✑✒✏✁✠ ✄☛✍✄ ✄☛✌� ✁☞☞✁☎✄ ✖✌✒☛✄ ✖✁ ✠✏✁ ✄✎ ✍ ✖✁✄✍☎✎✒✂✌✄✌✣✁ ☞✁✁✠✗✍☎✘

✄✑✌✒✒✁✑✁✠ ✗✕ ✄☛✁ ✟✁✑☎✁✟✄✌✎✂ ✎☞ ☛✏✖✎✑✆ ✜☛✁ ✟✑✁�✁✂✄ �✄✏✠✕ �☛✎✓� ✄☛✍✄ ✢✎✘✁� ✍✂✠ ✄☛✁

✂✎✂✶☞✏✂✂✕ ✑✁✣✌�✌✎✂� �✄✎✑✌✁� �☛✎✓ �✌✖✌✔✍✑ ✟✍✄✄✁✑✂� ✌✂ ✄☛✁ ✄✁✖✟✎✑✍✔ ✟✑✎☎✁��✌✂✒ ✎☞ ✄☛✁

✍✔✄✁✑✂✍✄✌✣✁ �✌✄✏✍✄✌✎✂ ✖✎✠✁✔�✆ ✜☛✁�✁ ✑✁�✏✔✄� �✏✒✒✁�✄ ✄☛✍✄ ✄☛✁ ☞✍☎✌✔✌✄✍✄✌✎✂ ✁☞☞✁☎✄ ✖✌✒☛✄ ✂✎✄
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❆✝s✞✟❛✠✞✡ Developing the conceptual model of the origin of the idea of future 
scenarios leads to explore Cognitive Sciences (CS) strategies for Futures Stud-
ies (FS). This research will try to answer how scenario planning would benefit 
from CS by reshaping mental models? In other hand, how these explored strate-
gies could develop the future oriented intelligence's machine? This is a vast 
amount of work to be considered. Modeling via abduction, chance-seeking via 
intervention on tacit knowledge, Acquiring useful information via causality 
grouping, Intelligence increase over time and idea blending are just the first ex-
amples, so we have a long way to go. 

❑☛②✇☞✟❞s✌ Cognitive Science; Futures Studies; Mind Structure. 

✶ ■✍✎✏✑✒✓✔✎✕✑✍

Anticipation is increasingly at the heart of urgent contemporary debates, from climate 
change to economic crisis, bringing researchers together from across disciplines. The 
ability to anticipate in complex environments may improve the resilience of societies 
under threat from a global proliferation of agents and forces by articulating insecuri-
ties through anticipatory processes (1).  

Popper (2) shows that three qualitative methods include Literature Review, Expert 
Panel and Scenarios are dominant methodologies tools to do foresight. Scenario 
thinking uses longer and broader views of possible futures to more clearly appreciate 
a world clouded by information overload, rapid change and uncertainty. Human's 
epistemological basis shows natural scenario building ability to tell stories about hu-
man life in the future (3) and a cognitive link to the time-oriented structure of the 
brain for perception. Our decisions about the future depend on how we think the 
world works. Scenarios are based on intuition, but crafted as analytical structures. We 
use Scenario planning artful via learning process to overcome barriers of creative 
thinking (4) via changing mental models for decision making. Scenarios are just dif-
ferent ideas about the future. We use them to guide us in exploring the future, widen-
ing perspectives (5), confronting assumptions, reshaping mental maps, etc. 
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Recently authors developed (6) the conceptual model of the origin of the idea of 
future scenarios by studying; idea ontology, the origin of creative thinking, idea nur-
turing in organizations, shaping the future time, scenario planning and idea’s social 
network (global brain). Thus, on the basis of mind structure’s role in causality blend-
ing of environmental and innate ideas based on copy principal and personal intelli-
gence tools which attempts to use the benefits of the global brain via network collabo-
ration, the new question emerged, hence, the research question that this proposal is 
trying to answer is the following;  

How scenario planning would benefit from CS by reshaping mental models? In 
broader area, what will be CS strategies for FS? In other hand, how these explored 
strategies could develop the future oriented intelligence machine? 

✷ ▼❡t�✁✂✁♦✁✄☎

This paper is a fundamental research type that makes theories for an applied science. 
Its analysis approach has been based on intuition-rational philosophy to explore new 
area of an interdisciplinary science by descriptive manner.  

✸ ▲✆t❡r❛t✉r❡ ✥✆✝❝✉✝✝✆✁✞

✟✳✠ ❈✡❣♥☛☞☛✌✍ ❙✎☛✍♥✎✍ ✭❈❙✏

The scope of the study of cognition is broad; perception, mental representations, 
learning, mechanisms of reasoning, problem solving, intelligence and social psychol-
ogy. CS emerged in the aftermath of World War II, driven by the invention of what 
we now recognize as information processing technologies (7). Today it also draws 
from fields such as philosophy, neuroscience, and anthropology, economics, episte-
mology, and the social sciences generally.  

✟✳✑ ❋✒☞✒✓✍s ❙☞✒✔☛✍s ✭❋❙✏

Futures Studies or Strategic Foresight as its synonym is an interdisciplinary new gen-
eration of scientific attitude toward future that includes continuum from physical and 
biological issues to social and humanities subjects with most focus on technology’s 

future and social changes in order to make desirable and sustainable future. Although 
some assume that FS is just a methodology, but based on more than thousands pro-
jects that successfully have been done in this field to represent a better understanding 
of future situations and taking appropriate actions in present (e.g., RAND and Shell 
(8)), we can demonstrate FS in 6 dimensions include; Presuppositions of the future 
time, Goals and objectives, Methodology, Outputs' materials, Futurists characteristics 
and Foresight horizon. 
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This is a vast amount of work to be considered and we have only sighted the first 
examples from the extended draft of this paper (9), and so have a long way to go. 

4.1 Modeling could help Foresight to be Affordance via Abduction 

4.1.1 Modeling should not be very complicated although optimum level of 

stress is required for acquire attention in cognitive processes.  

4.1.2 Mathematical language could reduce models ambiguity 

4.1.3 FCM as a sample structure of modeling that could benefit FS 

4.2 Chance-Seeking could benefits Foresight to find Wildcards and Weak Signals 

via Intervention on Tacit Knowledge to maximize Abducibility 

4.3 Acquiring Useful Information via the Grouping based on Causality 

4.4 Intelligence increase over time indicate improved Foresight by spending more 

time and use of collective intelligence as a Global Brain 

4.5 Idea Blending and Interdisciplinary view could facilitate intuition of the Future 

Scenarios  

✺ ❈♦✆✝✞✟✄✂♦✆

Ideas and subjects that explained here are just introduction to this research main goal. 
We hope by wider and deeper investigations of CS Strategies for FS, the efficiency 
and the effectiveness of the present efforts to make better futures could be more pro-
ductive. However some explored strategies of CS for FS could help us to develop 
machines that are able to planning for future and doing foresight. 
Modeling could help foresight to be affordance via abduction but it should not be very 
complicated although optimum level of stress is required for acquire attention in cog-
nitive processes. These developed models of FS could use as algorithms in artificial 
intelligence machines by facilitation of mathematical language. Using big data and 
also social network’s recorded data by chance-seeking could benefits foresight in 
finding wildcards and weak signals via intervention on tacit knowledge to maximize 
abducibility and acquiring useful information via the grouping based on causality that 
today by ontological search engines is more easier. Then by collective intelligence as 
a global brain and blending ideas future scenarios could be narrated. 

Thus these artificial intelligence machines could do actions for future in the pre-
sent. This future oriented machine could use big data mining and global brain to get 
actions in the present in order to make better futures or prevent hazards of future un-
certainties. So we can ask them to show us what is required to do now for future. 
Gaming software and Econometrics programs can be a simple example of present 
potential to achieve this future oriented intelligence machine as a science fiction idea. 
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ness, management, economy and marketing and nearly two decades of work experi-
ence as customs expert. During these years he mentored and coached people to estab-
lish their own businesses and work with different cultures, he himself was also CEO 
at an online shopping center. Recently, he designed the Future Time Creation model 
during his Ph.D. theses and is planning to develop the conceptual model of the origin 
of the idea of future scenarios. Based on his experience, training is successful only 
when it leads to the behavioral changes. Our decisions about the future depend on 
how we think the world works. Opportunities are fleeting like clouds, so we should 
discover and seize the good ones. The idea of yesterday is the vision of today and the 
reality of tomorrow. So learn from the past, live for the present, and work for the fu-
ture. 
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