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ABSTRACT
In this paper we try to provoke by teasing the question "if con-
versational user interfaces should be multimodal?". Of course they
should! In decades of research in multimodal HCI excellent ar-
guments can be found. We substantiate our perspective with an
example showing how conversational interaction becomes more
robust and efficient through the use of multimodality.
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1 INTRODUCTION
Conversational User Interfaces (CUI) mimic a conversation with a
real human. For decades, HCI research has been correctly arguing
that natural language is the main interaction modality for conversa-
tional interfaces [3]. However, now that conversational interfaces
are pop up everywhere (almost), the question as to whether the in-
teraction with these interfaces should also be multimodal is treated
a as new research topic on respective conferences. In this paper we
argue why these interfaces should of course support a multimodal
way of interaction.

2 FROM HUMAN TO HUMAN
Taking a step back, we first want to analyze what determines a
conversation between humans. According to [17], no generally
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accepted definition of conversation exists, beyond the fact that
a conversation involves at least two people talking together. [4]
states that conversation is a joint activity in which two or more
participants use linguistic forms and nonverbal signals to communi-
cate interactively. Interpersonal communication is an exchange of
information between two or more people [1]. Accordingly, commu-
nication is considered as the act of conveying meanings from one
entity or group to another through the use of mutually understood
signs, symbols, and semiotic rules. An important part of human
communication is nonverbal communication, which includes body
language, visual language, symbolism, touch, music and various
forms of expressing oneself without words [6]. Humans also use
means of communication in order to make it easier for the commu-
nication partner to understand them. Such communication tools
range from simple signs illustrating what was said to conceptual
models describing complex facts [7]. All in all it can be stated that
human beings communicate multimodal between each other [10].
In this view we argue that also a conversation between humans
must be considered as multimodal.

3 FROM HUMAN TO COMPUTER
Ever since the appearance of the "put-that-there" paradigm [2], mul-
timodal user interfaces have been a subject of intensive scientific
study in the HCI community. So called multimodal dialog systems
have been developed with a wide range of research foci (e.g. [5, 16])
and for a variety of applications [9, 15]. It has been shown that
multimodal interaction can offer advantages compared to unimodal
interaction [12]. Multimodal interfaces allow humans to create in-
puts for a machine in a natural and concise form using the mode or
mixture of modes that most precisely convey the intended meaning
and to adjust this mix to reflect communication needs [11]. This
style of interaction should also increase the intuitiveness of the user
interface [8]. Symmetric multimodality means that all input modes
(speech, gesture, facial expression) are also available for output, and
vice versa. A dialogue system with symmetric multimodality must
not only understand and represent the user’s multimodal input, but
also its own multimodal output [16].

Extensive knowledge about how, why and when multimodality
can be effectively used is already available. Reasons why multi-
modality is still not very widespread today could be the higher
development effort and the lack of experts in the field of multi-
modal HCI. The number of use cases in which supporting different
interaction modalities for human computer interaction is not ap-
propriate should be very small.
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Figure 1: The STREETLIFEmobility app. The conversational
view directly suggests the user a possible utterance ("I want
to go from origin to destination.") which can be understood
by the system

.

It can further be noted that in everyday usage the terms dia-
log and conversation are often used interchangeably and a dialog
can be characterized as a conversation between two participants
[4]. We therefore argue that the research findings in the area of
multimodal dialog systems can be transferred to conversational
HCI in large parts. Conversational user interfaces should make use
of multimodality in order to increase e.g. robustness, efficiency,
accessibility and intuitiveness.

4 FROM THEORY TO PRACTICE
So far we only argued on a theoretical basis. Using a few insights
from our own research, we want to substantiate our demand for
multimodal conversational interaction.

Our previous research showed that users tend to prefer input
modalities with higher efficiency [14]. It was e.g. shown that users
switch from GUI (graphical user interface) to VUI (voice user inter-
face) usage if effort in terms of interaction steps can be saved. Based
on these results we decided to make use of semi-conversational
user interface in several projects (e.g. in [13]). By switching from a
classical GUI to a conversational style of interacting with the user
the efficiency of the interaction can be increased.

As an example Figure 1 shows the conversational view of the
STREETLIFE app [13]. The app is a mobility application supporting
the user to find itineraries from A to B. By tapping the microphone
button the classical GUI (not shown) converts into the (shown) con-
versational view allowing the user to input origin and destination
information via speech. In parallel to spoken input the graphical
elements in the conversational view can be used to customize the
modes of transport and to activate an "avoid accident hot-spots"
feature. As a result of the conversational interaction the proposed
itineraries are presented as a list in the GUI. This style of interaction

exemplifies our demand for a reasonable use of multimodality as
follows:

• for itinerary search a conversational spoken natural lan-
guage input is more efficient then conversational text or
classical GUI input.

• disambiguation for locations can be more efficiently resolved
by means of the GUI, presenting possible options in a list

• the parallel use of the GUI while performing spoken input is
a further advantage of multimodality

• as a part of the GUI, itinerary search results are presented in
a list (not shown).

The semi-conversational user interface of the STREETLIFE app
exemplifies how a conversational interaction style can be smoothly
integrated into a graphical user interface. By using the strengths of
both interfaces (GUI and CUI) the interaction gets more robust and
efficient. According to results from multimodal interaction research
this can also lead to higher user experience [18].

We are aware that the STREETLIFE App only partly supports
our assumption, as it only supports the use of GUI and CUI for a
well defined problem. The multimodal use of the app in different
situation and context was not examined yet.

5 DISCUSSION AND CONCLUSION
Human human conversation is multimodal. A multimodal conver-
sation between a human and a computer should therefore be more
intuitive. Specific information is hard to efficiently integrate into
a CUI, as e.g. a list or pictures can easier be presented within a
GUI. Further, allowing a parallel combination of spoken input and
GUI elements like buttons e.g. increases the input efficiency. Con-
versational user interfaces should be equipped with multimodal
capabilities in order to utilize the advantages of multimodal inter-
action, and thus increase perceived user experience.

Our so far generally formulated position that conversational user
interfaces should be multimodal leads to some open questions such
as: what are the ethical, legal and social consequences if camera
and microphone will be used as standard? How can the vast added
complexity of adding multimodal support be handled from an en-
gineering perspective? How can the context of the interaction be
better taken into account? Can the context of interaction be used
to define suitable multimodal support? As 98% of digital natives
use the internet, will most of the "conversational natives" also use
conversational interfaces, and will context adaptive multimodality
be one of their requirements?

We leave these questions open to generate discussion and possi-
ble topics for future research. As an implication of our STREETLIFE
app research, we would like to generate interest in defining a stan-
dard for different problem and context areas in which a particular
combination of modalities should be used for multimodal CUIs in
order to support the user in the best possible way.
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