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Abstract
Aphasia is a neurological language disorder that can severely impair a person’s language production or comprehension abilities. Due
to the nature of impaired comprehension, as well as the lack of substantial annotated data of aphasic speech, quantitative measures of
comprehension ability in aphasic individuals are not easily obtained directly from speech. Thus, the severity of some fluent aphasia
types has remained difficult to automatically assess. We investigate six proposed features to capture symptoms of fluent aphasia —
three of which are focused on aspects of impaired comprehension ability, and evaluate them on their ability to model aphasia severity.
To combat the issue of data sparsity, we exploit the dissimilarity between aphasic and healthy speech by leveraging word and sentence
representations from a large corpus of non-aphasic speech, with the hypothesis that conversational dialogue contains implicit signifiers
of comprehension. We compare results obtained using different regression models, and present proposed feature sets which correlate
(best Pearson ρ = 0.619) with Western Aphasia Battery-Revised Aphasia Quotient (WAB-R AQ). Our experiments further demonstrate
that we can achieve an improvement over a baseline through the addition of the proposed features for both WAB-R AQ prediction and
Auditory-Verbal Comprehension WAB sub-test score prediction.
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1. Introduction
Aphasia is a neurological language disorder, often resulting
from stroke, that is characterized by language impairments
that affect the production or comprehension of spoken lan-
guage. Although studies have found that frequent and in-
tensive post-stroke rehabilitation for aphasia is most benefi-
cial in the acute stage following a stroke (Laska et al., 2011;
Bhogal et al., 2003), persons with aphasia (PWA) are not
always able to obtain the intensity of treatment they need
during this stage, or even in later chronic stages. Depend-
ing on the location and size of the brain damage acquired,
aphasia type and severity can be incredibly variable, where
a PWA may exhibit a wide range of language deficits and
symptoms. These variations can make it difficult to uni-
formly extract features of aphasia, particularly symptoms
that are not explicitly expressed in a PWA’s speech, such
as comprehension impairments. Nonetheless, accurate pre-
dictive modelling of aphasia severity offers possibilities in
facilitating more personalized and intensive treatment for
aphasic patients.
Within the field of natural language processing, consider-
able previous work has been done in both detecting aphasia
and adapting existing technology to be of better used by
PWAs (Adams et al., 2017; Le et al., 2017; Fraser et al.,
2014a; Fraser et al., 2014b; Thomas et al., 2005; Fraser et
al., 2014c). However, due to the differences in nature of
aphasia types, the primary focus of this research has been
on non-fluent aphasias, which are distinguished predomi-
nately by observable production errors, and are therefore
easier to obtain from narrative elicitations. Fluent apha-
sia, on the other hand, especially fluent aphasias noted by
impairments in comprehension and semantically incoher-
ent speech, are more difficult to observe outside of a con-
versational setting where confirmation of whether a lapse

in comprehension has occurred can be established.
Quality data for aphasia speech is rather limited, since it
takes comparatively more time and effort to find and record
post-stroke aphasic speech than it does for other types of
spoken language data. Likewise, because data regarding
aphasia deals with real people and often needs to include
significant real-life data to be useful, privacy issues be-
come a major concern, as is often the case in medical data.
The basis of the approach in extracting features for aphasia
without significant training data is to leverage the dissimi-
larity of aphasic speech with abundant non-aphasic training
data, using a few proposed methods. With the assumption
that the non-aphasic data offers a survey of healthy speech,
deviation from this speech can be viewed as a symptom of
aphasia. By using non-aphasic speech as a baseline and
computing features through dissimilarity, we create an ap-
proach that does not rely on sizeable training data of apha-
sic speech.
A defining characteristic of many fluent-aphasia types is a
lack of understanding of both written and auditory input.
As previously mentioned, much work has been performed
on identifying features suitable for non-fluent aphasia, fo-
cusing on relatively surface level features, such as word fre-
quency and speed of speech. Fluent aphasia, on the other
hand, will often differ less from non-aphasic speech than
the non-fluent varieties of aphasia, and is instead charac-
terized by a lack of semantic coherency and deteriorated
comprehension abilities. Therefore, to capture comprehen-
sion impairments in conversational discourse, we assume
that comprehension errors often result in inappropriate re-
sponses to comments in conversational discourse.
It can be argued that since aphasia severity is expressed in a
multitude of ways, achieving reliable modelling of aphasia
rehabilitation depends on the availability of data that cov-



ers a sufficient range of aphasia types and symptoms, and a
method of better capturing the more implicit symptoms of
aphasia. In this work, we propose an investigation into a
set of features, specifically selected to capture the primarily
distinctive features of fluent aphasia types. These features
may be extracted using state-of-the art methods in natural
language processing that allow for analysis of the semantic
content of speech. We therefore present three main contri-
butions aimed to overcome issue related to data sparsity and
implicit feature extraction: a method of automatically as-
sessing comprehension ability in conversational discourse,
leveraging the dissimilarity between healthy and aphasic
data to estimate the degree of severity, and utilizing a met-
ric learning approach to capture the likelihood of an aphasic
utterance as to track aphasia severity in a measurable way.

2. Related Work
Qualitative classification of aphasia types (Fraser et al.,
2013b; Fraser et al., 2013a; Peintner et al., 2008; Fraser
et al., 2014c; Fraser et al., 2016; Vincze et al., 2016; Bucks
et al., 2000; Guinn and Habash, 2012; Meilán et al., 2014;
Jarrold et al., 2014) has been the primary focus of com-
putational research into aphasia, whether in differentiating
PWA’s and controls or between aphasia sub-types. Tradi-
tional features sets include features that target dysfluency,
lexical diversity, syntactic deviation, and language com-
plexity. Quantitative prediction methods focus on assess-
ing speech-based features quantitatively with the goal of
providing feedback to aphasic patients. Automatic speech
recognition (ASR) systems developed for aphasic speech
are used to automatically extract and align a number of fea-
ture sets (Le et al., 2018; Le et al., 2014), targeting spe-
cific suggested characteristics of Aphasia. In quantitative
prediction, regression models are trained on the extracted
features from a subset of the annotated aphasia data.
Information-theoretic approaches (Pakhomov et al., 2010)
of using the perplexity of a trained language model have
been investigated in the classification of aphasia types re-
lated to dementia. The primary contribution of this research
is an n-gram statistical language model trained on speech
from a healthy population and used to capture unusual
words and sequences from the speech of patients with fron-
totemporal lobar degeneration (FTLD). This model was
then used to measure the dissimilarity and degree of de-
viation from the healthy speech data, and found that the
perplexity of a language model is sensitive to the seman-
tic deficits in FTLD patients’ speech, which is often syn-
tactically intact but is full of statistically unexpected word
sequences. The perplexity index also discriminated mild
from moderate-to-severely impaired FTLD patients, mean-
ing that it is likewise sensitive to the severity of the aphasia.
Few works, to our knowledge, attempt to model compre-
hension. Prud’hommeaux and Roark (2015), however, ex-
plore features based on the idea that non-aphasic individu-
als recounting a narrative are likely to use similar words
and semantic concepts to the ones used in the narrative,
and suggest that this similarity can be measured using tech-
niques such as latent semantic analysis (LSA) or cosine dis-
tance. A key element in extracting instances of compre-
hension impairment is the assumption that breakdowns of

language understanding within conversation result in un-
expected responses to a given comment or question. As
outlined by Chinaei et al. (2017), these unexpected re-
sponses may follow certain trends, such as lack of continu-
ation of topic or requests for repetition. In Watson (1999),
those with Alzheimer’s Disease (AD) were most likely to
respond during comprehension difficulties by either a lack
of continuation (no contribution or elaboration on the topic,
or complete change of topic) or reprise with dysfluency (a
partial or complete repetition of the question with frequent
pauses and filler words). This is in contrast to those with-
out AD, who showed more preference for specific request
for information or hypothesis formation (guessing missed
information).

3. Data
Datasets containing various types of conversational lan-
guage are available for use in training the methods within
this approach. The main requirements being that they have
a clear distinction between speakers and have some sort of
turn-taking conversational flow. Effort was made to collect
datasets of predominantly North American English, as the
test set contains mainly North American participants or at
least consists primarily of participants born in the United
States. For our purposes, two datasets were source to be
used separately: a dataset of aphasic language to be used
as a test set with both Aphasic particiapnts and controls
(AphasiaBank) on which we can assess the extracted the
features, and a large non-aphasic corpus that can be used to
generate statistical information and examples of presumed
healthy speech (Reddit).

3.1. AphasiaBank
The primary aphasic corpus used in this research is Aphasi-
aBank, a multimedia dataset of interactions between pa-
tients with aphasia (PWA) and research investigators, for
the study of communication in aphasia (MacWhinney et al.,
2011; Forbes et al., 2012). The data is collected by various
research groups under varying conditions following these
protocols. The basic structure of these protocols involves
the research investigator asking open-ended questions to
elicit spontaneous verbal responses from the patient. For
example, the main AphasiaBank protocol contains ques-
tions such as “How do you think your speech is these days?”
and “Tell me as much of the story of Cinderella as you can”.
Alternatively, there is the Scripts protocol, which is less fre-
quent, but is used by a small subset of the data (Le, 2017).
The protocols contain four different discourse tasks, such
as giving personal narratives in response to questions, pic-
ture descriptions, story telling, and procedural discourse.
For these activities, investigators follow a script, which in-
cludes a second level prompt if the patient does not respond
in ten seconds and an additional troubleshooting script with
simplified questions if the patient is still not able to respond.
The AphasiaBank dataset contains a total of 431 (255 Male,
176 Female) aphasic subjects and 214 (94 Male, 120 Fe-
male) controls, with an average age of 62.4 for the aphasic
group and 58.9 for the control group. The distribution of
diagnosed aphasia types is outlined in Table 1.



Aphasia Type Gender Total

Broca 66M 33F 99
Transmotor 5M 5F 10
Global 4M 0F 4

Wernicke 21M 9F 30
Conduction 40M 26F 66
Anomic 79M 60F 139
TransSensory 0M 2F 2

AphasicNoDiagnosis 28M 18F 46
NotAphasicByWAB 12M 23F 35

Table 1: Number of AphasiaBank participants for each type
of Aphasia as classified by WAB-R AQ

Speech in AphasiaBank is transcribed using the CHAT for-
mat (MacWhinney, 2000), which includes annotation of
filler words, repetition, non-verbal actions, and phonetic
transcription in the International Phonetic Alphabet (IPA)
of word-level errors. For the purpose of this work, anno-
tations denoting auditory occurrences and physical move-
ments are not retained. The text for both investigator
comments and replies is pre-processed and normalized us-
ing the following procedure, where the text is first lower-
cased, all non-alphabetic characters and punctuation are re-
moved, and any paraphasias or neologisms marked in the
annotation are replaced with an 〈UNK〉 token. Annotated
speech segments between researcher and patient are ex-
tracted to create comment-reply pairs. To extract consistent
comment-reply pairs, utterances that have been split in the
original data, and thus do not have a direct pair with a ques-
tion or comment for an investigator, are appended to the end
of the preceding utterance. The resulting textual data con-
sists of 18,038 comment-reply pairs for the aphasia subset
and a total of 448,337 words (8439 unique words) of anno-
tated aphasic speech. The control group includes an addi-
tional 2620 comment-reply pairs, with 354,620 total words
and 10,012 unique words.

3.1.1. Participant-level Assessment Statistics
The AphasiaBank data provides additional information
about the participant, such as a number of test scores that
aim to assess the severity and type of aphasia of each apha-
sic speaker. This includes the Western Aphasia Battery-
Revised (WAB-R) Aphasia Quotient (AQ) (Kertesz, 2006),
which is the most useful for this research. WAB-R
AQ is the most widely administered test in the Aphasi-
aBank database, and is composed of multiple standard-
ized sub-tests that targets specific aphasia-related impair-
ments. WAB-R AQ has been shown to be a relatively reli-
able assessment of aphasia severity, with it demonstrating a
high retest reliability in studies of chronic aphasia patients
(Kertesz and Poole, 1974). Weighted performance over a
number of sub-tests produces an overall score ranging from
0 to 100, that measures a speaker’s general linguistic abili-
ties and severity of their aphasia (Kertesz, 2006).
The specific sub-test groups that WAB-R AQ is composed
of include: Spontaneous Speech, Repetition, Naming/Word
Finding, and Auditory-Verbal Comprehension. Scores over
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Figure 1: Distribution of WAB-R AQ Scores for each
Aphasia Type (WAB-R AQ Type).

76 can be roughly classified as mild, whereas scores below
50 and 25 can be considered as severe and very severe re-
spectively (Le, 2017). Following the WAB-AQ scores, the
distribution of aphasia severity in the data is 47.0% mild,
38.6% moderate, 10.4% severe, and 3.9% very severe. The
distribution of aphasia severity assessed by WAB-R AQ for
each aphasia type is presented in Figure 1. For the pur-
pose of evaluating fluent aphasia predictions, we consider
the complete WAB-R AQ, as well as the Auditory-Verbal
Comprehension sub-test scores.
The WAB-R Auditory-Verbal Comprehension sub-test
scores offer the opportunity for us to evaluate our features
on whether they do accurately capture information regard-
ing comprehension impairments and not just additional in-
formation associated with other deficits related to apha-
sia. Auditory-Verbal Comprehension scores are assessed
by yes/no questions that may be answered in either ver-
bal or nonverbal fashion, word recognition tasks, and by
response to sequential commands, with 10.0 being the up-
per bounds of the test. This score is aggregated with other
sub-tests as a portion of the complete WAB-R AQ. In our
data, Auditory-Verbal Comprehension scores exist for 351
speakers.

3.2. Reddit
Reddit is a social news aggregation, web content rating, and
discussion website with over 234 million unique users, as
of March 2019. The website is primarily in English, being
the 6th most visited website in the United States, and with
53.9% of its users residing in the United States, and an addi-
tional 14.5% of its user base coming from the United King-
dom and Canada (Alexa Internet, 2018). Online commu-
nity forums offer an abundant source of diverse structured
semi-conversational textual data to be used for training,
with Reddit’s being particularly easy to obtain. It should be
considered semi-conversational due to the narrative quality
of some comments, but there is a general assumption that
threads are conversational in nature. Threads of comments
are also divided hierarchically, so extracting comment re-
lationship is possible. Though all datapoints cannot con-



firmed to be neurotypical or non-aphasic, the size of the
dataset should minimize the impact of such outliers.
The bulk of Reddit comments dating back to its creation
are obtained in JSON format from a repository prepared by
(Baumgartner, 2018; Gaffney and Matias, 2018). Due to
the size of the data, we only use a subset of the Reddit data.
The data was naturally divided by subreddits, so a single
subreddit with a still sizeable amount of data was chosen,
r/IAmA (subreddits are denoted on Reddit using an r/ con-
struction). The dialogue from this subreddit is generally
representative of average healthy speech, as it is relatively
serious in content, non-technical, and conversational. For
normalization purposes, formatting tags are removed and
double quotation marks were changed to single quotations.
Links contain little relevant information for our purposes,
so they were removed, along with the comments marked
[DELETED] or [REMOVED]. To generate reasonable re-
sponse lengths for conversation, comments longer than 50
words or 1000 characters were filtered, in addition to the
removal of potential spam comments (with a user-assigned
comment score ≤ 1). The data was further normalized to
be better comparable to the other datasets used in this work.
This included lowercasing the text, removing punctuation,
and removing any commented links or quotations of other
comments. The resulting dataset contains 1,050,699 sen-
tence pairs, comprising of 768,348 unique words. The av-
erage number of tokens in a comment is roughly 16, where
a comment is sometimes composed of multiple sentences.

4. Methods
Quantifiable measures of characteristic features of the flu-
ent aphasia sub-type may be required to better accurately
predict a general quantitative measure of aphasia severity.
We propose multiple methods of extracting these measures,
based on extensions of existing approaches in parallel do-
mains, as well as additional novel approaches. We focus
specifically on methods that extract features related to the
production and comprehension issues found in fluent apha-
sic language.

4.1. Production Analysis Measures
This group of features targets aspects of fluent aphasia re-
lated to the production of language, such as sentence pre-
dictability and flow, along with occurrence of likely para-
phasias or neologisms.

4.1.1. Bigram Perplexity
In previous research introduced by (Pakhomov et al., 2010),
bigram language model perplexity, as well as the out-of-
vocabulary (OOV) rate, of utterances were shown to have a
moderate best correlation (r=0.52) with aphasia severity in
dementia patients. For this approach, we suggest investigat-
ing whether we can extrapolate this approach for use with
post-stroke PWAs and whether the same degree of corre-
lation can be achieved. Following this research, we com-
pute the probability of a sequence of words based on our
non-aphasic Reddit corpus, P (W ) = P (w1, ..., wn). To
compute this, we want to consider the probability of a word
given its previous context, P (wn |wn−1) . The probability

for each bigram in our language model is computed as fol-
lows, where add-alpha smoothing is chosen and alpha α is
set to 0.02, to penalize OOV words.

P ∗(wn | wn−1) = C(wn−1,wn)+α
C(wn−1)+α|V |

Perplexity is then calculated for each utterance provided by
the speaker, and the sum of all perplexity scores provides
a speaker-level score. Perplexity in this case is measuring
how well the given utterance mimics healthy speech when
it comes to constructing probable strings of words.

4.1.2. Out-of-vocabulary Rate
Out-of-vocabulary (OOV) rate may reflect the rate of para-
phasia or neologisms in an utterance, with neologisms in
particular being characteristic in some fluent aphasias, such
as Wernicke’s. Often seen in the speech of patients with
fluent aphasia are utterances that are long, but full of such
neologisms. Therefore, a vocabulary is selected based on
our non-aphasic corpus, and the target calculation would
be the sum of all words not found in vocabulary over the
total words in an utterance.

4.1.3. Text Imputation Similarity
Despite sounding fluent at the surface level, fluent aphasia
speech often lacks semantic cohesion within an utterance.
Words selected by aphasic individuals may appear semanti-
cally incongruous with other nearby words in the utterance,
although some meaning may still be parsed from the utter-
ance.
A solution to capture this aspect would be to use a lan-
guage model with a much greater ngram size. However,
this would require a huge corpus and rare but semantically
plausible utterances would be unfairly penalized by the lan-
guage model. Word embeddings in this case give much
more flexibility. To describe this approach, we will con-
sider N be the length of the input sentence, and n = 0 the
index of the current word in the sentence. The process can
then be summarised into the following steps, as shown in
Figure 2, assuming a sentence string as input:
Given an utterance string S, the string is tokenized, such
that S = {w1, ..., wN}. N copies of the input strings are
created, where for each string, the nth + 1 word is masked
with the [MASK] token. Then, each masked word is pre-
dicted from the complete sentence context and resulting
predicted words are concatenate to produce an output string
O. The cosine similarity between the sentence vector of the
original input utterance vS and the sentence vector of the
output string vO is then compared.

4.2. Comprehension Analysis Measures
Comprehension analysis measures uniquely target fluent
aphasia by assessing response predictability and sudden
changes in topic, where unpredictable responses may sig-
nify a lapse in comprehension.

4.2.1. Question-Answer Similarity
Semantic relation between questions or statements and their
responses are of particular interest, due to the proposed hy-
pothesis that responses denoting an error in understanding



Figure 2: Text Imputation feature extraction process.

will be dissimilar to the question in words-use and seman-
tics. To capture this, a basic measure of the cosine simi-
larity between the sentence representations of the questions
and answers in a dataset of aphasic speech can be obtained.
For each question-answer pair, sentence representations of
the question and answer is separately produced. The co-
sine similarity between the two vectors will then be com-
puted to produce a score. Our hypothesis will be that lower
similarity between the two sentence vectors will indicate
less semantic overlap between the content of the sentences,
meaning that the response in the question-answer pair may
not be semantically coherent with the question.
For example, given a question such as ’What did you see at
the zoo?’ or ’What’s your favourite animal?’, answers con-
taining few or no words related to zoo or animal, may indi-
cate a misunderstanding of the question. The use of good
sentence representations from word embedding models is
especially useful in this task, because given our examples,
a favourite animal might be uncommon, but still semanti-
cally related to animal.

4.2.2. Closest Question-Answer Pair
An expected and appropriate answer to a given question is
assumed to closely resemble other appropriate answers to
the same or similar questions. By finding the most similar
question match to the question portion of a question-answer
pair within a corpus of healthy speech, the question match’s
corresponding answer can then be compared to the answer
in the input question-answer pair. Demonstrated in Figure
3, this is done by first generating the sentence representa-
tions of the input question and answer (from AphasiaBank,
in our case), as well as all questions and answers in the
healthy corpus (Reddit). Then, given the input question-
answer sentence pair sq,a and a non-aphasic speech cor-
pus of question-answer sentence pairs C = {c1,1, ..., cq,a},
where q = a. Sentence vectors for sq and sa are generated.
For each sentence pair inC, the vector representation for cq
is also generated, resulting in a set of corpus sentence vec-
tors V Q of length(C). For each vector in V Q, its cosine
similarity with sq is computed. Selecting the vector V Qq
with greatest similarity with sq , the sentence representation
of ca is retreived. Finally, the cosine similarity between

the vectors of sa and ca is computed as the feature for this
approach..

4.2.3. Binary Sentence Pair Classification

We leverage a binary classification approach using Bidirec-
tional Encoder Representations from Transformers (BERT)
(Devlin et al., 2018) to predict the likelihood of a given sen-
tence pair being related. Our assumption is that question-
answer sentence pairs that are predicted to be related based
on our non-aphasic corpus are likely to contain semanti-
cally coherent answers to the questions, and are therefore
unlikely to be characterized as a misunderstanding.

To train this approach, we first gather the non-aphasic cor-
pora question and answer pairs collected from the Reddit
dataset as positive samples and artificially fabricate neg-
ative sample pairs, by randomly sampling accompanying
answers segments for each question segment from the cor-
pus. This gives us a training sets of sentence pairs double
the size of the non-aphasic corpus. With this new training
set, we fine-tune a sentence pair classifier with two output
classes, whether the sentences contains a valid question and
answer pair or not.

The sentence pair classifier functions using the pre-trained
BERT model, bert-base-uncased, with an additional at-
tached classification layer. The original BERT model in-
cludes layers for language model decoding and classifi-
cation, but these are not used in fine-tuning the sentence
pair classifier. The sentence pair classifier uses the base
model to encode the sentence representations, followed by
an additional hidden, non-linear layer and the classification
layer. Because the classifier uses BERT to encode the sen-
tence representations, to fine-tune, the training data must
be structured the way BERT expects, with an initial [CLS]
token at the beginning of every sequence (question-answer
pair), necessary for classification with BERT, and a [SEP]
token between the two sentences. The classifier is then
given the target question-answer pairs to generate proba-
bilities for the two classes. The probability of the second
class, which is the probability of the two sentences being a
pair, is used as an aphasia severity feature.



Figure 3: Closest Match feature extraction process.

5. Experimental Setup
To allow for easy comparison and combination of fea-
tures that may have wildly different relationships with the
data, we z-normalized all extracted features based on statis-
tics from the control participants of AphasiaBank. Z-
normalization produces a standard score useful for speaker
comparison against the control group, and is calculated by
subtracting the control population mean from each individ-
ual computed score and then dividing the difference by the
standard deviation of the control group. With the produced
feature sets, organized into groups, the goal is to produce a
measure from a sample of aphasic speech that aligns with
the speaker’s manually diagnosed score of aphasia severity.
We select only aphasic speakers who have been assigned
the aphasia severity score of interest in the AphasiaBank
data.
To model aphasia severity with the grouped feature sets, we
use Linear Regression, Support Vector Regression (SVR),
and Random Forest Regression (RFR) implemented with
Scikit-learn (Pedregosa et al., 2011). The models are
trained for both WAB-R AQ and Sentence Comprehension
score prediction, and Pearson Correlation between the pre-
dicted results of the test set and the target scores is used to
evaluate the model. The data is split at the speaker-level
using four fold cross-validation, where one fourth of the
data is held out as a test set during each fold, and the re-
maining fourths are used for training the model. While the
features themselves do not require annotated aphasic data
to extract, to utilize the multiple features in the most op-
timal way, some amount of annotated and scored aphasic
data is required to fit the prediction model. We, however,
also report the individual features strengths in our results.
Hyperparameter selection using 10-fold cross-validation is
preformed prior to training, using the GridSearchCV func-
tion in Scikit-learn. For each model, the hyperparameters
tested were:

Linear Regression Intercept {True, False}, and if inter-
cept is calculated, then normalize {True, False}.

Support Vector Regression Penalty term C

{
1.0, 10−1, 10−2, 10−3, 10−4, 10−5

}
, slack

parameter ε
{
1.0, 10−1, 10−2, 10−3

}
, kernel

type {rbf, linear}, and shrinking heuristic
{True, False}.

Random Forest Regression Number of trees
{10, 100, 200}, function use to measure quality
of split {mse,mae}, and the max number of features
to consider {auto, sqrt}.

6. Results
6.1. Individual Feature Correlations
For all feature correlations, due to likely monotonic rela-
tionships once the control data is added, we first compare
the Spearman correlations of features for a combined set of
aphasic and AphasiaBank control participants, in addition
to the aphasic participants evaluation set, holding out the
control data. Table 2 presents the correlations of all pro-
posed features. As mentioned previously, since the control
group is not naturally given a WAB-R AQ score, the scores
for this group were automatically set to the upper limits of
the WAB-R AQ, which is 100.0 for the full score, and 10.0
for the Auditory-Verbal Comprehension component. A fea-
ture that has a high correlation in the aphasia-only set com-
pared to the combined control/aphasic set, likely can dis-
tinguish between more nuanced aphasia severity levels and
not just between healthy controls and person with aphasia.
All features have a p-value less than 0.001 in their Spear-
man correlations.
The feature with the strongest correlation with WAB-R AQ
without the control data was the Sentence Classifier with a
correlation of 0.558. This holds true also for the compre-
hension scores, with a correlation of 0.415. The weakest
feature for the no control data is then Bigram Perplexity,
likewise for both WAB-R AQ and Comprehensions with a
correlation of -0.335 and -0.228 respectively. Bigram Per-
plexity had a very weak Pearson correlation, but still has a
moderate Spearman here, indicating that it may not perform
well with continuous data, but could be a useful feature in
classification tasks.



Table 2: Individual Spearman correlations for all proposed features

WAB-R AQ Aud-Vbl Comprehension

With Control No Control With Control No Control
FE

AT
U

R
E

S Bigram Perplexity -0.469 -0.335 -0.382 -0.228
OOV Rate -0.675 -0.465 -0.553 -0.251
Text Imputation 0.505 0.372 0.395 0.273
QA Similarity 0.281 0.345 0.221 0.271
Closest QA Pair 0.472 0.406 0.372 0.321
Sentence Classifier 0.33 0.558 0.271 0.415

With control data added, OOV Rate has a relatively strong
correlation of -0.675. This comes with an increase of 0.21
for WAB-R AQ and 0.302 for Comprehension, compared
to its correlation with the non-control data, suggesting that
it may be a particularly useful feature in distinguishing
healthy and aphasic individuals. Bigram Perplexity, Text
Imputation, and Closest QA Pair also found a increased cor-
relation to WAB-R when control data was added.
The Sentence Classifier feature did not correlate well with
the added control data for either evaluation set, with a 0.228
difference from the non-control data. This brings it from
being the most correlated feature for the non-control data to
the second least with the added control data. We are unsure
why this is, though we hypothesize that it is capturing vari-
ation within the control group that is not represented due
to the uniform scoring the controls received. QA Similar-
ity also correlated more strongly without the control group,
though not as drastically as the Sentence Classifier.

6.2. Quantitative Aphasia Severity Prediction
One of our primary goals is to predict aphasia severity. We
attempted to do so by using the features we computed in
a regression model. In our preliminary investigations we
utilize the three regression models for comparison. This is
done on the AphasiaBank aphasic dataset with the exclu-
sion of the AphasiaBank control group.
We compare this with a baseline consisting of a high
preforming Lexical Diversity and Complexity feature set
(LEX) previously used for this task (Le et al., 2018; Fraser
et al., 2013b), which consists of Type-Token Ratio, a map-
ping of words and their frequencies in American English
called the SUBTL norms (Brysbaert and New, 2009), and
four additional Bristol norm word-level measures (Image-
ability, Age of Acquisition, Familiarity, and Phones), pro-
duced by the combined work of Stadthagen-Gonzalez and
Davis (2006) and Gilhooly and Logie (1980). For our appli-
cation of the baseline we achieved a Pearson correlation of
0.621 for predicting WAB-R AQ and 0.439 for predicting
Auditory-Verbal Comprehension with the Support Vector
Regression model. Random Forest Regression performed
the best overall and for the baseline, with a correlation for
0.703 for WAB-R AQ prediction and 0.523 for Auditory-
Verbal Comprehension.
We grouped our feature sets together into Production Anal-
ysis Measures (PROD), consisting of the Bigram Per-
plexity, OOV Rate, and Text Imputation features, and

Comprehension Analysis Measures (COMP), consisting of
the Question-Answer Similarity, Closest Question-Answer
Pair, and Binary Sentence Pair Classification features. The
proposed feature sets in the WAB-R AQ prediction task
alone do not achieved the same level of results as the base-
line alone, with an average correlation across models of
0.434 for Production features and 0.574 for Comprehension
features. Of course each of the proposed groups consist of
half of the features as the Lexical feature set. The Linear
model is an exception, however, as it performs unexpect-
edly well with the Comprehension feature set, beating the
baseline with the Comprehension features alone. Over the
three models, the best performing set of features for this
task is the combined baseline and the comprehension fea-
tures (LEX + COMP), which given us an average corre-
lation of 0.692 and an improvement over the baseline of
0.066. It is also the best performing feature set for both the
Linear model and SVR, with Random Forest Regression
performing best with all features (LEX + PROD + COMP).
The Linear model performed overall, surprisingly well for
the task, yielding a slightly stronger correlation than Sup-
port Vector Regression.
Predictions for Auditory-Verbal Comprehension scores fol-
low a similar pattern to the WAB-R AQ task. The Lexi-
cal and Comprehension feature set (LEX + COMP) predic-
tion correlations remain the best performing with an aver-
age correlation of 0.490 and an improvement over the base-
line of 0.037. In the prediction of Comprehension scores,
the Comprehension feature set generally performed more
closely to the baseline than in the WAB-R task, whereas the
Production feature set performed equally as poorly com-
pared to the baseline as it did in predicting WAB-R AQ.
It is interesting to note that any inclusion of the Production
feature set in both tasks worsened the performance of the
model, with the exception of Random Forest Regression,
which had the best results with the Lexical and Production
features sets (LEX + PROD). This suggests that some sort
of feature selection may need to be applied.

6.2.1. Feature Selection
Certain particularities stand out in the model prediction re-
sults which leaves additional consideration to the efficacy
of some features, such as the decrease in improvement fol-
lowing the addition of the Production feature set (or Com-
prehension feature sets for Random Forest Regression) and
the poor linear correlations of some features. For this rea-
son, we apply a feature selection method to the data.



Table 3: Prediction model results for 3 feature sets after applying feature selection, on the two evaluations sets: WAB-R
AQ and Auditory-Verbal (Aud-Vbl) Comprehension.

Pearson r (p-value)

Feature Sets Linear Support Vector Random Forest

WAB-R Baseline 0.563 0.617 0.691
WAB-R Proposed 0.616 0.619 0.576
WAB-R Combined 0.715 0.714 0.74

Aud-Vbl Baseline 0.403 0.428 0.494
Aud-Vbl Proposed 0.414 (0.001) 0.423 0.321 (0.01)
Aud-Vbl Combined 0.488 0.491 0.537

We apply the Boruta algorithm, using Boruta py and Scikit-
learn, to optimize prediction results and as an easily inter-
pretable method for feature selection. With this we can de-
termine which combination of features yield the best per-
formance from our models. The Boruta algorithm (Kursa et
al., 2010) is a recursive feature elimination method. It func-
tions by adding randomness to the data in creating shuffled
copies of all the features. Then we give this extended fea-
ture set to be fit to the evaluation data using a Random For-
est Regressor. Feature importance is measured during train-
ing of the regressor, using Mean Decrease Accuracy, where
higher means indicate more importance. For each iteration
of training, the algorithm checks if a feature has a higher
importance than the best of its shuffled copies and removes
features it deems as unimportant.
For each evaluation measure (WAB-R AQ Aud-Vbl Com-
prehension), we run feature selection on three sets of the
features, one including the only baseline Lexical features,
one with only our proposed feature, and one with all fea-
tures. We report the model results in Table 3. P-values for
all feature set predictions were less than 0.001, unless oth-
erwise specified. For WAB-R AQ prediction, the following
proposed features were selected: OOV Rate, Text Imputa-
tion, Closest QA Pair, Sentence Classifier
For Auditory-Verbal Comprehension prediction, only Clos-
est QA Pair and the Binary Sentence Classifier probabil-
ities were selected, both with the baseline features and
without. For Auditory-Verbal Comprehension, production
based features in particular were excluded during selection,
such as Phone Length in the Lexical features set, and OOV
Rate. In all cases the Combined Baseline and Proposed fea-
ture set performed best, though the results using proposed
selected features alone correlated better than the baseline
feature in all models except Random Forest Regression for
WAB-R AQ Prediction. On the other hand, Random For-
est Regression provided the best results using all features
for both WAB-R AQ and Auditory-Verbal Comprehension
score prediction.

7. Conclusion
In this work, we proposed methods for extracting six fea-
tures we hypothesized would be useful in modelling symp-
toms consequent of fluent aphasia, such as comprehension
impairments, semantic incoherence, and increased likeli-
hood of paraphasias and neologisms. We make primary

use of word and sentence representation to better assess
these aspects. Our chosen approach utilized the perceived
dissimilarity between aphasic and non-aphasic speech and
thus did not require any annotated data of aphasic speech
to obtain the proposed features. We assess the performance
of our features by investigating how they benefit the task of
quantitative aphasia severity prediction. Framing the task
as a regression problem, and given a set of data with manu-
ally assigned aphasia severity scores, we evaluated the lin-
ear correlation of the predicted scores using our proposed
features against the gold-standard severity scores. We com-
pared these results to a baseline based on work by Le et al.
(2018; Fraser et al. (2013b). Most of the proposed features
alone were found to have moderate correlation with the
evaluation scores, and after applying feature selection, the
proposed features performed better or equal to the baseline
in the regression task using Linear Regression and Support
Vector Regression. For all regression models, the combined
baseline and proposed features yielded the best results in
all evaluation cases. Specifically, we found that the task
benefits most from the inclusion of BERT sentence repre-
sentations fine-tuned on a large amount of conversational
data.
This work has also raised a number of questions and pos-
sible avenues for future work in this research area. Since
scores were predicted at the utterance-level and then aver-
aged, a wider range of statistics for the proposed features
may yield better results, as was previously investigated by
(Le et al., 2018). Likewise, given a larger dataset of apha-
sic language for each aphasia subtype, variations between
subtypes could offer further structured results that highlight
the difference between fluent and non-fluent aphasia. The
practical applications of such a task using more robust fea-
ture sets, automatic speech recognition, and utterance-level
assessment is also worth consideration.
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J. (2016). Detecting mild cognitive impairment by ex-
ploiting linguistic information from transcripts. In Pro-
ceedings of the 54th Annual Meeting of the Association
for Computational Linguistics (Volume 2: Short Papers),
pages 181–187.

Watson, C. M. (1999). An analysis of trouble and repair in
the natural conversations of people with dementia of the
alzheimer’s type. Aphasiology, 13(3):195–218.


	Introduction
	Related Work
	Data
	AphasiaBank
	Participant-level Assessment Statistics

	Reddit

	Methods
	Production Analysis Measures
	Bigram Perplexity
	Out-of-vocabulary Rate
	Text Imputation Similarity

	Comprehension Analysis Measures
	Question-Answer Similarity
	Closest Question-Answer Pair
	Binary Sentence Pair Classification


	Experimental Setup
	Results
	Individual Feature Correlations
	Quantitative Aphasia Severity Prediction
	Feature Selection


	Conclusion
	Acknowledgements
	Bibliographical References

