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Mapping natural language text de-
scriptions to 3D pose sequences for 
human motions, where the input 
texts may describe single actions 
with sequential information e.g., ”a 
person walks four steps forward“ or 
multiple superimposed actions e.g., 
“a person walks forward for 2 steps, 
while spinning their arms”.

Existing text-to-motion mapping meth-
ods can either  generate motions that 
stay in one place [1] , or generates simple 
actions on global trajectories , e.g., walk-
ing [2,3]. However, these methods fail to 
translate long-range dependencies and 
correlations in complex sentences and 
do not generalize well to complex actions 
involving synchronized limb movements,  
e.g. dancing.

In contrast, we propose an RNN based 
hierarchical two-stream model to explore 
a finer joint-level mapping between 
language and 3D pose sequences. Our 
model can generate animated 3D pose 
sequences depicting multiple sequential 
or superimposed actions provided in 
long, compositional sentences.

We introduce a hierarchical joint embedding space to learn embeddings of pose and language sim-
ultaneously. We separate our intermediate pose embeddings hierarchically to limb embeddings 
such that our model learns features from the different components of the body. We have a two-
stream sequential network to separately learn the upper and the lower body movements and focus 
on the end joints of the body. We introduce contextualized BERT embeddings [4] with handpicked
word feature embeddings to improve text understanding. Lastly, we add a  pose discriminator with 
an adversarial loss to further improve the plausibility of the synthesized motions.

▼ Our method (white) 
shows more than 50% 
improvement on both the 
mean Average Positional 
Error (APE) and the Aver-
age Variance Error (AVE) 
of joint positions over 
the state-of-the-art 
methods of JL2P [1]  
(purple) and Lin et al. [2] 
(black).  
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▸ Our method ac-
curately synthesizes a 
trajectory that match-
es the semantics of a 
given sentence com-
pared to the bench-
mark methods as 
shown in the Figures.


