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ABSTRACT
Eye movements were shown to be an effective source of implicit
relevance feedback in information retrieval tasks. They can be
used to, e.g., estimate the relevance of read documents and expand
search queries using machine learning. In this paper, we present
the Reading Model Assessment tool (ReMA), an interactive tool for
assessing gaze-based relevance estimation models. Our tool allows
experimenters to easily browse recorded trials, compare the model
output to a ground truth, and visualize gaze-based features at the
token- and paragraph-level that serve as model input. Our goal is to
facilitate the understanding of the relation between eye movements
and the human relevance estimation process, to understand the
strengths and weaknesses of a model at hand, and, eventually, to
enable researchers to build more effective models.

CCS CONCEPTS
• Human-centered computing → Visualization systems and
tools; • Information systems→Users and interactive retrieval.
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1 INTRODUCTION
Research from the past decade has revealed the potential of eye
tracking to improve interactive information retrieval (IIR) systems.

Permission to make digital or hard copies of part or all of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for third-party components of this work must be honored.
For all other uses, contact the owner/author(s).
CHIIR ’22, March 14–18, 2022, Regensburg, Germany
© 2022 Copyright held by the owner/author(s).
ACM ISBN 978-1-4503-9186-3/22/03.
https://doi.org/10.1145/3498366.3505834

For instance, eye tracking has enabled the development of methods
for implicit query expansion [9], query reformulation [14], query
prediction [1, 13], and relevance estimation [6, 15, 29]. Typically,
these methods rely on machine learning models with encoded eye
movements as input. Common features are based on eye events over
the raw gaze signal (timestamped 2D coordinates) like fixations
and saccades. Fixations are phases in which the eye remains still
while saccades are rapid motions between two fixations [19] (pp.
13-15). The sequence of all eye events of a user is denoted as scan-
path. In this work, we present the ReadingModel Assessment tool
(ReMA), an interactive tool for analyzing scanpaths from relevance
judgement tasks and for assessing gaze-based relevance estimation
models, which can be used to build interactive information retrieval
(IIR) systems.

2 RELATEDWORK
Our work is related to other tools in the context of reading be-
haviour analysis. For instance, GazePlot enables reading perfor-
mance analysis for children [32]. EyeMap allows researchers to
analyze fixations and saccades at the word level [31]. Both offer
a scanpath visualization as text overlays: eye tracking data is pre-
sented as a gaze plot in which fixations are depicted as circles and
saccades as lines. However, “actual scanpath records are usually
quite complex, and can be difficult to interpret and compare” [16].
Other tools implemented more intuitive visualizations that for ex-
ample aggregate the gaze data at the word level by mapping the
gaze data to objects of the Document Object Model (DOM) of a
web page [5, 18, 28]. WebEyeMapper and WebLogger [28] and We-
bGazeAnalyzer [5] introduced this approach. Hienert et al. [18] use
a similar mapping approach in the Reading Protocol tool. It allows
experimenters to more effectively analyze eye movements on ar-
bitrary areas of interest. They use this gaze-to-object mapping to
generate a heat map that visualizes the summed fixation durations
at the word level. Davari et al. [13] use this tool to investigate the
role of word fixations in query term prediction. Buscher et al. [8]
introduced the concept of attentive documents that keep track of a
user’s perceived relevance based on its eye movements. Their sys-
tem may highlight text passages that were previously read and not
skimmed. Eyekit is a recent Python package that supports the anal-
ysis of reading behaviour [10]. It provides different visualization
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Figure 1: Screenshot of the interface of the ReMA tool, our interactive reading model assessment tool. It shows a Wikipedia
article with the token-level heat map and paragraph-level features, and the relevance information per paragraph.

techniques like gaze plots and character-based heat maps, which
work similar to the word-based heat map from Hienert et al. [18].
Moreover, it offers gaze-based features extraction from scanpaths
that originate from a reading activity.

3 EXAMPLE DATASET
To demonstrate the functionality of the ReMA tool, we use data
from our gazeRE dataset (n = 24), which is available on Github1.
The participants were asked to read documents of different lengths
and to judge, per paragraph, whether it provided an answer to a
previously shown trigger question. The goal was to collect eye
movement data during relevance judgement tasks. We used this
data to model the relation between the recorded eye movement
data and the perceived relevance using machine learning. The stim-
uli from this study are pairs of trigger questions and documents
from two corpora: We used a subset of 12 documents from the g-
REL corpus which includes short news articles that fit on one page
[6, 17] and 12 pairs from the Google Natural Questions (NQ) corpus,
which includes multi-paragraph documents from Wikipedia that
require the user to scroll down to read the whole text [21]. Both
corpora include binary relevance annotations per paragraph (sys-
tem relevance). Also, participants rated a paragraph as relevant or
non-relevant (perceived relevance) which is the classification target.
Besides, we stored the exact token positions for each document
and for each point in time. With tokens, we refer to text segments
that are divided by space characters, i.e., mostly words with or
1The gazeRE dataset can be downloaded from https://github.com/DFKI-Interactive-
Machine-Learning/gazeRE-dataset

without subsequent punctuation. In this work, we use a binary
classification model trained on this dataset. The model is based
on the scikit-learn machine learning framework [24] and includes
three components: At training time, we apply the oversampling
technique SMOTE [11] from the imbalanced-learn package [22]
because relevant paragraphs are underrepresented. Further, we ap-
ply the standard feature scaler which removes the mean and scales
features to unit variance. The last component in this pipeline is the
actual classifier, a support vector classifiers with default parameters
(kernel = "rbf", C = 1). A detailed description of the user study,
the relevance models, and their evaluation can be found in Barz
et al. [2].

4 READING MODEL ASSESSMENT TOOL
We implement the Reading Model Assessment tool (ReMA) for
interactively assessing relevance-judgement models that take a
scanpath as input to predict the perceived relevance. It allows re-
searchers to easily browse recorded trials, which include a text-
based stimulus, a user’s scanpath, and the system relevance and
perceived relevance. As it is rarely helpful to visualize the fixation
and saccade sequences to understand and compare scanpaths [16],
we show the text-based stimulus along with paragraph-level fea-
tures and a token-level heat map. In addition, it shows the predicted
relevance estimate and highlights whether it agrees or disagrees
with the perceived relevance (ground truth) which allows the re-
searcher to more efficiently assess the model and to understand its
strengths and weaknesses.
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Figure 2: Architectural overview of our interactive model assessment tool. The backend serves all information to the frontend
including the stimuli, the extracted features, and the model predictions.

The user interface shows a single trial with the text-based stim-
ulus as its central element (see Figure 1). A trial can be selected
via the Data tab by providing a participant’s acronym and a doc-
ument ID. The corresponding query is shown below the tab area.
The Token level and Paragraph level tabs can be used to config-
ure the visualization which includes the token-level heat map, the
paragraph-level feature display, and the relevance ratings. The size
and position of each token corresponds to the original layout from
the user study. However, we scale the layout depending on the res-
olution of the connected display. The web-based frontend is built
using AngularJS, HTML, CSS and Typescript. It is responsive and
can adapt its layout to different screen sizes. All data can be queried
from a single backend that connects the example dataset (see Figure
2). It offers functions for loading a document, the token-level heat
map, and extracted features per paragraph. Also, it integrates the
pre-trained machine learning model to provide relevance estimates
for a selected trial. The backend REST API is implemented using the
Python framework Flask. A demo of our tool can be found online2.

4.1 Token-level Heat Map
We integrate the token-level heat map, which encodes a scanpath by
accumulating fixation durations per token, as proposed in Hienert
et al. [18]. We extend the heat map generation by a configurable
perceptual span setting which allows experimenters to more accu-
rately estimate the information that was actually processed by a
reader. The heat map is generated by coloring the background of
each token based on the duration of all fixations (sum) that hit the
token area. The range of considered fixation durations can be set
using two sliders in the Token level tab as shown in Figure 1. The re-
sulting color legend is shown above the stimulus and replicates the
coloring in Hienert et al. [18]. Tokens that were fixated shorter than
the minimum threshold are not colored. Fixation durations longer
than the maximum threshold result in a red background color. How-
ever, the region from which useful information is acquired during a
fixation, also known as the perceptual span, is wider than a single

2A prototype of the Reading Model Assessment Tool, ReMA, can be accessed via
https://iml.dfki.de/demos/rematool/.

character [27]. Research using the classical paradigm of the gaze-
contingent moving window has shown that in English and other
alphabetic languages read from left to right, the perceptual span
extends 3-4 letters to the left, and up to 14-15 letters to the right for
a given fixation point [23]. But, the extent of the perceptual span
is not constant: its size is influenced by linguistic parameters such
as the readability of the text [25], the frequency of words [26], and
the linguistic ability of the reader [12]. We extend the token-level
heat map to account for the perceptual span (see Figure 1): Our tool
allows researchers to configure a perceptual span by setting a left
marginml and a right marginmr , which define how many letters
to the left and right of fixation are considered for accumulating the
fixation durations per token. The duration of the current fixation is
added for all tokens, which overlap with this region. Hereby, one
letter translates to a fixed number of pixels based on the font size.

4.2 Paragraph-level Features
Per paragraph, we display a box with features extracted from the
longest partial scanpath for this paragraph to its left. To encode
the eye movements of a user for a certain paragraph, we have to
extract coherent gaze sequences that lie within the paragraph area.
We refer to these partial scanpaths as visits. A user might visit a
paragraph multiple times during the relevance judgement process.
We extract all visits to a paragraph with a minimum length while
ignoring short gaps: As long as there is a pair of two subsequent
visits with a gap shorter than 0.2 s, these visits are merged. All
visits that satisfy a minimum length of 3 s are kept. A common way
to encode a scanpath in a meaningful way is to extract handcrafted
features like the scan_hv_ratio: the horizontal to vertical ratio of
saccade amplitudes [19] (p. 442). We extract a set of 17 features3,
including the scan_hv_ratio, which have been used to model the
perceived relevance of short news articles in Bhattacharya et al. [6]
and Barz et al. [2]. Four features are based on fixation events, eight
are based on saccadic movements, and five are based on the area
spanned by all fixations. In the Paragraph level tab, researchers can
select features that shall be displayed.

3The source code for feature extraction is available on https://github.com/DFKI-
Interactive-Machine-Learning/gazeRE-dataset/tree/main/features
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4.3 Relevance Model Assessment
For each paragraph, our ReMA tool shows the system relevance,
the perceived relevance collected during the user study, and the
predicted relevance using the pre-trained model. The relevance
values can be either True or False, indicating that this paragraph
is deemed to be relevant to the corresponding query or not. We
display the model’s certainty in terms of its probability estimate
p ∈ [0, 1] for the True class (relevant): 1 indicates that the model
is certain that the trial includes a relevant paragraph, 0 indicates
certainty for a non-relevant instance. The certainty is shown in blue
with an opacity proportional to its value, i.e. the closer p is to 0 or 1,
the more opaque the value is shown. In addition, we show circular
badges indicating whether the participant’s perceived relevance
agrees with the system relevance and whether the model correctly
predicted the perceived relevance. This enables a more efficient
assessment of the model performance in context.

5 DISCUSSION
Our interactive Reading Model Assessment tool (ReMA) renders
the output of a relevance estimation model along with different
visualizations of the input. We believe that this kind of user inter-
face can help researchers to better understand the behavior of a
machine learning model and to identify the strengths and weak-
nesses of such models. We implement three views for this purpose,
the token-level heat map that aggregates and visualizes fixation
times per token using a color scale, the paragraph-level display, and
the relevance comparison. Future investigations should aim to con-
firm these potential benefits. We envision an interactive machine
learning cycle that integrates concepts from explainable artificial
intelligence to add more transparency in the modelling process
and, by that, allows domain experts to effectively and incremen-
tally improve the resulting models [20]. It is important to identify
useful visualizations from the multitude of available techniques,
see Blascheck et al. [7] for an overview. Another aspect that should
be considered in future work is to incorporate the gaze-estimation
error in the data analysis and modelling process [3]. Furthermore,
the extension to other domains such as visual search [4, 30] should
be considered.

6 CONCLUSION
We implemented an interactive tool for assessing gaze-based rel-
evance estimation models. The parallel visualization of a textual
stimulus, extracted features, and a relevance estimate along with
the ground truth increases the model transparency and should
allow eye tracking researchers to understand the strengths and
weaknesses or design issues of the model at hand.
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