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Abstract. Machine learning (ML) is increasingly used in different application do-
mains. However, to reach its full potential it is important that experts without ex-
tensive ML training be able to create and effectively apply models in their domain.
This requires forms of co-learning that need to be facilitated by effective inter-
faces and interaction paradigms. Inspired by the problem of detecting and classi-
fying sound events in marine soundscapes, we are developing Seadash. Through a
rapid, iterative data exploration workflow, the user designs and curates features that
capture meaningful structure in the data, and uses these to efficiently annotate the
dataset. While the tool is still in early stages, we present the concept and discuss
future directions.
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1. Introduction

AI systems are deeply integrated with our daily lives, and that includes our work lives.
Professionals of all domains of expertise expect to take part in the benefits of the ongoing
ML revolution—AI systems are expected to act as work assistants, helping humans to
better acquire new insights and learn new knowledge more effectively [1,2]. Great hope
is placed on such systems to help tackling climate change [3] and promoting sustainable
development [4]. In practice, realisation of these expectations is often slowed down by
lack of familiarity of domain experts with ML theory and models, as well as low avail-
ability of domain-specific annotated datasets [5]. We propose that these problems can
be mitigated by interactive machine learning (IML) systems for designing interpretable
models through interacting with the data graphically. Inspired by one particular domain,
namely marine acoustic monitoring, we are developing Seadash.

Human activity is changing the face of our planet. Ecosystems everywhere are heav-
ily impacted, and marine ecosystems are no exception. The oceans are home to a large
diversity of life forms, and they are of importance also as a source of wealth and re-
sources for the economy [6]. The sea soundscape has changed dramatically as a conse-
quence of economic activity, posing dangers for marine species [7]. Monitoring of ocean
soundscapes is important both for long term ecological studies (e.g. population monitor-
ing) as well as for mitigating impact of specific anthropogenic sound sources (e.g. con-
struction of off-shore wind farms; oil surveys). Given the magnitude of the oceans, mon-
itoring poses coverage challenges, and underwater autonomous vehicles (UAVs) such as
buoyancy gliders are instrumental [8]. These are small (< 2m), acoustically quiet and



low-power UAVs housing hydrophones and multiple other oceanographic sensors that
are capable of long-term deployments during which they log large amounts of data with
minimal disruption of marine habitats. While several of the sound-events of interest are
well characterised (section ??), novel sound-events are likely to arise with each new
deployment, and future-proofing the technology requires a method for efficient manual
annotation and subsequent automatic detection of custom sound-events.

We are developing Seadash as an interactive tool for designing interpretable models
for detection and classification of sound events in datasets such as those generated from
hydrophone recordings carried out by UAVs. Seadash development is still in an early
stage. We will present the current state along with design ideas and future directions.

2. Concept and Implementation

Seadash is designed as a ML-based data analysis tool that privileges the knowledge and
intuition of domain experts who are not ML experts. While ML algorithms in general
are powerful tools for pattern recognition (or data hungry "curve fitting", as described by
some notable critics [9]), human intelligence seeks to explain the world through models
that mimic its structure [10]. The latter approach, when applied to ML models, leads
to improved data efficiency [11,12] and interpretability [13]. Seadash fosters human-AI
collaboration precisely at this point. Its core concept is to empower users with graphical
data exploration tools to iteratively design features that capture the underlying factors of
variation in the data. In the present context, these factors are the entities that compose the
marine soundscape (e.g., marine mammals, ships, UAVs) and the sound events produced

Figure 1. Features built with Seadash disentangle marine soundscape into its composing entities. (top) Spec-
trogram of sounds recorded by an UAV. Includes sounds of the robot itself, unknown human sources, and ma-
rine mammals. (bottom) Features built with graphical data exploration tools in Seadash are interpretable.



by them (figure 1). These features will then serve as the basis for downstream tasks such
as data annotation or automated detection and classification.

The current Seadash implementation is based on Dash [14], a Python framework for
creating web-based applications; signal processing and ML elements are implemented
with SciPy and scikit-learn [15]. The main elements of the UI are a file input element, a
list of entities, and the data visualisation panels (figure 2). The data visualisation panel
is vertically split in two halves, each with its own auxiliary control panel. On the top
half, an always visible spectrogram constitutes a least-processed visualisation of the se-
lected file, and serves the purpose to ground the users’ intuition during data exploration.
The bottom half is the feature design panel. The control panel associated with the spec-
trogram allows zooming on a region of interest (ROI) and adjusting resolution, as well
as playing the sound file cropped and filtered to match the time interval and frequency
band delimiting the ROI. At this stage, the user should be able to identify sound events
of interest and to attribute them to an entity. Entities are thought of as the actors in the
data generative process responsible for generating each of the event types, and will serve
as classification labels. After adding or selecting an entry on the entities list, the user

Figure 2. A screenshot of the Seadash application. Its main user interface (UI) elements are a file input element
(top), a list of entities (left), and the data visualisation panels (centre-right, taking the largest part of the UI
area). These are split between a spectrogram (top) and designed features (bottom). Each feature is a sub-tab of
an entity.



proceeds to the feature design step. Features are designed by applying transformations
to the spectrogram, and are displayed on the bottom half of the data visualisation panel,
always time-aligned with the spectrogram above it.

Seadash offers interactive graphical tools for signal processing, unsupervised ML,
and dimensionality reduction that allow rapid, iterative experimentation with the aim of
producing features whose activation can be interpreted as the presence of the marked
entity. One of the simplest tools builds features by computing the average power with-
ing a user selected frequency band; that would suffice to capture the broadband noise
produced by the UAV itself in figure 1. The features depicted in figure 1 were produced
with a four-click procedure implementing a processing pipeline consisting of frequency
band selection, Gaussian convolution along the temporal dimension, and principal com-
ponents analysis (PCA). The user is encouraged to design multiple, redundant features
using distinct methods. Features will serve as a representational basis for downstream
tasks (e.g. data annotation by setting thresholds on the features). At the time of writ-
ing, we are developing new feature design methods based on embeddings in deep neu-
ral networks, as well as closing the loop between data annotation and feature design by
introducing modules implementing supervised ML methods to the toolbox (figure 3).

3. Conclusion and Future Work

In this paper, we present Seadash: an interactive data annotation and model building tool
inspired by ocean research. Building on the concept of data programming and extending
it to the graphical domain, Seadash already allows domain experts to identify and create
interpretable features that can be used for downstream ML tasks. As a next step, we
will systematically study domain experts’ experiences and usage. We are working on
alternative embeddings and selection methods (e.g. feature pairs could be plotted against
each other to form a bi-dimensional state space, and a lasso selection tool could be used
to demarcate regions to be labelled.) In the process of aiding the user in annotating the
dataset, Seadash will incorporate methods of topological data analysis (TDA) [16] and
learn a set of features that constitute a disentangled representation [11,12] of the data.

Figure 3. In Seadash, users build interpretable features from which sound events produced by identifiable
entities can be recovered. The data thus embedded can be used in downstream tasks such as annotation through
graphical data programming.
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