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Abstract
In this paper, we investigate the capability of convolutional neural networks to recognize in sign language video frames the six
basic Ekman facial expressions for ’fear’, ’disgust’, ’surprise’, ’sadness’, ’happiness’ and ’anger’ along with the ’neutral’ class.
Given the limited amount of annotated facial expression data for the sign language domain, we started from a model pre-trained
on general-purpose facial expression datasets and we applied various machine learning techniques such as fine-tuning,
data augmentation, class balancing, as well as image preprocessing to reach a better accuracy. The models were evaluated
using K-fold cross-validation to get more accurate conclusions. Through our experiments we demonstrate that fine-tuning a
pre-trained model along with data augmentation by horizontally flipping images and image normalization, helps in providing
the best accuracy on the sign language dataset. The best setting achieves satisfactory classification accuracy, comparable to
state-of-the-art systems in generic facial expression recognition. Experiments were performed using different combinations of
the above-mentioned techniques based on two different architectures, namely MobileNet and EfficientNet, and is deemed that
both architectures seem equally suitable for the purpose of fine-tuning, whereas class balancing is discouraged.

Keywords: facial expression recognition, sign language

1. Introduction

While people are speaking, their facial expressions
convey emotional information. Sign languages are
visual languages that relies on movements of hands,
body, as well as facial muscles. Thus, facial expres-
sions are already involved in conveying the meaning of
a message. To what extent, and how, facial expressions
of signers are also involved in the communication of
emotions is still an open and under-investigated topic.
This work consists of a focused experimentation which
is a preliminary step in the broader research on SL
recognition, where we try to understand if a computer
can recognize facial expressions from a signer as good
as it can already do for the facial expressions of speak-
ing subjects. Since this is one of the first experiments
on this topic, and given the lack of more descriptive
datasets of appropriate size, we hypothesize on the
applicability of deep learning and proceed with spe-
cific assumptions: we are based on a shallow labelling
of only 6 emotions, we don’t consider linguistic con-
tent/markers and we focus on the face, ignoring spatial
and manual elements.
Facial expressions are culture-specific, due to which
most positive emotions are communicated with culture-
specific signals, while the negative emotions can be
recognized across cultures (Sauter et al., 2010). In this
work, we focus on German sign language.
Deep convolutional neural networks (CNN), the state-
of-the-art in image recognition, require a large amount
of data and a limited amount of facial expressions data

is available specifically for the German SL, making it
difficult to train a Facial Expression Recognition (FER)
model from scratch. Therefore, this work uses fine-
tuning of pre-trained models that showed a state-of-
the-art accuracy on common facial expression datasets.
The pre-trained models used during the experiments
follow a lightweight architecture which makes it eas-
ier to fine-tune and still provides high accuracy.
For this study, it was hypothesized that fine-tuning a
pre-trained FER model (trained on a very large im-
age dataset) helps improve the prediction rate on a SL
dataset, annotated with the six basic emotions of ’sad’,
’surprise’, ’fear’, ’angry’, ’disgust’, and ’happy’ along
with the ’neutral’ and ’none’ labels. Apart from fine-
tuning, the experiments include various machine learn-
ing techniques such as data augmentation, image nor-
malization and class balancing to improve the perfor-
mance of the fine-tuned model.
The rest of the paper is organized as follows. A sur-
vey of related literature is given in Section 2. Section
3 includes a description of the methods used. Section
4 contains details about the experiments. Section 5
presents the results of these experiments followed by
Section 6, which concludes the paper.

2. Related Work
As discussed in the previous section, to tackle the com-
plexity of FER, several machine learning (ML) tech-
niques have been used including both conventional as
well as deep-learning-based approaches. A review of
FER in the past years, including a comparison of sev-

https://orcid.org/0000-0002-1596-4043
https://orcid.org/0000-0002-5671-573X


eral techniques based on certain evaluation metrics, is
provided in Ko (2018).
Deep-learning-based approaches such as Convolu-
tional Neural Networks (CNN) and Recurrent Neural
Networks (RNN) can perform end-to-end feature ex-
traction, classification as well as recognition tasks with
high accuracy (Kim et al., 2019; Chu et al., 2017).
However, they need large datasets, computing power,
amounts of memory and are time-consuming for both
the training and testing phases (Ko, 2018). In the re-
minder of this section, we introduce related work in the
detection of facial expressions using CNNs and how to
improve their performance when data is scarce.

2.1. Existing Deep-Learning-Based Models
State-of-the-art techniques involving deep-learning-
based approaches used for FER are presented below.
Savchenko (2021) presented a simple training pipeline
where a model can provide state-of-the-art accuracy
using lightweight neural networks in FER trained on
images and videos of the AffectNet data-set (Molla-
hosseini et al., 2019). The high performance, reduced
speed and model size of this model is the result of pre-
training of facial feature extractor for face identifica-
tion, which was done by a very large VGGFace2 (Gen-
naro and Vairo, 2019) data-set. The features extracted
by this network can be used with more complex classi-
fiers, and therefore can be explored for FER in the case
of SL.
Frame Attention Networks (FAN) can be used to auto-
matically discriminate frames in the network by tak-
ing a videos with various image frames as its input
and produce a fixed-dimension feature representation
which can be then used for FER through a CNN (Meng
et al., 2019). This framework provided a high perfor-
mance on the CK+ (Lucey et al., 2010) and AFEW 8.0
(Kossaifi et al., 2017) datasets (both including seven
emotion labels).
Along with deep-learning-based models, models pre-
trained with Local Binary Patterns (LBP) to extract fa-
cial features and Support Vector Machines (SVM) to
classify them were also recently used, although their
accuracy on some datasets has been lower than that
with a CNN (Ravi et al., 2020).

2.2. Improving CNNs
Data augmentation techniques (O’Mahony et al.,
2019), which include geometric transformations such
as flipping the training images horizontally, as well
as cropping them randomly to increase the training
data, are used for improving the performance of a
CNN (Savchenko, 2021). In most CV tasks involv-
ing image classification, flipping the images horizon-
tally before training is sufficient and helps in improv-
ing the overall performance of the CNN (Zheng et al.,
2020). Apart from data augmentation, using data pre-
processing techniques such as resizing, face detection,
cropping, adding noise, data normalization, histogram

equalization, etc., also helps in boosting the perfor-
mance of a CNN trained for recognizing emotions from
facial images (Pitaloka et al., 2017).
CNN architectures such as EfficientNet (B0 to B7),
MobileNet, ResNet, etc., help in reducing the calcula-
tions required making them more lightweight and faster
(Tan and Le, 2019; Tan and Le, 2021). Using several
optimizers instead of just one also improves the perfor-
mance and generalization of a CNN (Taqi et al., 2018).
Along with the commonly used Adam optimizer, using
an additional optimizer such as the Sharpness Aware
Minimization (SAM) and Stochastic Gradient Descent
(SGD) for the last few epochs boosts the overall per-
formance by providing a better coverage (Savchenko,
2021). Other important parameters that could help
boost the performance of a CNN are: appropriate learn-
ing rates, choice of the activation function, balanc-
ing the imbalanced classes, etc. (Kandel and Castelli,
2020).
Last but not least, transfer learning, i.e., using the pa-
rameters learned for a problem as starting values (in-
stead of random values) to train on a new dataset,
helps in reducing training time (Akhand et al., 2021;
O’Mahony et al., 2019).

3. Methods
This section describes the methods used in the experi-
ments. The methods explained are chosen due to the
state-of-the-art accuracy they provided in Facial Ex-
pression Recognition models presented by Savchenko
(2021).

3.1. Image Preprocessing
Image preprocessing plays a vital role in achieving
state-of-the-art results in a CNN, as the raw data does
not always produce good accuracy. The improvement
in accuracy of a CNN is dependent on the image
preprocessing technique being used along with its
network architecture. This work uses two image
preprocessing techniques: face cropping and image
normalization.

Face Cropping is a technique used in CV to extract the
area of the image which is required for image recogni-
tion or classification tasks. In the case of FER, faces
are cropped from the image dataset to remove the un-
necessary information from the images and only keep
the pixels that constitute the facial information. To
crop faces from an image, Savchenko (2021) has pro-
posed the use of a Multi-task Cascaded Convolutional
Network (MTCNN), a framework used for face detec-
tion and alignment. MTCNN performs three tasks:
face classification, bounding box regression, and facial
landmark localization (Xiang and Zhu, 2017).
The face is cropped from an image in the following
steps: detect and extract the face mesh from images,
extract the face bounds, and then crop the images
(Emami and Suciu, 2012). Detection and recognition
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of faces is done using a Haar Cascade (Soo, 2014),
an object detection method used to locate an object
of interest in images. A Haar-like feature considers
neighboring rectangular regions, sums up the pixel
intensities in each region, and calculates the difference
between these sums, which helps to categorize the
image into subsections. We use the implementation of
OpenCV, which has shown good performance for face
detection (Boyko et al., 2018).

Image Normalization. Studies have shown that for
image classification as well as recognition tasks image
normalization has helped in enhancing the performance
of the CNN (Savchenko, 2021; Koo and Cha, 2017;
Heidari et al., 2020).
Image normalization is a technique where the mean
along each of the features (dimensions of images) from
the training sample is calculated and is subtracted from
every image. This results in normalizing the brightness
of the whole training set concerning each dimension as
shown in the equation below (Pal and Sudeep, 2016):

X ′ = X − µ (1)

where X ′ is the normalized data, X represents the orig-
inal data, and µ is the mean vector across all features
of X.

3.2. CNN Architectures
CNNs are artificial neural networks that play a signif-
icant role in Natural Language Processing (NLP), CV
tasks such as image detection, recognition, etc. (Al-
bawi et al., 2017). Several CNN architectures have
been developed to solve real-world problems. In this
work we use the MobileNet and EfficientNet architec-
tures which are explained below.

The MobileNet Architecture - MobileNet-v1 The
MobileNet architecture (Savchenko, 2021) uses depth-
wise separable convolutions followed by pointwise
convolutions where each input channel is filtered sepa-
rately. This results in a drastic reduction in model size
and cost compared to standard convolutions. In com-
parison to other more efficient architectures, the accu-
racy obtained with MobileNet reduces as the number
of parameters is increased in the model.
The MobileNet v1 architecture has 28 layers wherein
each layer is followed by batch normalization and
a Rectified Linear Unit (ReLU) (Ioffe and Szegedy,
2015). The architecture starts with a regular 3×3 con-
volution, followed by 13 depthwise separable convo-
lutional blocks and pointwise convolutions (Michele et
al., 2019). The depthwise convolution in MobileNet
is the channel-wise spatial convolution (Howard et al.,
2017). Whereas the pointwise convolution is 1x1 con-
volution which is used to change the dimension. These
depthwise and pointwise convolutions result in a reduc-
tion in model size and computation cost by about 8 to
9 times as compared to the usage of standard convolu-
tions (Sinha and El-Sharkawy, 2019).

The MobileNet v1 architecture has been used for a va-
riety of object detection and image recognition appli-
cations such as palm print recognition (Michele et al.,
2019), handwriting character recognition (Ghosh et al.,
2020), FER (Savchenko, 2021), and more.

The EfficientNet Architecture - EfficientNet-B0
EfficientNet (Tan and Le, 2019) is another neural
network architecture that consists of 8 model types,
from B0 to B7. The accuracy and the number of model
parameters increase with the model number. Efficient-
Net uses an activation function called Swish instead
of the Rectifier Linear Unit (ReLU) of the MobileNet
architecture. The main building block for EfficientNet
is the inverted bottleneck MBConv, which consists
of a layer that first expands and then compresses the
channel (Tan and Le, 2019; Sandler et al., 2018). This
architecture has in-depth separable convolutions that
reduce the calculation by almost k2 factor compared
to traditional layers, where k is the kernel size which
denotes the width and height of the 2D convolution
window (Sandler et al., 2018). EfficientNet has been
recently used for several applications such as plant leaf
disease classification (Atila et al., 2021) and automated
diagnosis of COVID-19 (Marques et al., 2020).

The EfficientNet architecture is more efficient than Mo-
bileNet and has provided state-of-the-art accuracy on
several transfer learning datasets as it is easily scalable
(Tan and Le, 2019). On the one hand, when used for
image classification problems, the EfficientNet archi-
tecture scaled up the image size leading to large mem-
ory consumption compared to MobileNet. On the other
hand, the MobileNet architecture is more lightweight
and it works efficiently for a small number of parame-
ters.

3.3. Training
Fine-tuning is the process of initializing a pre-
trained classification network and then training it fur-
ther for a different task (Radenović et al., 2018). It
is applied when there is the need to fit a low re-
source dataset starting from models pre-trained on big-
ger datasets. One of the motivations for using fine-
tuning instead of fully training a model from scratch
is that the low-level basic features are common for
most images and hence an already trained (pre-trained)
model can be useful for classification by just fine-
tuning the high-level features.
The proposed FER technique (Akhand et al., 2021;
Ngo and Yoon, 2020; Savchenko, 2021) is to use a
CNN model pre-trained for image classification, and
fine-tune it by replacing the upper layers with the dense
layer(s) to make it compatible with the target dataset.
These new dense layers are first tuned to the target
dataset, followed by training the whole CNN with this
same dataset.

Optimization in Neural Networks The aim of a
CNN is to learn from the given data by minimizing the
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loss. The loss function is reduced with the help of an
optimization algorithm which is a numerical function
performed on the model parameters. A gradient de-
scent algorithm is commonly used in neural networks
for optimization as it minimizes the objective function
by updating the parameters in the reverse direction of
the gradient of the objective function. Here we briefly
explain the three optimizers used. In addition to the
most popular optimizers (such as Adam and Stocastic
Gradient Descent), Sharpness Aware Minimization
(SAM) is an optimization technique that seeks param-
eters that lie in neighborhoods having uniformly low
loss leading to sub-optimal model quality (Foret et al.,
2020). SAM is shown to improve the generalizabil-
ity of the model across several datasets and to provide
robustness to noisy labels and helped achieve a better
performance when applied on fine-tuned EfficientNet
models pre-trained on ImageNet. Using SAM for opti-
mizing the categorical cross-entropy loss for the last
two epochs also provided a state-of-the-art accuracy
on fine-tuned EfficientNet models pre-trained on Im-
ageNet (Savchenko, 2021).

Data Augmentation Flipping data horizontally be-
fore feeding it to the CNN has been shown to be not
only safe but also one of the most common and effec-
tive data augmentation technique (Shorten and Khosh-
goftaar, 2019). Other augmentation methods, such as
rotation and noise disturbance are not used here, be-
cause as noted by Zheng et al. (2020), they could have
a large impact on the image structure if the images are
small in size, resulting in poor performance.

Class Weights The datasets available for FER do not
always consist of balanced classes as they have a dif-
ferent number of samples in each class. This can result
in incorrect evaluation and a need for balancing these
classes to achieve uniform results across classes. An
algorithm-based technique used to balance the classes
is called class weighting where different weights are
used for every class depending on the number of train-
ing samples present in a class. As explained by Johnson
and Khoshgoftaar (2019), class weights for each class
can be calculated as follows:

cw = maxi|Ci|mini|Ci|

Here, cw is the class weight for a minority class. Con-
sider that the largest class in the dataset has 100 sam-
ples and the smallest class has 10 samples. If the class
weight for the majority class is set to 1 then that for the
minority class will be set to 10.

4. Experimental Setup
The goal of our experiments is to maximize the classi-
fication accuracy of the facial expressions. As baseline
and a basic model for fine-tuning we used the models
by Savchenko (2021), trained on generic facial expres-
sion data, as they provided a state-of-the-art accuracy
with the MobileNet and EfficientNet architectures. In

Figure 1: Images from 7 classes in the FePh dataset

our experiments, the baseline model is first fine-tuned
to a dataset of facial expressions of signers. Then, var-
ious techniques such as data augmentation, image pre-
processing, as well as class weight balancing were ap-
plied one after the other in different combinations.
For every configuration we measure the overall accu-
racy, the sensitivity per class, as well as the average
sensitivity. The overall accuracy is the ratio of the num-
ber of correct predictions to all the predictions, whereas
the sensitivity per class gives the ratio of the correct
predictions of a class over its number of samples.

4.1. Sign Language Dataset
The fine-tuning was targeted on the Facial Expression
Phoenix (FePh) dataset (Alaghband et al., 2021), an an-
notated sequenced facial expression dataset in the con-
text of the German SL. It comprises over 3,000 facial
images extracted from the daily news and weather fore-
cast of the public TV-station PHOENIX. The data was
annotated with the six basic Ekman (1999) emotions of
‘anger’, ‘disgust’, ‘fear’, ‘sad’, ‘happy’, and ‘surprise’
along with the ‘neutral’ class (see figure 1). An adi-
tional ‘none of the above’ class exists for images where
no label could be assigned. Known limitations of this
dataset are the size of the dataset, the existence of only
6 shallow labels, the lack of linguistic/content markers
and the lack of spatial and manual elements. Since to
the best of our knowledge this was the only available
dataset suitable for this task, we proceed with using it
despite the mentioned concerns in order to confirm our
technical hypothesis.

4.2. Data Preparation
The FePh dataset went under three pre-processing
steps. The first step consisted of removing frames
of two types. The first type is the frames labeled as
‘none of the above’, which did not fall neither under
any of the 6 Ekman labels nor ‘neutral’. The second
type of removed frames were asociated with more than
one emotion, and their inclusion would change the ML
task to a multi-label classification problem (Huang et
al., 2019; Durand et al., 2019). Removing these frames
resulted into 2,531 facial images annotated with the 6
Ekman emotions plus ‘neutral’.
The second preprocessing step consists of applying a
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emotion data distribution

Anger 18.30%
Disgust 7.72%
Fear 12.43%
Happy 7.92%
Neutral 7.58%
Sad 14.36%
Surprise 31.85%

Table 1: Labels distribution in the training set.

face cropping (Section 3.1) to the images before feed-
ing them to the CNN. This was needed because the im-
ages in the FePh dataset include some parts of the upper
body. This conforms with the pre-processing applied to
the pre-trained models. The data distribution across the
different emotion classes in the training set is shown in
table 1.
Finally, the FePh sign-language dataset was randomly
split in a training (80%, used for fine-tuning the pre-
trained models) and a test set (20%, used for evalua-
tion). Images belonging to the same video sequence
were kept in the same split. This phase allowed trying
10 configurations on top of the baselines.
The small size of the dataset raises questions on
whether the results may generalize in a bigger dataset.
For this purpose, we applied a 5-fold cross-validation
test to the two baselines models and to their 4 most
promising varied configurations. Across the 5 folds,
the average accuracy and sensitivity per class were cal-
culated together with their standard deviation.

4.3. Pre-trained Models for Facial
Expression Recognition (FER)

Here we provide details about the pre-trained models
available for FER, which aim to recognize the seven ba-
sic Ekman emotions on generic datasets. As explained,
these pre-trained models were fine-tuned on the SL-
specific dataset and several techniques were added. To
get the state-of-the-art results, the models presented by
Savchenko (2021), which provide a lightweight CNN
for the recognition of facial emotions based on two dif-
ferent architectures, were chosen as they achieve state-
of-the-art accuracy.
The two models that were further used in the experi-
ments are based on two CNN architectures: (1) Mo-
bileNet and (2) EfficientNet (Section 3.2). Both pre-
trained models were trained on the AffectNet dataset
(Mollahosseini et al., 2017) which includes almost
440k annotated images, having before been pre-trained
on the much larger VGGFace2 dataset (Gennaro and
Vairo, 2019).
The abbreviations used for the techniques used during
the experiments are shown in table 2. All of the ex-
periment configurations are summarized in table 3 and
are detailed in the following two sections for the ex-
ploratory and the cross-validation phase, respectively.

abbr. technique

FT Fine-tuning
SGD Stochastic Gradient Descent optimizer
SAP Sharpness Aware Minimization
IP Image preprocessing
HF Horizontal flip
CW Class weights

Table 2: Abbreviations used for the techniques used
during the experiments

4.4. Exploratory Phase
This exploration consists of a combination between
pre-processing techniques and hyperparameters that
were tested on a single 20% FePh data split.

4.4.1. Experiments with MobileNet
No-FT: Baseline Pre-trained Model This experi-
ment was performed to check how the existing pre-
trained model performs when tested on the SL data.

FT: Simple Fine-tuning This configuration consists
of fine-tuning the pre-trained model with the 80% split
of the FePh. A simple fine-tuning approach was used
for the MobileNet architecture. In a CNN, the last layer
learns the high-level features, and hence the last few
layers are sufficient for transfer learning (Tajbakhsh et
al., 2016). The last layer of the pre-trained model was
first removed and a new dense layer was added to the
CNN and all the previous layers of the base net were
frozen to train just the last layer. This last layer was
then trained on the new dataset including images from
the SL (FePh) dataset for 3 epochs. Finally, all the pre-
vious frozen layers were unfrozen and the entire CNN
was trained on the FePh data for 7 more epochs. The
categorical cross-entropy loss was optimized by the
Adam optimizer with a learning rate equal to 0.001.

FT-SGD: Fine-tuning with Stochastic Gradient
Descent (SGD) In this configuration, following
Savchenko (2021), the baseline model was fine-tuned
with Adam optimizer for 5 epochs and SGD was used
for the last two epochs with learning rate of 0.0001.

FT-SGD + CW: Class Weights for an Imbalanced
Fine-tuning Set As explained (section 3.3), CNNs
may perform poorly because of an imbalance in the
fine-tuning data caused by a significant difference in
amount of data in a class compared to the others, re-
sulting in an insufficient representation of the minority
classes. To tackle this imbalance across classes, we as-
sign different class weights to each of the classes in
the training data. This results in increasing the loss
value for the classes that are insufficiently represented.
The data distribution across classes in the fine-tuning
dataset is shown in table 1.

FT-SGD + HF: Fine-tuning with Data Augmenta-
tion We horizontally flip images before feeding them
to the CNN, thus doubling the training data.
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architecture configurations description
exploratory c/v

MobileNet No-FT M0 Base model
FT Simple fine-tuning of base model with Adam optimizer
FT-SGD Fine-tuning of base model with Adam and SGD optimizers
FT-SGD + CW FT-SGD + Classes balanced with class weights
FT-SGD + HF FT-SGD + Training dataset augmented with images flipped horizontally
FT-SGD + IP FT-SGD + Images normalized before training
FT-SGD + IP + HF + CW M1 FT-SGD + Image normalization, horizontal flip and class weights
FT-SGD + IP + HF M2 FT-SGD + image normalization and horizontal flip

EficientNet No-FT E0 Base model
FT + SAM + HF + CW E1 Base model fine-tuned with SAM optimizer + horizontal flip + class weights
FT + SAM + HF E2 Base model fine-tuned with SAM optimizer + horizontal flip
FT-SGD + SAM + HF Base model fine-tuned with SAM and SGD optimizers + horizontal flip

Table 3: Configurations used for the experiments

FT-SGD + IP: Fine-tuning with Image Preprocess-
ing Along with fine-tuning, the images were normal-
ized using the preprocessing function in Keras, where
each color channel is zero-centered with respect to the
ImageNet dataset (Ketkar, 2017; Savchenko, 2021).

FT-SGD + IP + HF + CW This is a direct replica-
tion of the similar experiment performed by Savchenko
(2021), but by fine-tuning the pre-trained model with
the FePh fine-tuning dataset. Since it had provided a
state-of-the-art accuracy, this setting was tested to see if
the combined effects of fine-tuning with data augmen-
tation, image preprocessing, and class weights would
improve the accuracy also with the FePh dataset com-
pared to the previous settings.

FT-SGD + IP + HF Fine-tuning with data augmen-
tation and image preprocessing. Here, the experiment
was repeated with image preprocessing and horizontal
flipping but without class weights.

4.4.2. Experiments with EfficientNet
As discussed in Chapter 3, the EfficientNet architecture
provides better accuracy on ImageNet than MobileNet,
and is considered a powerful tool in CV (Wang and
Yu, 2021). Hence, the MobileNet experiments with the
higher accuracy were replicated for EfficientNet to al-
low comparison of the two architectures. Among the
EfficientNet variants, the EfficientNet-B0 architecture
was chosen, as its default input image size (224x224)
is the same as the size of the images in the dataset. Im-
age preprocessing (IP) was not considered for this ar-
chitecture as it was not suggested for the base models
of Savchenko (2021).

No-FT: Pre-trained Model The baseline Efficient-
Net configuration pre-trained on AffectNet data and
tested on the FePh test set.

FT + SAM + HF + CW: Fine-tuning with Sharp-
ness Aware Minimization, Data Augmentation, and
Class Weights This experiment is a replica of the
pre-trained model provided by Savchenko (2021), but
with additional fine-tuning on the FePh dataset. More-

over, this configuration uses the Sharpness Aware Min-
imization (SAM) optimizer (Foret et al., 2020). Ini-
tially, only the last layer is fine-tuned on FePh, for 3
epochs, with a learning rate of 0.001 while freezing all
layers in the base net. Finally, all the layers are trained
with the SAM optimizer with a learning rate of 0.0001
for 6 epochs as was proposed by Savchenko (2021).
This experiment has also used horizontal flip as data
augmentation technique and class weighting.

FT + SAM + HF: Fine-tuning with SAM and Data
Augmentation This configuration uses fine-tuning
with SAM along with horizontal flip. Class weighting
was removed to check its contribution.

FT-SGD + SAM + HF: Fine-tuning with SAM and
Data Augmentation and SGD This configuration
tests the results using Stochastic Gradient Descent as
optimizer while fine-tuning, because it was found to
give the best results with MobileNet.

4.5. Cross-validation Phase
The best performing configurations from the ex-
ploratory phase were further evaluated by performing
cross-validation (summarized in table 3 with their ab-
brevations shown in the ‘c/v’ column). Their descrip-
tion follows.

No-FT (M0 & E0) As a baseline, two pre-trained
models (one for MobileNet and one for EfficientNet)
presented by Savchenko (2021) were evaluated each on
the 5 test sets obtained after splitting the FePh data into
5 folds. The accuracy and sensitivity per class were
calculated and then the average and standard deviation
was calculated.
The MobileNet configurations chosen for the cross-
validation phase were:

FT-SGD + IP + HF + CW (M1) providing a state-of-
the-art accuracy on AffectNet (Savchenko, 2021) and

FT-SGD + IP + HF (M2) showing promising results
during the exploratory phase, despite the lack of class
weighting, so it was chosen for cross-validation.
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Cross-validation was also performed on the Efficient-
Net architecture with the respective configurations FT
+ SAM + HF + CW (E1) and FT + SAM + HF (E2),
which have been described in the previous section.

5. Results
This section showcases the results obtained from
experiments conducted with two CNN architectures
(MobileNet-v1, EfficientNet-B0) with several data pro-
cessing techniques in both the exploratory phase the
cross-validation phase. As evaluation metrics the
model accuracy, the sensitivity per class and the av-
erage sensitivity are given for every model. As base-
line we consider the result obtained from the experi-
ment conducted without fine-tuning, and the rest of the
experiments are compared against that.

5.1. Exploratory Phase: MobileNet-v1
As shown in table 4, fine-tuning improved the overall
accuracy for more than 13%, whereas there was an ad-
ditional small improvement when the model was opti-
mized with the Adam optimizer for the first few epochs
and with the SGD optimizer for the last 3 epochs. It can
be also seen that adding class weights alone reduced
the overall accuracy, but when class weights were com-
bined with image preprocessing and horizontal flip,
it provided the highest average sensitivity of 63.3%.
Data augmentation with horizontal flipping did not pro-
vide any improvement in the accuracy of the fine-tuned
model. Similarly, image normalization did not improve
the accuracy. However, when data augmentation was
combined with image normalization, the accuracy was
increased to 67% providing the best accuracy across all
the models trained.
The setting with the best overall accuracy (M0) and the
one with the best average sensitivity (M1) are chosen
to be further investigated in the cross-validation phase.

5.2. Exploratory Phase: EfficientNet-B0
Table 4 shows that the best accuracy was provided by
the configuration wich combines fine tuning with SAM
and horizontal flipping. Similar to the MobileNet-
v1 architecture, with class weighting from the base
model, the accuracy is 2.6% higher. The EfficientNet-
B0 models took 25% longer to fine-tune due to SAM as
the main optimizer, as compared to the MobileNet-v1
models which use Adam for the most epochs and SGD
for the last two epochs (section 3.2).

5.3. Cross-validation Phase
Table 5 shows the results obtained after averaging the
accuracies across 5 models trained while performing 5-
fold cross-validation, where the average sensitivity and
the sensitivity per class were also recorded in a simi-
lar way. Since these metrics are averaged on different
folds of training sets from the FePh dataset, they are
more suitable in drawing overall conclusions, as the
ones shown in the exploratory phase.

First, it can be observed that fine-tuning using the
best combination of techniques outperforms the model
with no fine-tuning (at least by 17%). This confirms
the main hypothesis that for sign-language FER, fine-
tuning a generic pre-trained model on a sign-language-
specific dataset helps to improve the performance on
this task. Additionally, it should be noted that the
achieved overall accuracy of 62.4-62.8% is compara-
ble to the state-of-the-art accuracy of the base models
in the generic FER tasks (Savchenko, 2021).
For MobileNet-v1, the configuration that significantly
gave the best accuracy was FT-SGD + IP + HF (M2).
By comparing this configuration with its variant lack-
ing class-weights, we can see that class-weights are
harmful in this setting.
For EfficientNet-B0, it was found that the configuration
FT + SAM + IP + HF (E2) gave the highest accuracy
(62.8%). The difference of this setting with the config-
uration including class weights is not significant in this
case, so one cannot say with confidence whether class
weights are improving or harming EfficientNet.
No specific conclusion can be drawn regarding the dif-
ferences between the MobileNet and EfficientNet ar-
chitectures both architectures seem equally suitable
for the purpose of fine-tuning. Nevertheless, one
should consider that EfficientNet took slightly longer
time to fine-tune, which might be an issue in future
works, if larger fine-tuning datasets are considered.
The results based on the average sensitivity as well as
the sensitivity per class vary a lot, e.g. one can see
that different classes seem to be predicted best with dif-
ferent configurations. Nevertheless, these small sensi-
tivity differences do not allow significant comparisons
due to the very large standard deviations, which are at-
tributed to the very small dataset. On the other side,
we can confirm that the settings that provide significant
accuracy improvements are still the optimal ones, since
they do not cause a significant deterioration of the class
and average sensitivities.
By comparing the 7 classes, we see that ‘fear’ has the
lowest sensitivity (29.2%), followed by ‘disgust’ and
‘neutral’. The best predicted class is ‘happy’ (82.7%)
followed by ‘surprise’.

6. Conclusion and Future Work
Through our experiments, we confirmed the hypothesis
that fine-tuning a neural network alreaddy pre-trained
to recognize facial expressions, togather with other the
preprocessing techniques and optimizers, improves the
model performance in classifying facial expressions on
a sign language dataset. The achieved accuracy is satis-
factorily high, as it is comparable to the state-of-the-art
accuracy of the base models in generic FER of prior
work. No significant difference was observed between
the best configurations of MobileNet and EfficientNet
architectures, but the training time for the EfficientNet
models was higher than that of MobileNet.
The overall accuracy improved when image normaliza-
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configuration c/v acc.
sensitivity per class avg.

sens.anger disgust fear happy neutral sadness surprise

MobileNet No-FT M0 52.0 54.5 74.2 26.3 15.8 26.2 11.9 79.6 41.0
FT 65.4 81.1 38.7 45.6 63.1 35.7 50.8 77.8 56.1
FT-SGD 65.7 82.6 58.0 47.4 73.7 33.3 57.6 70.0 60.4
FT-SGD + CW 54.0 65.2 71.0 56.1 78.9 28.6 61.0 42.5 57.7
FT-SGD + HF 64.7 77.3 51.6 50.9 63.2 28.6 55.9 74.3 57.4
FT-SGD + IP 65.3 82.6 35.5 43.9 68.4 28.6 45.8 80.2 55.0
FT-SGD + IP + HF + CW M1 63.7 75.0 74.2 56.1 84.2 38.1 52.5 63.5 63.3
FT-SGD + IP + HF M2 67.0 81.8 61.3 40.4 68.4 33.3 50.8 79.6 59.3

EfficientNet No-FT E0 53.5 50.8 67.7 36.8 47.4 47.6 18.6 73.1 49.0
FT + SAM + HF + CW E1 63.9 62.9 67.7 36.8 84.2 76.2 66.1 67.1 65.9
FT + SAM + HF E2 66.5 68.2 67.7 31.6 84.2 69.0 67.8 73.7 66.1
FT-SGD + SAM + HF 63.9 65.2 71.0 33.3 89.5 59.5 59.3 71.9 64.1

Table 4: The overall accuracy, sensitivity per class, and average sensitivity (in %) obtained for all configurations
(described in table 3) of the exploratory phase (i.e., tested on a single fold). The configurations that have an
abbreviation in the column ’c/v’ are repeated later in the cross-validation phase (table 5).

acc. (std)
average sensitivity per class (std) avg.

sens. (std)anger disgust fear happy neutral sadness surprise

M0 44.1 (4.7) 44.4 (10.3) 58.4 (2.4) 25.8 (12.4) 47.3 (19.3) 20.8 (5.7) 17.2 (9.1) 63.8 (6.7) 39.7 (9.4)
M1 51.7 (7.4) 51.3 (21.4) 37.3 (13.8) 11.6 (5.5) 56.6 (16.4) 75.3 (16.7) 60.4 (23.5) 58.2 (12.0) 50.0 (15.6)
M2 62.4 (3.2) 73.7 (5.9) 41.9 (14.1) 23.6 (9.6) 53.7 (12.2) 50.2 (22.3) 57.2 (16.1) 82.1 (6.7) 54.6 (12.4)

E0 45.7 (4.7) 42.3 (7.7) 55.6 (3.9) 30.1 (14.4) 53.3 (12.7) 54.6 (16.8) 19.5 (11.3) 59.7 (12.1) 45.0 (11.3)
E1 62.2 (2.4) 65.3 (9.3) 57.5 (12.6) 35.8 (13.3) 72.3 (9.8) 66.1 (10.0) 59.1 (16.8) 68.5 (6.4) 60.7 (11.2)
E2 62.8 (4.7) 62.3 (8.6) 45.4 (18.8) 29.2 (16.6) 82.7 (11.7) 59 (17.6) 52.7 (22.2) 79.2 (8.5) 58.6 (14.9)

Table 5: The overall accuracy, sensitivity per class, and average sensitivity (in %) with the standard deviation (std)
obtained for all the MobileNet-v1 and EfficientNet-B0 configurations calculated during the cross-validation phase

tion was used in combination with augmenting training
data with horizontally flipped images. Despite the ob-
vious lack of balance between the classes in the dataset,
balancing classes with the help of class weights can
harm the accuracy.

The best models obtained from the experiments con-
ducted were configured as following: MobileNet-v1
fine-tuned with Stochastic Gradient Descent using tun-
ing data normalized and augmented using horizontally
flipped images, and EfficientNet-B0 fine-tuned with
Sharpness Aware Minimization using tuning data aug-
mented with horizontally flipped images.

It is obvious through our analysis that further work
would require bigger datasets that would allow more
robust results, if possible also including spatial and
manual elements and offerring better resolution, a
broader domain and reacher modalities (e.g., full video
sequences). Additionally, one should consider cover-
age of other sign languages and cultural backgrounds,
whereas we are actively working on the adaptation
of the labels to include linguistic content/markers and
other affective aspects relevant to communication pur-
poses.
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