
Proceedings 

NeuroIS Retreat 2022 

 

 
Vienna, Austria | June 14-16 

www.NeuroIS.org 

 

 

Fred D. Davis, René Riedl, 

Jan vom Brocke, Pierre-Majorique Léger, 

Adriane B. Randolph,  

Gernot R. Müller-Putz (Eds.) 
 

 

 

 

 

 

 

 

 
The final proceedings will be published by Springer. 



2 

Preface 
The proceedings contain papers presented at the 14th annual NeuroIS Retreat held 

June 14-16 2022. NeuroIS is a field in Information Systems (IS) that uses neurosci-

ence and neurophysiological tools and knowledge to better understand the develop-

ment, adoption, and impact of information and communication technologies 

(www.neurois.org). 
 

The NeuroIS Retreat is a leading academic conference for presenting research and 

development projects at the nexus of IS and neurobiology. This annual conference 

promotes the development of the NeuroIS field with activities primarily delivered by 

and for academics, though works often have a professional orientation.  
 

In 2009 the inaugural NeuroIS Retreat was held in Gmunden, Austria. Since then, the 

NeuroIS community has grown steadily, with subsequent annual Retreats in Gmunden 

from 2010-2017. Beginning in 2018, the conference is taking place in Vienna, Aus-

tria. Due to the Corona crisis, the organizers decided to host the NeuroIS Retreat 

virtually in 2020 and 2021. This year, the NeuroIS Retreat took place again in a phys-

ical face-to-face-format in Vienna. 
 

The NeuroIS Retreat provides a platform for scholars to discuss their studies and 

exchange ideas. A major goal is to provide feedback for scholars to advance their 

research papers toward high-quality journal publications. The organizing committee 

welcomes not only completed research, but also work in progress. The NeuroIS Re-

treat is known for its informal and constructive workshop atmosphere. Many NeuroIS 

presentations have evolved into publications in highly regarded academic journals. 
 

This year is the eighth time that we publish the proceedings in the form of an edited 

volume. A total of 35 research papers were accepted and are published in this volume, 

and we observe diversity in topics, theories, methods, and tools of the contributions in 

this book. The 2022 keynote presentation entitled "The Neurobiology of Trust: Bene-

fits and Challenges for NeuroIS" is given by Frank Krueger, professor of systems 

social neuroscience at the School of Systems Biology at George Mason University 

(GMU), USA. Moreover, Jan vom Brocke, professor of information systems at the 

University of Liechtenstein, gives a hot topic talk entitled "From Neuro-adaptive 

Systems to Neuro-adaptive Processes: Opportunities of NeuroIS to Contribute to the 

Emerging Field of Process Science". 
 

Altogether, we are happy to see the ongoing progress in the NeuroIS field. Also, we 

can report that the NeuroIS Society, established in 2018 as a non-profit organization, 

has been developing well. We foresee a prosperous development of NeuroIS. 
 

June 2022       Fred D. Davis 

René Riedl 

Jan vom Brocke 

Pierre-Majorique Léger 

Adriane B. Randolph 

Gernot R. Müller-Putz 
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Frank Krueger – Keynote 

The Neurobiology of Trust: Benefits and Challenges for NeuroIS  

Trust pervades nearly every aspect of our daily lives; it penetrates not only our human 

social interactions but also our interactions with information and communication 

technologies (ICTs). The talk provides an overarching neurobiological framework of 

trust —focusing on empirical, methodological, and theoretical aspects— that serves 

as a common basis for the broad and transdisciplinary community of trust research. 

The integration into a unified conceptual framework of trust can guide future investi-

gations to better understand both fundamental and applied NeuroIS research in devel-

oping new theories and designing innovative ICT artifacts that positively affect prac-

tical outcomes for individuals, groups, organizations, and society. 
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Jan vom Brocke – Hot Topic Talk 

From Neuro-adaptive Systems to Neuro-adaptive Processes: Opportunities 

of NeuroIS to Contribute to the Emerging Field of Process Science  

A hugely fascinating aspect of NeuroIS is the prospect of developing neuro-adaptive 

systems — in simple terms, information systems (IS) that are sensitive to emotions 

and thoughts. A recent research agenda published in the European Journal of Infor-

mation Systems presents four areas to advance NeuroIS research towards societal 

contributions: 1) IS design, (2) IS use, (3) emotion research, and (4) neuro-adaptive 

systems. All four areas contribute to an intriguing new field called Process Science, 

that can further leverage the emission sensitivity of systems to processes, that way 

making important contributions of value to society. This Hot Topic Talk further out-

lines this idea and makes a call for NeuroIS contributions to Process Science. 
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Our Brain Reads, While We Can’t: EEG reveals Word-Specific 

Brain Activity in the Absence of Word Recognition 

Peter Walla1,2,3, Robin Leybourne4, and Samuil Pavlevchev5  

1 Faculty of Psychology, Freud CanBeLab, Sigmund Freud University, Freudplatz 1, 1020 

Vienna, Austria 
2 Faculty of Medicine, Sigmund Freud University, Freudplatz 3, 1020 Vienna, Austria 

3 School of Psychology, Centre for Translational Neuroscience and Mental Health Research, 

University of Newcastle, University Drive, Callaghan, NSW, Australia 
4 Faculty of Psychology, Webster Vienna Private University, Praterstraße 23, 1020 Vienna 

5 Center for Research in Modern European Philosophy (CREMP), Kingston University, 

Penrhyn Road Campus, Kingston upon Thames, UK,  

peter.walla@sfu.ac.at 

Abstract. This electroencephalography (EEG) study provides significant neu-

rophysiological evidence for the processing of words outside conscious aware-

ness. Brain potentials were recorded while 25 participants were presented with 

words and shapes, each of them with 17, 34, and 67ms presentation duration 

times (“no presentation” was included as control condition). Participants were 

instructed to report whether they have seen anything and if yes, what it was 

(shape or word). If they saw a word and were able to read it, they were asked to 

report having read it. Crucially, even though only 2.9% of the 17ms word 

presentations were classified as readable, these presentations elicited significant 

brain activity near the Wernicke area that was missing in the case of 17ms 

shape presentations. The respective brain activity difference lasted for about 

150ms being statistically significant between 349ms and 409ms after stimulus 

onset. It is suggested that this neurophysiological difference reflects non-

conscious (i.e., subliminal) word processing. Some aspects of the NeuroIS dis-

cipline include text messages and the current findings demonstrate that those 

text messages can be processed by the nervous system even in the absence of 

their conscious recognition. 

Keywords: subliminal words · EEG · ERPs · non-conscious processing. 

Introduction 

Non-conscious brain activities, especially in the context of verbal information pro-

cessing have long been an interesting focus [1]. For instance, it has been shown that 

superficially (i.e., alphabetically) encoded words lead to measurable brain activity 

during their subsequent, repeated presentation reflecting detection of their repeated 

nature even in the absence of conscious recognition [2,3]. This has been interpreted as 

non-conscious verbal memory traces. The time window, during which event-related 
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potentials (ERPs) differed between words that failed to be identified as repeated (par-

ticipant response: “I have not seen this word before”), but were actually presented 

before, and words that were correctly identified as new (participant response: “I have 

not seen this word before”) was only 200ms long. While this might seem short, it is 

long enough to be detected via electroencephalography (EEG), which is known for its 

excellent temporal resolution due to its direct sensitivity to neurophysiological re-

sponses in the brain. 

The processing of text (words) in general is of high relevance to the NeuroIS disci-

pline. Verbal stimuli have been used for various investigations [4,5,6]. Some NeuroIS 

research successfully used brain imaging tools to study potential effects on trustwor-

thiness perceptions through using text messages like they appear on eBay websites 

[7].  

While in the Rugg et al. study [2] lack of recognition was rather a consequence of 

low-level attention (due to only alphabetical (letter-based) word encoding during first 

word exposures), other conditions can cause detectable non-conscious word pro-

cessing. Such conditions can be related to weak stimulation features like low contrast 

or short presentation durations. Several early studies demonstrated that short or weak 

word presentations can still lead to measurable behavioral effects in the absence of 

awareness [e.g. 8], but only a few studies reported distinct neurophysiological corre-

lates of subliminal word processing. One such study found evidence for neurophysio-

logical traces in response to short word stimulations as short as 1ms [9]. However, it 

remains unclear if those traces are indeed specific to subliminal word processing or if 

they would look similar for other types of stimuli. A very recent study comparing 

short word presentations with short shape presentations in one experiment was able to 

show that EEG is indeed capable of detecting word-specific subliminal brain process-

es [10]. In addition to comparing word with shape processing, this experiment also 

included varying presentation durations. Words and shapes were visually presented 

for 17ms, 34ms, 67ms, and 100ms. Participants had to respond to all stimulus presen-

tations by reporting whether they saw “nothing”, a “blur” (something but not sure 

whether it was word or shapes), a “word”, or a “shape” (a string of simple symbols). 

Crucially, even though recognition for words presented for 17ms was only 6% (a very 

insignificant recognition rate), these words elicited brain electrical amplitudes signifi-

cantly different from those elicited by 17ms long shape presentations. For their ERP 

analysis, the authors chose an electrode position located around the well-known Wer-

nicke area, which is commonly understood as a cortical area involved in comprehen-

sion, i.e., understanding semantic content [e.g. 11]. 

The present study was meant to replicate the findings of Pavlevchev et al. [10], 

while also adding one further condition during which nothing was presented. Besides 

replicating their results, the hypothesis was that the “nothing” condition should not 

elicit any processing-related brain electrical amplitudes and could serve as a control 

condition to compare with both words and shapes. If a physiological difference is 

detected between the newly introduced control condition and the short 17ms presenta-

tions then this will go to show that despite their insignificant recognition rate of 6%, 

they are stimuli transduced into neural signals that enter the brain subliminally via the 
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visual system. Finally, the present study asked participants whether they had read the 

presented word or merely thought it was a word but could not read it. 

Materials and Methods 

Participants 

A total of 25 young adults (10 females and 15 males between the ages of 19 and 

27) participated in this study. The mean age of the participants was 22.04 years (SD = 

1.99). All participants reported being right-handed, having normal or corrected-to-

normal vision, and not having any neuropathological history. 

Stimuli 

For this study, the same 30 low-frequency words (6-letters; neutral object nouns) 

from two databases [12, 13] together with 30 shape stimuli, which were self-created 

variations of sequences of 6 different simple symbols (same font and contrast as the 

words) were used as in the Pavlevchev study [10]. Figure 1 shows examples for both 

stimulus types (taken from [10]).  

 

 
 Figure 1: Examples for word and shape stimulus types (taken from [10]. 

 

Electroencephalography (EEG) 

A 64 channel actiCHamp Plus System from Brain Products was used for recording 

brain electrical signals (in the Freud CanBeLab at Sigmund Freud University in Vien-

na). The active electrodes were all embedded in an actiCAP connected to the amplifi-

er. The free software PsychoPy 2021.2.3 for Windows was used to design the experi-

ment and to control stimuli delivery to study participants. Brain potential changes 

were recorded with a sampling rate of 1.000 Hz (filtered: DC to 100Hz). Offline, all 

EEG data were down-sampled to 250Hz and a bandpass filter from 0.1 to 30 Hz was 

applied. 

Procedure 

All stimuli controlled by the software package PsychoPy3 (v2021.1.0) were pre-

sented on a computer monitor in random order (stimulus type and duration were ran-

domly varied across presentations). Each presentation (one trial) consisted of a 2s 

long “+” symbol (fixation), a 500ms blank screen, a stimulus (17ms, 33ms, or 67ms), 

and a 1s blank screen. The 100ms duration condition from the Pavlevchev et al study 
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[10] was left out and replaced by a “nothing” condition for both words and shapes. 

After each trial, participants were instructed to indicate via a button press, whether 

nothing, a blur, a shape, a word they could not read, or a word they could read was 

observed. 

Data analyses 

EEG signal processing was carried out with the EEGDISPLAY 6.4.9 software 

[14]. Epochs were generated from 100ms before stimulus onset to 1s after stimulus 

onset. The duration of 100ms prior to stimulus onset was used as a baseline. All 

epochs with artifacts were automatically excluded. Event-related potentials (ERPs) 

were calculated for all conditions and re-referenced to the common average across all 

electrode sites. Finally, only data collected from one electrode location (near the 

Wernicke area; P7; see figure 1) were further processed for this paper. 

Behavioral data (button presses) were counted as correct recognition of the stimuli 

for each condition and then averaged across all participants. Finally, percentages of 

correct recognitions were calculated. 

Results 

Behavior 

Of all 30 shapes that were presented for 17ms 22.8% were identified as “I saw a 

shape”. Of all 30 words that were presented for 17ms 25.9% were classified as “I saw 

a word”. However, across all participants, only 2.9% of all words were classified as “I 

could read the word”.  

42.5% of all words that were presented for 34ms were classified as “I could read 

the word”, and words that were presented for 67ms were classified as readable at a 

rate of 71.1%. Of all shapes presented for 34ms, 68.4% were correctly identified and 

the correct identification rate for shapes presented for 67ms was 86%. 

The low reading rate for words presented for only 17ms forms the behavioral basis 

for this study and is interpreted as more or less a lack of ability to consciously read 

the word. 

Electroencephalography (EEG) 

Visual inspection and direct comparison to the results of the Pavlevchev et al. 

study [10] reveals a remarkably similar pattern of ERP modifications. The present 

data, however, displays slightly delayed neural activity that starts from around 350ms 

and lasts until 410ms post-stimulus onset. Whether the delay results from different 

neural processing or represents an unknown technical issue remains unclear. This 

means that the temporal aspects (time delay) of the current study need to be dealt with 

a certain amount of caution. However, the above-mentioned period was further ana-

lyzed. A repeated measures ANOVA revealed a significant “duration” (0ms, 17ms, 

34ms, 67ms) times “type” (nothing, word, shape) interaction (p=.040; Greenhouse-



12 

Geisser corrected) for this time window. A following t-test comparing the mean am-

plitude of the “17ms word” condition with the mean amplitude of the “17ms shape” 

condition revealed a highly significant difference (p<.001). See figure 1 showing all 

generated and overlaid event-related potentials (ERPs). The most important ERP 

difference (between both 17ms presentations) is marked in grey color. It is notewor-

thy to mention that this effect can also be seen at various surrounding electrode loca-

tions (around P7), even in the right hemisphere, but slightly reduced. However, no 

further statistical analysis was carried out for those other electrode locations. 

 

 
 

Figure 1: Event-related potentials (ERPs) overlaid for all eight conditions. Note, that 

the „nothing“ conditions indeed resulted in ERPs similar to the baseline and that the 

„17ms word“ condition (thick red curve) elicited an ERP significantly different from 

the ERP elicited by the „17ms shape“ condition (thin red curve). 

Discussion 

First, the findings of this study largely replicate prior results published by 

Pavlevchev et al. [10], while also showing a clear difference between “no presenta-

tion” and all other presentations. Most importantly, this study also replicates how 

ERPs elicited by 17ms shape and word presentations differed significantly in the 

vicinity of the well-known Wernicke area (comprehension center), which is interpret-

ed as neurophysiological evidence for subliminal word processing. However, it must 

be noted that this effect in the current study appears slightly later than in the 

Pavlevchev et al. study [10]. At this point it remains unclear if this delay is of any 

neurophysiological nature or simply a technical issue, maybe related to some un-

known trigger problem. Further, while these authors [10] only asked their participants 

to report if they have seen a word, in this study, participants were also asked to report 

if they could read what they believed to have been a word. The 2.9% rate at which 

participants reported to have read words presented for 17ms is sufficiently low to 

assume an overall lack of reading for this short presentation condition. Nevertheless, 

these shortly presented words elicited brain activity significantly different from that 

elicited by shapes. 
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As a next step, non-words should be introduced to this experimental design to test 

if the found effect is a result of semantic non-conscious (i.e., subliminal) word pro-

cessing and not a result of only non-conscious (i.e., subliminal) lexical (alphabetical) 

processing. 

Much of the existing literature on subliminal processing reports about respective 

spatial, physiological correlates related to it [11-14]. We have mainly focused on its 

temporal aspect and together with existing knowledge about subliminal processing in 

general, we herewith introduce this fascinating topic to the NeuroIS discipline. Neu-

roIS research includes constructs that can benefit from insight into how short expo-

sures to some material (e.g. text messages) may enter into or influence information 

processing in the context of decision making, technology use etc, even at a level be-

low conscious awareness. 
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Information Overload and Argumentation Changes in Product 

Reviews: Evidence from NeuroIS 

Florian Popp, Bernhard Lutz, and Dirk Neumann 

University of Freiburg, Freiburg, Germany 
{florian.popp,bernhard.lutz,dirk.neumann}@is.uni-freiburg.de 

Abstract. Information overload theory suggests that consumers can on-

ly process a certain amount and complexity of information. In this 

study, we focus on product reviews with different complexity in terms 

of argumentation changes, i.e., alternations between positive and nega-

tive arguments. We present the results of a NeuroIS experiment, where 

participants processed product reviews with low or high rates of argu-

mentation changes. Participants were asked to state their perceived 

helpfulness of the product review, their purchase intention for the prod-

uct, and self-reported information overload. During the experiment, we 

measure cognitive activity based on eye-tracking and electroenceph-

alography (EEG). Our preliminary results suggest that a higher rate of 

argumentation changes is linked to greater self-reported information 

overload, and greater cognitive activity as measured by EEG. In addi-

tion, we find that greater self-reported overload is linked to lower per-

ceived review helpfulness, and lower purchase intention. 

Keywords: Product reviews · Information overload · EEG · Eye-tracking 

Introduction 

On modern retailer platforms, product reviews assist customers in their purchase 

decision-making process [1, 2]. Previous work has demonstrated that reviews that are 

perceived as more helpful also have a stronger influence on sales numbers [3]. More 

helpful reviews can further translate to a more positive attitude towards a product [4, 

5]. As such, product reviews serve as focal point for the study of human purchase 

decision-making in information systems (IS) research [1, 6–9].  

The questions of what makes helpful product reviews and how certain review char-

acteristics are linked to sales numbers are subject to a large number of publications. 

Extensive literature reviews are provided by Hong et al. [10] and Zheng [11]. Product 

reviews consist of a star rating and a textual description [12]. The length of the text 

and the star rating are among the most studied determinants of review helpfulness 

[e.g., 6, 13–16]. While existing studies largely agree that longer reviews are perceived 

as more helpful [e.g., 6, 16], there is less agreement in regard to whether positive or 

negative reviews are perceived as more helpful. Sen and Lerman [15] find that nega-

tive reviews are perceived as more helpful, while the study by Pan and Zhang [17] 
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finds the opposite. Other studies found that consumers perceive reviews of different 

polarity as more or less helpful depending on factors such as product characteristics 

[6], review quality [18], review extremity [13], product type [17], and goal orienta-

tions [19]. 

Customers are generally provided with a large number of product reviews [20]. 

The studies by Park and Lee [21] and Zinko et al. [22] find that, if users are confront-

ed with too many reviews, they can experience information overload. The concept of 

information overload suggests that a medium amount of information is more helpful 

for customers’ purchase decision-making than little or too much information [23–26]. 

However, information overload is not only limited to high quantities of information. 

Instead, information overload can also occur if the presented information exhibits 

high complexity [27]. While it seems intuitive that information overload can be 

caused by a large number of product reviews, little is known about whether infor-

mation overload can also be caused by individual reviews. 

In this study, we focus on the line of argumentation in product reviews in regard to 

how positive and negative aspects are discussed. The line of argumentation in product 

reviews can be structured in multiple ways. A review can be one-sided, so that it men-

tions positive or negative aspects only, or two-sided with a mixture of positive and 

negative arguments. Two-sided reviews can start with positive arguments followed by 

negative arguments, or vice versa [28]. Such clear cut reviews exhibit only a single 

argumentation change. As an alternative, the review can alternate between positive 

and negative arguments, which implies a higher rate of argumentation changes and 

greater review complexity. We hypothesize that product reviews with a higher rate of 

argumentation changes (i.e., frequent alternations between positive and negative ar-

guments) are harder to comprehend and that they require greater cognitive effort for 

being processed. As a consequence, reviews with a high rate of argumentation chang-

es should, in particular, be more likely to cause information overload. In our prior 

empirical study Lutz et al. [29], we analyzed the link between argumentation changes 

and review helpfulness solely based on secondary data. In particular, we did not spe-

cifically measure (proxies) of information overload as it was considered as a latent 

construct. The goal of this study is to validate our previous findings in a controlled 

setting using tools from neuroscience. 

We conducted a NeuroIS experiment with eye-tracking and EEG measurements to 

analyze the effects of a high rate of argumentation changes.1 Participants were shown 

product reviews of different products with either low (control group) or high (treat-

ment group) rates of argumentation changes. Subsequently, they were asked to state 

self-reported information overload, review helpfulness, and purchase intention. Con-

cordant with information overload theory, we find that a higher rate of argumentation 

changes is linked to greater self-reported information overload and greater cognitive 

activity as measured by EEG. 

 

 

 
1 An earlier version of this paper was presented at the 17th International Conference on 

Wirtschaftsinformatik 2022. However, this version only described the experimental design 

without the results. 
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Research Hypotheses 

The term “information overload” was coined by Gross [30]. One of the most influen-

tial studies on information overload was written by Jacoby et al. [25]. The authors 

found an inverted U-shape relation between information load and decision outcomes. 

Within that, consumers make the best choices when being provided with a medium 

amount of information, and the worst choices when being provided with too little or 

too much information. The information overload theory is based on the fact that con-

sumers have limited cognitive processing capabilities [31]. Although Jacoby et al. 

[25], Jacoby [26] and Malhotra [31, 32] produced mixed results regarding the question 

of whether consumers can truly be overloaded in practice, they all agree that infor-

mation overload can at least occur in experimental setups. In the area of e-commerce, 

information overload theory suggests that consumers can process a certain amount 

and complexity of information during online shopping, and that information which 

exceeds these capacities leads to poorer purchase decisions [33]. Nowadays, IS re-

searchers largely agree that information overload is a significant issue in e-commerce 

which needs to be mitigated [34–37].  

Interestingly, information overload is not limited to high amounts of information; 

instead it can also occur when information complexity is high [38, 39]. Otondo et al. 

[38] and Schneider [39] argue that among others, complexity and ambiguity are pos-

sible causes for information overload. For instance, Hiltz and Turoff [27] argue that 

information might not be recognized as important if it is not sufficiently organized by 

topic or content. Lurie [40] finds that information should not just be measured by its 

quantity; instead, it should also account for the information structure. Product reviews 

are provided in the form of a start rating and a textual description, which describes 

prior experiences and pros and cons of a product [41, 42]. Reviews can be written in a 

one-sided, or two-sided way [43, 44]. A two-sided review can, again, be written in 

several ways, by enumerating pros followed by cons, cons followed by pros, or by 

interweaving pros and cons [45]. As a motivating example, consider the following two 

hypothetical reviews, both evaluating pros (highlighted in light gray) and cons (high-

lighted in dark gray) of a coffee. 

 

Review A: “This coffee tastes great. However, I don’t like the design of its 

packaging. The smell when opening the bag is awesome. I am a bit disappoint-

ed with the strength of it.”  

Review B: “This coffee tastes great. The smell when opening the bag is awe-

some. However, I don’t like the design of its packaging. I am a bit disappointed 

with the strength of it.” 

 

Both reviews present the same set of pro and contra arguments. Keeping every-

thing else equal, the existing literature on review helpfulness suggests that both re-

views are approximately equally helpful as both are of the same length (three sentenc-

es), language, and words. However, the rate of argumentation changes in both reviews 

differs: Review A alternates between positive and negative arguments, whereas Re-

view B presents the content in a more organized manner by discussing positive argu-

ments first and then negative arguments. We argue that a higher rate of argumentation 
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changes increases information complexity [27], which requires more cognitive effort 

to comprehend the review. Concordant with information overload theory, we expect 

that a higher rate of argumentation changes increases the cognitive effort that is re-

quired to process the review. We therefore propose 

 

Hypothesis 1a (H1a).  A higher rate of argumentation changes in a product review is 

linked to increased cognitive activity.  

 

Hypothesis 1b (H1b).  A higher rate of argumentation changes in a product review is 

linked to higher self-reported information overload. 

 

Assuming that a higher rate of argumentation changes in a review is likely to 

cause information overload, we argue that a review with a high rate of argumentation 

changes is also perceived as less helpful. Additionally, previous work has linked in-

formation overload to a reduced consumer experience [46]. For instance, Gross [47] 

found that information overload could have a damaging effect on the way users view 

the merchant, and on their commitment to learn about the product’s specifications. 

Another study found that the helpfulness of the information within reviews depends 

on the readability of the text [48]. Furthermore, previous work has demonstrated a 

link between helpfulness and sales numbers [3]. Hence, we propose  

 

Hypothesis 2a (H2a). Greater self-reported information overload is linked to lower 

perceived helpfulness.  

 

Hypothesis 2a (H2b). Greater perceived helpfulness is linked to higher purchase 

intention.  

 

Product types can be distinguished between low- and high-involvement products. 

While low-involvement products feature a lower perceived risk of poor purchase 

decisions (due to a lower price and less durability), high-involvement products feature 

a higher price and greater durability, and therefore a higher perceived risk [49]. Con-

sequently, consumers have an incentive to invest more cognitive effort into collecting 

information (including product reviews) for highinvolvement products than for low-

involvement products. Therefore, one could argue that customers seeking information 

for high-involvement products are already geared towards investing greater cognitive 

efforts, so that the (negative) effect of a higher rate of argumentation changes is 

stronger for low-involvement products. Conversely, one could argue that users prefer 

well structured high quality reviews when deciding upon buying high-involvement 

products, which implies a stronger effect of argumentation changes for high-

involvement products. Accordingly, we propose two alternative hypotheses 

 

Hypothesis 3 (H3a). The effect of the rate of argumentation changes on self-reported 

information overload and cognitive activity is stronger for low involvement products 

than for high-involvement products. 
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Hypothesis 3 (H3b). The effect of the rate of argumentation changes on self-reported 

information overload and cognitive activity is stronger for highinvolvement products 

than for low-involvement products. 

 

 

Method 

Materials and Treatment 

We collect product reviews based on an existing dataset of product reviews from 

Amazon [50] as this is the prevalent choice in the related literature when studying 

product reviews (e.g., [6, 12, 16, 51]). We select 16 online reviews for one low-

involvement product (Arabica coffee) and 16 reviews for one high-involvement prod-

uct (a digital camera), which yields a total of 32 reviews. We then manipulate these 

reviews to exhibit either low or high rates of argumentation changes by changing the 

order in which positive and negative arguments are presented. For this purpose, we 

need to remove words and phrases like ”Therefore” or ”And this is why”, while ensur-

ing that the manipulated reviews remain grammatically sound. Product names are 

removed to account for potential biases against a given brand among the participants. 

Participants, Procedure, and Measures  

We recruited 60 subjects via student mailing lists and announcements during lectures. 

Ethics approval was granted by the University of Freiburg. Each participant receives a 

fixed compensation of 12 Euros. All students are undergraduates from economics, 

computer science, or engineering. 28 out of the 60 participants identified as female 

(46.66%), and 32 as male. The mean age is 24.8 years. The participants are randomly 

assigned to the treatment (high rate of argumentation changes) or control group (low 

rate of argumentation changes). Each participant is presented a total of 32 reviews in 

randomized order. The experimental procedure starts with calibration of the eye-

tracking and EEG devices. Before the actual experiment, we perform a test run with a 

dummy review to make the participants familiar with the general procedure. All prod-

uct reviews are displayed without any images or product description to avoid potential 

confounding effects. Participants are given unlimited time for reading a review as we 

do not intent to induce time pressure. Subsequently, they are asked to state their per-

ceived review helpfulness, the purchase intention, and self-reported information over-

load on 7-point Likert scales from 1=low to 7=high. Finally, participants fill out a 

survey, where they provide their age, gender, experience with online purchases, and 

propensity to trust [52]. 

We measure cognitive activity with EEG and eye-tracking. We use the EMOTIV 

EPOC X, a 14-channel wireless EEG device, which has been used by a range of pre-

vious work [e.g., 53]. As illustrated in Figure 1, the 14 electrodes are positioned 

across the scalp. We process the EEG raw data with the following steps using EE-

GLAB [54]. First, we calibrate the channel location, clean the data by rejecting any 

unwanted artifacts and noise. Second, we decompose the data by rejecting any un-
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wanted artifacts and noise. Second, we decompose the data by ICA, re-reference the 

channels to the device’s reference channels, filter for alpha wave frequency (8-13 Hz), 

and define our epochs. Hereby, the epochs were defined as the first 10 seconds after 

the review as shown. Third, we determine the alpha wave desynchronization per 

epoch and participant as a proxy for cognitive load [53, 55–57]. Since a desynchroni-

zation of alpha waves results in an overall lower alpha value, lower alpha values indi-

cate greater cognitive activity. For 54 out of 1,888 (ca. 2.9%) observations the signal 

quality was not sufficient. Thus, we rejected those observations resulting in a dataset 

comprising 1,834 observations. For the purpose of our cognitive load analysis, we 

focused on the recordings of the electrode F3, which is positioned on the left prefron-

tal cortex [53]. In addition, we use the Tobii Pro Fusion eye-tracker to measure the 

mean fixation duration as a proxy for cognitive load [58]. Hereby, longer fixation 

durations indicate greater cognitive load. We extract the mean fixation duration with 

the velocity-based algorithm proposed by Engbert and Kliegl [59].  

 

 

Results 

We now present the results from our experiment. We estimate OLS regression models 

with different dependent variables according to the hypothesis to be tested. We always 

control for the sequence number of the review in the experiment, the product type, the 

length of a review in words, the reading time in seconds, and the treatment variable, 

which equals 1 for reviews with a high rate of argumentation changes (treatment) and 

0 for reviews with a low rate of argumentation changes (control). 
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Measured cognitive activity 

We first test hypothesis H1a in regard to the measured cognitive activity. For this 

purpose, we consider the regression results presented in Table 1. Here, columns (a) 

and (b) present the results with the mean fixation duration as dependent variable, 

while columns (c) and (d) present the results with EEG alpha wave desynchronization 

as dependent variable. The coefficient of the treatment variable is always negative and 

significant with p < 0.001. However, the coefficient of the treatment variable for the 

models explaining mean fixation duration (columns (a) and (b)) contradicts our expec-

tation that a higher rate of argumentation changes should be linked to longer fixations 

[61, 62]. 

One possible explanation is that the participants read the reviews less carefully 

due to greater review complexity. The results from columns (c) and (d) are in line 

with our expectation that alpha wave desynchronization is a proxy for increased cog-

nitive load [53, 55–57]. Hence, we find support for H1a when measuring cognitive 

activity using EEG. 

Next, we test H3 in regard to the measured cognitive activity. For this purpose, we 

consider the coefficient of Product type high × Treatment in Table 1. Evidently, the 

coefficient of the interaction between product type and treatment is not statistically 

significant. This indicates that the product type does not moderate the effect between 

argumentation changes and cognitive activity. 



22 

 

Self-reported Information Overload 

Next, we test hypothesis H1b, which links argumentation changes to self-reported 

information overload. The regression results are shown in Table 2. The coefficient of 

the treatment variable is always positive and significant with p < 0.001, which indi-

cates that reviews with a high rate of argumentation changes are linked to higher self-

reported information overload. Therefore, H1b is supported. 

To test hypothesis H3 for self-reported information overload, we consider in the 

coefficient of the interaction between product type and treatment as shown in column 

(d) of Table 2. The coefficient of product type × treatment is not statistically signifi-

cant, which indicates that the product type does not moderate the effect between ar-

gumentation changes and self-reported information overload. Given this finding and 

our previous finding in regard to measured cognitive activity, we reject hypotheses 

H3a and H3b. 
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Perceived Helpfulness and Purchase Intention 

Finally, we test hypotheses H2a and H2b based on the regression results shown in 

Table 3. H2a and H2b cover known effects from the literature, so that the hypotheses 

tests serve as a validity check of our experiment. Columns (a) and (b) show the results 

that explain the perceived helpfulness, while columns (c) and (d) show the results that 

explain purchase intention.  

We first consider the coefficient of self-reported information overload in columns 

(a) and (b). The coefficient is negative and significant with p < 0.001, which indicates 

that higher self-reported information overload is linked to lower perceived review 

helpfulness. Accordingly, H2a is supported. We also find that the review length has a 

significantly positive effect on review helpfulness with p < 0.001. This is in line with 

previous findings that review length is a key determinant of the perceived helpfulness 

[6, 16, 17, 63–65]. Second, we consider the coefficient of the perceived helpfulness in 

columns (c) and (d). Evidently, the coefficient is positive and significant with p < 

0.001, which indicates that greater review helpfulness is linked to higher purchase 

intention. Hence, H2b is supported. Furthermore, the results do not suggest that re-
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views of high-involvement products are perceived as more helpful, or a higher pur-

chase intention for highinvolvement products. We also found evidence for habituation 

as the coefficient of the sequence number is negative and significant for both depend-

ent variables. 

 

Discussion and Contribution 

We expect to contribute to the IS literature in the following ways. To the best of our 

knowledge, our study is the first to use tools from NeuroIS to study human process of 

product reviews in regard to information overload for which research is still scant 

[20]. In that sense, the method and findings of this study are different from our prior 

study Lutz et al. [29], where we employed a data science approach to explain review 

helpfulness with the rate of argumentation changes. In particular, we did not specifi-

cally measure information overload. Instead, the rate of argumentation changes was 

directly used to explain review helpfulness, while information overload was consid-

ered a latent construct. Other studies found that information overload can occur at the 

product-level if users are provided with too many reviews [21], and that users can 

experience information overload if a review contains too much information [66]. 

From a practical perspective, our findings allow online retailers to present and 

promote reviews that can be read with less cognitive effort. Importantly, retailers may 

improve their sales numbers by providing more comprehensible reviews with a low 

rate of argumentation changes which foster an increase in customers’ purchase inten-

tion. In addition, our findings can be used by online review system designers as writ-

ing guidelines to encourage consumers to write less complex reviews. The next steps 

are the computation of robustness checks, and the collection of valuable feedback 

from the NeuroIS Retreat to extend the study for publication to a journal. 
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Abstract. To accelerate the development of flow-adaptive IT in NeuroIS re-

search, the present work aims to improve the automatic detection of flow in 

knowledge work-related situations by observing flow emergence across three 

controlled tasks. In a pretest, we manipulated the type and difficulty of task and 

recorded subjective (self-reports) as well as objective (EEG features) measures 

of flow and mental effort. Results indicate that a novel text typing task resem-

bles the expertise of knowledge workers best which is reflected in elevated flow 

levels across tasks. Difficulty manipulations based on autonomously chosen 

task difficulty elicited contrasts in flow and mental effort, which was also re-

flected in the EEG data by Theta band power modulations. This further high-

lights the utility of autonomy for stimulating flow. We discuss limitations and 

improvements for the experiment and how this contributes to further research 

on flow-adaptive IT. 

Keywords: Flow • Psychophysiology • Knowledge work • Adaptive systems 

Introduction 

During Flow, an intrinsically motivated state, people act with high involvement and a 

sense of control in an optimally challenging task [1]. As flow is associated with indi-

vidual and organizational benefits (e.g., work performance, wellbeing), it is desirable 

for management and knowledge workers [2, 3, 4]. Convergingly, Neuro-Information-

Systems (NeuroIS) scholars are increasingly investigating how flow experiences can 

be experimentally induced and observed using wearable sensors, for example to allow 

real-time flow classifications, to provide flow-fostering user experiences or to prevent 

flow-impeding interruptions [5, 6, 7, 8, 9]. Thus, they contribute to the design of in-

formation technology (IT) artifacts [10] by utilizing findings on the neurophysiologi-

cal correlates of flow.  

mailto:%7d@kit.edu
mailto:fabio.stano@student.kit.edu
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To acquire the necessary foundational knowledge on flow psychophysiology, experi-

mental flow research has commonly manipulated task difficulty to establish the flow 

precondition of a skill-demand balance [11]. Cognitive tasks (e.g., mental arithmetic) 

have been employed in the knowledge work context due to their suggested conceptual 

closeness to the cognitive tasks commonly performed by knowledge workers [6], 

[12]. However, the artificial nature and focus on specific cognitive skills of these 

experimental tasks does not adequately and comprehensively capture tasks and skills 

common in knowledge work. Hence, our study aims to evaluate if newly designed 

experimental tasks can reproduce knowledge work more appropriately, and effective-

ly elicit flow in the laboratory. By producing a closer correspondence between flow 

tasks in the laboratory and in the field, we strive to increase the external validity of 

experimental flow research. As autonomy is an essential determinant of intrinsic mo-

tivation [13, 14, 15], we further aim to evaluate if autonomous choice of the task 

difficulty and the task in general increases flow. 

To accomplish these goals, we develop two novel computer-based tasks and con-

duct a pretest in which we examine the effectiveness of the novel tasks for subjective-

ly and objectively eliciting flow based on self-reports and neurophysiological features 

in comparison with an already validated task. Our results indicate that especially the 

novel text typing task allows subjects to capitalize on high levels of (knowledge 

work-related) expertise. This is reflected in elevated flow levels in this task. We also 

find similar difficulty-related contrasts in self-reports of mental effort and EEG fea-

tures.  

Our study contributes to the NeuroIS field in three ways. First, we show if different 

tasks are equally effective for inducing flow in the laboratory. This helps other re-

searchers to decide which task to apply in experimental designs. The provision of a 

novel text typing task with close resemblance to knowledge work also diminishes the 

concerns regarding artificiality and lack of engagement that were raised in response to 

earlier laboratory research [11], [16]. Second, we evaluate the potential of granting 

autonomy in task choice for increasing flow. The elicitation of increased flow levels 

in the laboratory is necessary to reach the flow-characteristic optimal state [1]. Third, 

we take on earlier attempts to unobtrusively measure flow and to identify (neuro-

)physiological flow correlates ([6, 7, 8, 9], [17, 18, 19, 20]) by examining the applica-

bility of mobile ear-EEG sensors. This validation of novel mobile sensors for analyz-

ing flow psychophysiology enables the conduction of field studies with real-time flow 

classifications while minimizing interruptions criticized with regard to use of self-

reports [21]. 

Theoretical Background & Related Work 

Flow is an autotelic state characterized by high concentration, merging of action and 

awareness, loss of self-consciousness, sense of self-control, and distorted temporal 

experience [1]. In the work context, flow has been associated with positive individual, 

social, and organizational outcomes [22]. NeuroIS scholars have therefore proposed 

to develop IT artifacts that are flow-adaptive (e.g., preventing disruptions if a person 
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is currently in flow, [5], [7]) or flow-enhancing (e.g., providing suitable material in e-

learning [8]). Thus, IT artifacts can build on flow as an input or as a desired outcome. 

To enable IT artifacts to provide flow-adaptive interventions, real-time classifications 

of flow are necessary. Even though the comprehensive conceptualization and opera-

tionalization of the flow concept are still debated [23], the empirical field commonly 

agrees that a skill-demand balance is required for flow to emerge [24]. Hence, earlier 

research has extensively evaluated manipulations of this balance [11]. Although these 

difficulty manipulation (DM) paradigms have successfully induced flow in the labora-

tory [11], most of the applied tasks diverge from conventional knowledge work (e.g., 

requiring subjects to sum three or more numbers [6], [12]). The following lack of 

task-specific expertise requires additional attentional processes during task perfor-

mance [25]. These processes might be obstructive for the experience of effortless 

attention, that is flow [25]. Also, not only the intrinsic enjoyability of these tasks 

remains questionable, but the given task difficulties diminish the autonomy of the 

subjects. According to the prominent Self-Determination Theory [14], autonomy is 

one of three basic psychological needs that determine motivation. Low autonomy due 

to the external difficulty determinations or lack of task choice could thereby limit 

flow elicitation in the laboratory. Hence, even though DM paradigms evidentially 

elicit contrasts [11], they suffer from limitations in external validity and might even 

restrict the maximum amount of elicited flow.  

Based on these findings, we expect the highest perceived autonomy and flow for 

self-chosen optimal difficulty compared to easier and harder difficulties. As earlier 

studies have already differentiated flow from overload and boredom based on neuro-

physiological features (e.g., [6, 7, 8, 9], [17, 18, 19, 20]), we expect analogue con-

trasts in neurophysiological data. 

Method 

Experimental Procedure, Material, and Sample. We applied a 3x4 within-subject 

design with two independent variables: task (mental arithmetic, puzzle, text typing) 

and difficulty (moderate, optimal, easier, harder). Each subject performed each of the 

three tasks in a randomized order. All tasks were presented with each of the four dif-

ficulty levels in a fixed order. Lastly, subjects performed an additional round with a 

self-chosen task in the optimal difficulty level. This task choice increases autonomy 

and allows the performance of an activity that subjects perceive as enjoyable which is 

one of the core characteristics of flow [1]. The complete experimental procedure is 

outlined in Figure 1. The experiment was implemented in oTree, a python-based 

framework for social science experiments, that allows to present surveys and experi-

mental tasks on a common platform [26]. 

Our pretest sample consisted of N = 6 PhD students (3 females, MAge = 28.5) who 

belong to the category of knowledge workers. 

Tasks. We developed two novel tasks (text typing and puzzle) to decrease artificiality, 

low engagement and lack of enjoyment criticized with regard to earlier experimental 

tasks [11], [16]. We designed the text typing task based on [27, 28] to resemble writ-
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ing common in knowledge work. As explained above, the performance of a task 

closely related to the expertise of the subjects avoids the recruitment of additional 

attentional processes and enables the flow characteristic optimal and effortless state to 

emerge [1], [25]. The text typing task consisted of a set of pre-selected text segments 

of varied length that were presented to each subject. Subjects had to copy these seg-

ments sequentially in a given amount of time.  

Our design of the puzzle task especially corresponded to the autotelic nature of 

flow experiences [1], in that game-like tasks are commonly administered to account 

for the enjoyable character of flow (e.g., [9], [18]). Also, solving puzzles provides 

direct feedback which is one of the preconditions of flow [29]. In contrast to [30], we 

used digital pictures to allow computer-based performance.  

To instantiate all preconditions of flow [29], both novel tasks were optimally diffi-

cult (calibration see next paragraph) and provided clear goals (solving puzzles, copy-

ing task in given time). As a reference for these novel tasks, we adapted an already 

validated mental arithmetic task from [6], [12]. In this task, subjects mentally sum 

two or more numbers in a given amount of time. Figure 2 depicts exemplary trials for 

all tasks. 

 

 

Fig. 1. Visualization of the Experimental Procedure 

 

Fig. 2. Visualization of the Tasks (A: Text Typing, B: Mental Arithmetic, C: Puzzle) 

DM Paradigm. To make task difficulties comparable, we drew on earlier findings that 

autonomous choice of optimal difficulty (i.e., with an optimal skill-demand balance) 

induces similar flow levels as external difficulty determinations [31]. Thus, based on 

a moderately difficult task round (moderate condition), subjects chose a difficulty 
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level matching their skills (optimal condition). This optimal level was used for the 

difficulty calibration of the other conditions (easier, harder). Depending on the task, 

difficulty was adjusted by varying number of puzzle pieces, presented words, or re-

quired additions. Due to these predetermined ranges of possible difficulty levels, we 

could individualize the difficulty while allowing standardization across subjects. 

Measures. After each round, subjects filled a survey with self-reports of flow (Flow 

Short Scale, FKS [3]), autonomy (three items [32]), and mental effort (rating scale, 

RSME, [33]). After each block, they answered a task survey including an item on 

perceived competence. In the end survey, enjoyment of each task was reported. All 

survey instruments (except for mental effort) used 7-point Likert scales. EEG data 

were collected with cEEGrids (printed Ag/AgCI electrodes arranged in a c-shaped 

array around the ear) [34]. These sensors allow to collect EEG data unobtrusively and 

have already been used in multiple studies (e.g., assessing workload or facial activi-

ties [35, 36]). The cEEGrids were connected to an OpenBCI biosignal acquisition 

board as in [36].  

Analyses. We computed descriptive statistics and repeated-measures correlations for 

FKS, RSME, and autonomy. EEG data preprocessing involved mean-centering, band-

pass filtering (FIR 3-30 Hz), and spherical interpolation of bad channels (flatness, 

amplitude, and high-frequency noise criteria). Channels were re-referenced to linked 

mastoids (L5+R5). Theta (4–7 Hz), alpha (7–13 Hz), and beta (13–30 Hz) power were 

extracted for each channel after Welch's windowed PSD decomposition (1s windows 

with 50% overlap) and finally median-aggregated for each subject.  

Results 

Psychometric variables. Descriptive statistics are shown in tables 1 and 2. Internal 

consistency was good for FKS (standardized Cronbach’s Alpha > .80) but questiona-

ble for autonomy (standardized Cronbach’s Alpha = .61; item removal not possible).  

As expected, mean values of autonomy were lower in the easier and harder com-

pared to the optimal condition in the text typing and the puzzle task. Unexpectedly, 

mean values of autonomy were lower in the optimal compared to the moderate condi-

tion in the text typing and mental arithmetic task. Mean values of FKS scores were 

highest in the text typing and lowest in the puzzle task for each difficulty level. The 

expected inverted u-shape (highest mean FKS scores in the optimal condition) ap-

peared in the mental arithmetic and the puzzle task but not in text typing. Mean values 

of RSME scores were highest in the mental arithmetic task (except for the easier con-

dition). RSME scores increased from easier to harder as expected (with an exception 

in the moderate difficulty mental arithmetic task). Competence and enjoyment were 

higher in the text typing task than in the other ones.  

In the last task round, subjects chose the mental arithmetic or the text typing task 

with similar ratios. In this round, mean FKS scores were higher (M = 5.3, SD = 0.9) 

than in the first optimal mental arithmetic round (M = 4.8, SD = 1.1), but slightly 

lower than in the first optimal text typing round (M = 5.5, SD = 1). 
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Autonomy correlated positively and significantly with FKS scores, r(57) = .52, p < 

.001, and RSME scores, r(57) = .43, p < .001. There was no linear relationship be-

tween FKS and RSME scores, r(57) = .02, p = .894. 

Table 1. Means and standard deviations (in parentheses) of FKS, autonomy, and RSME for 

each task and difficulty (E = easier, M = moderate, O = optimal, H = harder)  

 Text typing Mental arithmetic Puzzle 

 E M O H E M O H E M O H 

FKS 
4.4 

(1.2) 

5.4 

(1.0) 

5.5 

(1.0) 

5.6 

(0.9) 

4.2 

(0.6) 

4.6 

(1.3) 

4.8 

(1.1) 

4.4 

(1.1) 

3.6 

(0.3) 

5.1 

(1.0) 

4.5 

(0.5) 

4.3 

(0.8) 

Auto-
nomy 

3.3 
(1.4) 

4.0 
(0.9) 

3.7 
(1.2) 

3.6 
(1.5) 

3.0 
(1.5) 

4.2 
(1.6) 

3.7 
(1.4) 

3.7 
(1.3) 

2.4 
(1.1) 

4.1 
(1.4) 

4.3 
(1.2) 

3.2 
(1.4) 

RSME 
28 

(33) 

37 

(26) 

48 

(36) 

56 

(39) 

14 

(10) 

82 

(31) 

75 

(14) 

80 

(34) 

11 

(6) 

43 

(13) 

49 

(13) 

72 

(39) 

Table 2. Means and standard deviations (in parentheses) of enjoyment and competence 

 Text typing Mental arithmetic Puzzle 

Enjoyment 4.5 (1.3) 3.8 (1.5) 3.8 (2.1) 

Competence 4.8 (1.0) 3.0 (2.1) 4.4 (1.7) 

Neurophysiological variables. As the tasks elicited heterogenous contrast percep-

tions with substantial variances, we decided to forego a comparison of EEG powers 

across tasks and difficulty conditions and focused on a correlation analysis between 

self-reports and EEG powers instead. To account for the likely confounding influence 

of time, self-reports and frequency band powers were z-standardized within-

participant and within-task. Repeated-measures correlations (Table 3) showed no 

significant relationships between frequency band powers and FKS scores or autono-

my reports but a positive and significant relationship between the Theta band and 

RSME scores.  

Table 3. Repeated measures correlations between self-reports and frequency band powers. 

 Theta (4-7Hz) Alpha (7-13Hz) Beta (13-30Hz) 

FKS 0.04, p = 0.787 0.20, p = 0.147 0.12, p = 0.376 

Autonomy 0.07, p = 0.611 0.10, p = 0.481 0.09, p = 0.517 

RSME 0.36, p = 0.008 0.22, p = 0.106 0.04, p = 0.765 

Discussion 

Contributions. Our pretest indicates the effectiveness of all tasks for eliciting flow. 

Hence, the first major contribution of our study is the provision of two novel comput-

er-based tasks that appear at least equally effective for inducing flow in the laboratory 

as the already validated mental arithmetic task [6], [12]. Primarily the text typing task 

appears to elicit higher levels of flow. As perceived competence was also highest in 
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this task, our findings are in line with the expertise effect (i.e., higher probability of 

flow experiences for higher levels of competence, [37]). Hence, more externally valid 

evaluations of flow in knowledge work could be achieved by applying our novel text 

typing task because it might reproduce common tasks of knowledge workers that 

require their particular expertise.  

Second, our study supports earlier findings that the autonomous choice of a chal-

lenging difficulty is at least as effective for eliciting a skill-demand balance as exter-

nal determination of this balance [31]. Given that flow appeared as elevated in the 

self-chosen task, our findings reinforce that flow in the laboratory could generally be 

fostered by granting autonomy in experimental tasks [31], [38], thereby approximat-

ing the flow-characteristic optimal state [1]. The indicated importance of autonomous 

choices also contributes to the design of flow-enhancing IT artifacts because re-

searchers might incorporate this reasoning in the design to leverage flow experiences 

in the usage of IT. 

As DM elicited contrasts in subjective and objective measures of mental effort, the 

third contribution of our study is the indicated potential of using ear-EEG sensors for 

classifying mental effort levels even across multiple tasks. Based on a proposed in-

verted-u-shaped relationship between flow and mental effort [39] (see also the present 

non-significant linear association between these variables), this could be used as a 

starting point for applying these sensors for unobtrusive flow classifications as well. 

This is especially promising for the development of flow-adaptive IT artifacts that 

measure flow in real-time and adaptively employ interventions for fostering flow. 

Limitations & Future Research. Due to the pretest format, the small sample size 

constitutes the major limitation of our study. Hence, we aim to replicate our study 

with a larger sample to allow more complex statistical analyses and to support our 

preliminary results. Since our findings did not indicate differences in perceived diffi-

culty between the optimal and the harder condition for the text copying task, the con-

trast-based identification of (neuro-)physiological flow features is also impeded. To 

ensure that subjects will perceive the harder condition as overload, we will increase 

this task’s difficulty.  

Additionally, the small sample sizes prevent an investigation of individual differ-

ences. Based on our finding that flow was highest in the round with the self-chosen 

task, it would be interesting though to evaluate whether a person also experienced 

elevated levels of flow in the first block of this task that he or she later chose for the 

additional round. This could be masked by our comparison of flow levels between the 

different task blocks with all subjects included. A finding of this effect would imply 

that individual task preferences determine flow apart from the autonomy effect.  

Generally, experimental flow research suffers from the limitation that the time pe-

riods during which the task is performed only last a few minutes. Hence, the recorded 

flow experiences might significantly deviate from flow experiences in the field in 

which task duration usually varies and is often terminated due to unforeseen interrup-

tions [7]. On the same note, laboratory flow research based on self-reports requires an 

interruption of the subjects. This artificial cut-off might have an influence on per-

ceived flow. Our application of the cEEGrids as an unobtrusive measure of flow psy-
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chophysiology is a first step towards addressing this limitation. Unfortunately, we 

cannot completely abstain from the collection of self-reports until the detection of 

stable (neuro-)physiological flow features. However, NeuroIS scholars are increasing-

ly working on identifying these features (e.g., [6, 7], [9]) that hopefully will enable 

less invasive flow measurements in the future. 

Conclusion. In sum, our study provides two novel tasks for investigating flow in 

knowledge work and supports the efficacy of granting autonomy for increasing flow. 

Especially the text typing task seems to resemble the expertise of knowledge workers, 

hence is particularly well suited for experimental flow research. Our results are espe-

cially promising for the NeuroIS field because they could serve as a basis for develop-

ing flow-adaptive IT artifacts, thereby targeting flow-associated positive outcomes 

like individual well-being and work performance. 

Acknowledgements. Funded as part of the Excellence Strategy of the German Feder-
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Abstract.  Cognitive load is a user state intensively researched in the NeuroIS 

community. Recently, the interest in designing neuro-adaptive information sys-

tems (IS) which react to the user’s current state of cognitive load has increased. 

However, its measurement through surveys is cumbersome and impractical. Al-

ternatively, it was shown that by collecting biosignals and analysing them with 

supervised machine learning, it is possible to recognize cognitive load less ob-

trusively. However, data collection and classifier training are challenging. Spe-

cifically, large amounts of data are required to train a high-quality classifier. To 

serve this need and increase transparency in research, more and more datasets 

are publicly available. In this paper, we present our results of a systematic re-

view of public datasets and corresponding classifiers recognizing cognitive load 

using biosignals. Thereby, we want to stimulate a discussion in the NeuroIS 

community on the role and potential of public datasets and classifiers for de-

signing neuro-adaptive IS.  

Keywords: Cognitive Load, NeuroIS, Biosignals, Datasets, Machine Learning  

Introduction 

Cognitive load (CL), the amount of cognitive resources needed to conduct a task, is a 

state intensively researched in NeuroIS community [1–4]. To measure user’s cogni-

tive load, different measurement instruments have been proposed and used, e.g. scales 

such as NASA TLX or RMSE [2, 5, 6]. However, their key limitation is that they can 

only be applied after the cognitive load was experienced. Thus, they are poorly suited 

for real-time observation of cognitive load [7–10]. An alternative approach is to 

measure cognitive load via biosignals from the central and peripheral nervous system 

with electrocardiography (ECG), Electroencephalography (EEG), or eye tracking [3, 

11–14]. As reviews and meta analyses indicate, cognitive load can be identified in 

certain biosignal characteristics [11, 12, 15]. The collected biosignals in combination 

with subjectively reported scales can be used as input for supervised machine learning 

(ML) algorithms that are able to derive a model that can automatically classify user’s 

cognitive load states. Therefore, the biosignal characteristics identified in reviews and 

mailto:%7d@kit.edu
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meta analyses can be used as a starting point for selected features as input to the ML 

algorithms. With the rise of wearable sensor technology and its embedding in every-

day life, the collection of biosignals has increased and has become easier and more 

applicable in real-time [16]. The availability of sensor technology combined with 

powerful supervised ML techniques offers a unique opportunity for the field of Neu-

roIS to accelerate research in neuro-adaptive IS as well as passive brain-computer 

interfaces [17–19]. Specifically, cognitive load-adaptive IS could recognize cognitive 

load states in real-time and enable adaptation of tasks and information technology to 

the user accordingly. Further, passive brain-computer interfaces continuously monitor 

the user’s cognitive state, exemplarily the user’s cognitive load, and thereby enable 

feedback and insights on the user’s reaction to the designed system in real-time [19–

21]. However, building a classifier from scratch is challenging. Large amounts of 

labeled biosignal data are required as a foundation to successfully train ML classifi-

ers. To mitigate this problem, reusing existing, labeled datasets, and existing classifi-

ers is an interesting and promising approach. Reusing datasets seems to be especially 

promising since experiments often do have only small sample sizes which are not 

enough to reach the required amount of data needed to train a high-quality classifier. 

However, to be reusable, these datasets need to be publicly available and known to 

researchers. So far little work on public datasets and the application of supervised ML 

on these datasets has been published in the NeuroIS retreat field. With this paper we 

want to stimulate a discussion on the role and potential of public datasets and ML 

classifiers in NeuroIS. Specifically, we want to review existing datasets and corre-

sponding classifiers for cognitive load, as an important and heavily researched user 

state. Thus, we articulate the following research question: Which publicly available 

datasets and corresponding classifiers leveraging biosignals for recognizing cogni-

tive load exist? The remainder of the paper is as following: We first introduce the 

research method. Subsequently, we present and compare the identified datasets and 

classifiers. Finally, we end with a discussion of contributions, limitations and research 

avenues. 

Method 

To ensure that we identify all relevant datasets and classifiers, we conducted a sys-

tematic search. We chose the methodology of systematic literature reviews as sug-

gested by [22] and followed a multi-step approach to discover existing datasets and 

corresponding classifiers. In the following, each step is shortly presented. As a first 

step, we defined the search strategy. This includes a search string, consisting of syno-

nyms for cognitive load, relevant databases and corresponding exclusion criteria. We 

selected the databases mentioned in [23] in addition to other databases for datasets 

and classifiers, such as Kaggle, Google Data and Physionet to also cover non-

academic and physiological datasets. In total, we used the databases IEEE dataport 

[24], Mendely data [25], FigShare [26], Kaggle [27], Google Data [28], Zenodo [29], 

datahub.io [30], Physionet [31], eu.dat [32], Fairdom [33], Dataverse [34], Dryad [35] 

and Dans Narcis [36]. As search string, we used the following words: “cognitive 

load” OR workload OR “mental load” OR taskload OR “mental effort” OR “task 
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load”. The databases mostly did not provide the possibility to use an advanced or 

combined search string, so we applied each element on its own. However, this led to a 

vast amount of false positive results which were sorted out while reviewing the results 

of each database. After executing the search in February 2022, we screened the initial 

sample of all 12.741 datasets with a main focus on the exclusion criteria findability 

and accessibility as two core criteria of the FAIR principles for datasets [37–39]. 

FAIR thereby is an acronym standing for “Findable”, “Accessible”, “Interoperable” 

and “Reusable” [37, 39]. Findable and Accessible cover the dataset’s ability to be 

found by humans and computers, exemplarily due to machine-readable metadata. We 

assumed that when datasets are found in our search, this requirement is fulfilled. Ac-

cessible refers to the user’s knowledge on how to access the dataset after finding it. 

Datasets therefore should be available openly or after authentication and authorization 

and retrievable via a standardized communications protocol [37]. We also include 

datasets accessible after request or login which we found in our search. This resulted 

in 79 datasets. After duplicate removal, a final set of 20 datasets evolved which we 

checked for scientific publications describing the dataset and classifiers trained on 

these datasets and, if applicable, other datasets mentioned in the paper. We used 

Google Scholar to ensure that publications from all related research fields are cov-

ered. This resembles the backward-forward search in a classic systematic literature 

review and resulted in 11 additional datasets and 34 papers covering classifiers. The 

final next steps cover the descriptive and conceptual analysis of the selected datasets, 

which we outline in Chapter 3.  

Results 

To ensure a literature-grounded comparison, we compared the 31 identified public 

datasets based on selected requirements for reference datasets published by [40]. We 

chose the general requirement categories mentioned by the authors (population, 

stimuli, modality, self-reported information, sensors) and additionally checked for 

publications describing the dataset. The detailed evaluation per dataset is visible in 

Table 1 ( when criteria is fulfilled, x when not). Subsequently, we highlight the 

summarized results: 

Population. When comparing the researched populations, we see a focus in most 

datasets on a specific age range (i.e., young adults between 20 and 26 years). Re-

searchers mostly tried to account for different genders, however an equal distribution 

was only achieved in 7 cases. The sample size has not been reported to be statistically 

estimated and varies between 1 and 100, in average 10 to 40 participants.  

Stimuli. We see a strong focus on established tasks for achieving cognitive load, 

such as MATB-II, math tasks, n-back task, stroop task, or digit span task which we 

considered as effective stimuli in our study. Even though this helps to induce cogni-

tive load, these tasks mostly do not resemble tasks conducted in a real-world setting 

(i.e., relevant tasks according to [34]), where neuro-adaptive IS would expected to be 

used. Some datasets address this gap by gathering data during simulated flights, sur-

gery, driving or knowledge work and thereby combine the relevant task with an effec-
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tive stimulus. Apart from 6 datasets, the tasks were all performed in a laboratory envi-

ronment.  

 

Self-reported information. 17 datasets used an established rating scale (NASA 

TLX, RSME, ISA) as ground truth. Otherwise, cognitive load was labeled based on 

task level (8 times), an own rating scale (2 times), or otherwise (3 times). 14 times 

internal factors related to cognitive load were reported, covering personal information 

(i.e., age, gender, handedness, personality) or related user states (i.e., fatigue or sleep-

iness). 4 datasets reported external factors (i.e., physical activity). 

Modality. In 21 out of 31 cases, multimodal biosignals were recorded. A high fo-

cus was set on biosignals from the peripheral nervous system (e.g., via ECG/PPG (18 

times), respiration (10 times), EDA/GSR (11 times), eye data (5 times)), from brain 

activity (via EEG or fNIRS, in total 5 times), or both. Monomodal datasets mostly 

recorded brain activity (6 times), or eye data (4 times). 

Sensors. The sensors were mentioned in the datasets except once and are widely 

used sensors, especially wearables, such as Empatica e4, Shimmer 3, or Bioharness 3 

[41–43]. Baseline data were collected in most experiments and details on calibration 

or sensor attachment are reported in most datasets, in contrast to the findings of [40]. 

However, collected baselines were partially not included in the datasets. In case cali-

bration information was provided in the dataset or corresponding publication, it de-

scribed laboratory conditions or detailed sensor attachment. We assume that for creat-

ing the datasets, preprocessing steps have been conducted when the use of signal 

processing techniques, such as the application of bandwidth filters, has been reported 

in either the description of the dataset or the related publication. In case signal or 

sensor noise was indicated, datasets included raw and already preprocessed data (e.g. 

[44, 45]) or mentioned preprocessing steps in the corresponding publication to the 

dataset.  

Publication. We were also interested in publications describing the experimental 

task conducted to gain the data set. For 23 datasets, we identified papers which pro-

vide further information on the experiment, statistically validate the data or evaluate 

first ML models trained on the datasets. Publications are linked in the table refer-

ences.  

Classifiers: Finally, we summarized the published classifiers for cognitive load 

trained on the datasets and linked them in the table. Due to space constraints, classifi-

cation details are not attached, but can be requested from the authors. For 13 datasets, 

we did not find any published classifiers for cognitive load. We found two datasets 

that were part of a classification challenge [46, 47] and thus showed a high number 

and range of different classifiers. Each paper compared various classifiers and mostly 

used established supervised ML algorithms. Most popular algorithms were support 

vector machine (21/34 papers), random forest (15/34) and k-nearest neighbor (12/34). 

Selected features predominantly covered established biosignal characteristics (e.g., 

SDNN for ECG data; blink activity for eye data) (28/34) and less focus was set on 

generic time series features or raw data as input. When datasets consist of multimodal 

data streams, classifiers were mostly trained on multimodal data and compared to 

monomodal ones.  
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Discussion and Conclusion 

We perform a systematic review and provide an overview of publicly available da-

tasets and corresponding classifiers measuring cognitive load via biosignals. We 

compared the datasets based on established criteria for reference datasets. Our work 

comes with three major limitations: First, further datasets could exist which were not 

found with our search strategy. This especially includes datasets which do cover cog-

nitive load measurements but do not mention our key words from the search string 

explicitly in their searchable meta-data and thus have not been found with our applied 

search string or have been published after we conducted our search. Further, we per-

ceive the construct of cognitive load itself as a distinct user state in this work. This 

view may be limited, as it can be argued that a wider view on the construct incorpo-

rating cognitive load-related constructs such as working memory, mind-wandering, or 

task vigilance may be beneficial. By including these terms and taking a broader view 

on the construct, more datasets can again be found. Besides, datasets that have been 

published outside the databases we have selected may exist as well and are not report-

ed in this work. Second, more classifiers may exist not linked to the datasets and thus 

not presented in our overview. Third, with regards to our results, the criteria we used 

to compare our dataset are not exhaustive. There might be additional interesting crite-

ria which allow a more precise evaluation and comparison of the datasets, especially 

with regards to sensors used, such as the specific devices used per dataset, or a more 

in-depth evaluation of data cleaning and pre-processing steps conducted. Further work 

might expand these criteria. Also, we assumed that no pre-preprocessing has been 

conducted when it was not indicated. When in doubt and reusing the datasets, we 

strongly encourage researchers to contact the authors or run an in-depth analysis on 

the data to identify if pre-processing has been conducted. With our work, we aim to 

stimulate a discussion on publishing datasets and ways for using them. As a starting 

point, we therefore suggest that future work could focus on three avenues, which we 

derived based on our main findings: (1) Publish more diverse datasets with ade-

quate licensing rights in popular dataset databases. As the comparison shows, diversi-

ty is needed in future datasets regarding the sample population in terms of diverse age 

groups, ensured gender balance, and diverse participant backgrounds and health con-

ditions. Thereby we were able to translate the findings of [40] to cognitive load da-

tasets and support their call for establishing reference datasets fulfilling each criteria. 

Also, increased reporting of internal factors (esp. personality, further user states), 

external factors and baseline/calibration information is favorable to ensure similar 

conditions when reusing the datasets. Gaining such detailed insights on internal fac-

tors is relevant to train personalized ML models. Further, more diverse tasks should 

be conducted when collecting data. Exemplarily, so far, few datasets on collaboration 

or office work tasks except from math tasks exist. By using less obtrusive devices and 

considering the related challenges, collecting more datasets in the field, and thus on 

more relevant tasks may be possible and help to increase applicability of the dataset 

and classifier to real-world scenarios of neuro-adaptive IS, as also addressed in the 

second avenue. (2) Continue the evaluation of existing datasets and their trained 

classifiers based on their applicability to other tasks and domains (see [48–50]). 
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This again sheds light on tasks and domains in which datasets should especially be 

gathered and opens the way to design neuro-adaptive IS applicable in a real-world 

context. In this context, researchers may also face the challenges of generalization 

when reusing datasets and classifiers trained on other individuals than the participants 

of a possible experiment or users of a real-world application [51]. Therefore, further 

research exploring the reusability of datasets and classifiers on new individuals and 

new tasks is, from our point of view, needed to accelerate the creation and evaluation 

of adaptive systems. (3) Use existing datasets to train publicly available classifiers, 

and, based on them, advance the design of neuro-adaptive IS and passive brain-

computer interfaces. As visible in our overview, for some datasets, we did not find 

published classifiers at all. This may have diverse reasons. However, it should be 

ensured that this is not due to missing awareness about the existence of datasets since 

as it can be seen for the challenge datasets, such awareness can lead to the application 

of a diverse range of advanced ML approaches. Overall, we believe that public da-

tasets increase overall transparency and knowledge transfer and enable better classifi-

ers for neuro-adaptive IS design. Thus, we encourage NeuroIS researchers to publish 

their datasets and classifiers in established databases and make use of existing da-

tasets. As a community, NeuroIS Society and its members should discuss the oppor-

tunity to create a community-focused proprietary dataset repository as an alternative 

to actively support an existing dataset database, already visible to a broader audience 

and targeting on bio-signals.  
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1 TLX EEG, ECG, 

ACC, RESP, 

GSR, TEMP, 

BVP 

MATB-II, 

physical 

activity 

48 L  32, 

33 

x  x       x x 

2* TLX ECG, EDA, 
EMG, RESP 

Math task 18 L  34 x - -     x    

3 Task 

  

EEG  Operating 

model build in 
solid works 

8 L  35 x x x x x x  x   x 

4 Rating 

scale 

EYE, GSR, 

PPG, FNIRS 

Lego puzzle 22 L  36    x   x x  x x 

5 Task  ECG, EDA, 
PPG, ACC 

Math problem, 
logic problem, 

stroop test 

62 L  37-
39 

  x   x x x  x  

6* Task  EDA, ECG Reading, math 

task 

40 L  40-

41 

x  x   x x x  x  
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7* Task  ECG, RESP, 

MOVEMENT 

Marksmanns-

hip 

8 L  42 x  x x  x x   x x 

 

8* TLX ECG, EYE  Word mat-
ching task 

41 L  43 x   x   - x   x 

9 TLX GSR, HR, 

TEMP 

Driving 10 F 
 

  x x   x x  x  

10 TLX, 
RSME 

EDA, ECG, 
BODY, FACE 

Knowledge 
work  

25 L 
 

x  x       x x 

11 TLX, PPG, ECG, 

GSR 

N-back task  22 L 36, 

44 

x  x     x    

12 TLX TEMP, ACC, 
EDA, RR 

Games 23 L 45-
51 

 x x     x    

13 TLX TEMP, ACC, 

EDA, RR 

Psychological 

task, n-back 
task 

23 L 45-

51 

x  x     x    

14 No labels HRV, RR  Driving, work, 

physical 

activity 

1 F 
 

x x x x x x x x  x x 

15 TLX ECG, RESP  MATB-II 26 L 52 x  x     x  x  

16* Task, 

TLX 

EYE, PUPIL, 

HR, HRV, PPG 

Multitasking, 

vigilance task, 

arithmetic task 

100 L 53   x     x    

17 Task FNIRS N-back task 68 L 54 x  x  x x  x    

18 Task  EEG, FNIRS N-back task, 

response, 
word genera-

tion 

26 L 55-

57 

x     x x x  x  

19 Task, 

perfor-
mance 

FNIRS; TCD N-back task 14 L 
 

-  x   x x x    

20 Task, 

TLX 

EEG, PUPIL, 

ECG, PPG 

Digit span 

task and 
resting 

86 L 
 

x  x     x  x  

21 Rating 

scale 

EEG Multitasking 

test 

48 L 58-

63 

x x x - x  x x    

22* Task EEG MATB-II 15 L 64 x  x   x x x  x  

23 ISA, 
FISA 

EEG  Simulated 
flight, n-back 

task 

35 L 
 

x  x  x   x x x x 

24 TLX EYE Math task, 
span task 

13 L 
 

x   x x  x x  x  

25 Anno-

tated 

EYE  Learning 1 F 
 

x x x x x x x x  x x 

26 Anno-
tated  

EYE Learning 1 F 
 

x x x  x x x x  x x 

27 TLX, task FNIRS Office work: 

reading, 

writing 

20 F 
 

x  x x x  x x    

28 TLX EYE Surgery task  8 L 65 x    x   x   x 

29 TLX ECG, PPG, 

ACC, PULSE, 
RESP, 

N-back task, 

walking 

13 L 
 

-     x x     

30 TLX, task  ECG, EYE, 

RESP 

Driving  9 F 
 

  x x    x  x  

31 Task  EDA, RESP, 
HR, TEMP 

Bo test  88 L 
 

x  x   x  x    

ISA: instantaneous self assessment, RSME: rating scale mental effort, TLX: Nasa-TLX, EEG: Electroenceph-

alography, ECG: Electrocardiogarphy, fNIRS:functional near-infrared spectroscopy, RESP: respiration rate, 
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HR: heart rate data, HRV: heart rate variability, TEMP: temperature, ACC: accelerometer, EOG: electroocu-

lography, TCD: transcranial doppler, EDA: electrodermal activity, GSR: galvanic skin response, BVP: blood 
volume pressure, x:no, : yes, -:no information, *:available on request or login, L=laboratory, F=field 
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Abstract. This project follows a design science research approach to demon-

strate a proof-of-concept for developing a means to remove the wires from non-

invasive, electroencephalographic brain-computer interface systems while 

maintaining data integrity and increasing the speed of transmission. This paper 

uses machine learning techniques to develop an encoder/decoder pair. The en-

coder learns the important information from the analog signal, reducing the 

amount of data encoded and transmitted. The decoder ignores the noise and ex-

pands the transmitted data for further processing. This paper uses one channel 

from a non-invasive BCI and organizes the analog signal in 500 datapoint 

frames. The encoder reduces the frames to seventy-five datapoints and after 

noise injection, the decoder successfully expands them back to virtually-

indistinguishable frames from the originals. The hopes are for improved overall 

efficiency of non-invasive, wireless brain-computer interface systems and im-

proved data collection for neuro-information systems. 

Keywords: Electroencephalograph, brain-computer interface, machine learn-

ing, data compression, neuroIS. 

Introduction 

As technology is evolving, so does the way we interface with it. Interface develop-

ers have tried to remove discomfort throughout the years and connect devices to users 

intuitively. A system connected to the brain would remove many barriers for an intui-

tive system, hence the wide range of brain-computer interface (BCI) research.  

Although BCI research has been around for nearly fifty years, its extensions have 

more recently been included in neuro-information systems (neuroIS) and often follow 

a design science research approach [1].  It has facilitated paralyzed people to move on 

their own accord, use a computer, and send email [2]. Unfortunately, because of the 

limitations and invasiveness of the technology, BCIs were often more viable in high-

ly-regulated medical studies or as a novelty [3], but they can do more when consider-

ing their non-invasive forms. This work focuses on non-invasive (NI) BCIs, which 

refers to technology that does not require surgery for its use. Through ongoing re-
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search, NI-BCIs will continue to elevate the quality of life of patients with extremely 

limited mobility [3].  

Based on previous experience and the literature review, some of the most signifi-

cant limitations of BCI technology are related to wires and noise [4]. The encephalo-

gram (EEG) electrodes pick up electrical signals, which means they can detect electri-

cal signals in the environment, too. This noise affects our ability to classify intent, 

especially with motor imagery (MI) applications [4]; it makes classification slow and 

inaccurate and can increase a user’s frustration and reduce concentration [3]. Besides 

using machine learning (ML) to aid in the classification, the next best thing is to use 

invasive BCIs comparable to the one Neuralink is developing [5].  

To eliminate the wires, the encoder/decoder (E/D) algorithms must minimize the 

number of bytes to compromise the transmission speed. The previous must also be 

robust enough to account for data degradation.  Here, we consider use of ML to de-

velop such an E/D pair that may transmit over Bluetooth without compromising speed 

and classification. This research will consider using borrowed techniques from Long 

Short-Term Memory (LSTM) and other Deep Neural Networks. This research will 

especially focus on the backpropagation of these ML techniques and must modify 

these techniques to fit our goals. These ML techniques are not one-size-fits-all and 

will be at the core of the success of this project.  

We propose training an E/D pair as a means to improve the speed of NI-BCIs. It is 

possible that such a pair can help to enhance the precision and reliability of neuroIS 

methods as encouraged by Riedl et al. [6]. The result may be more authentic data 

collection, especially in contexts where wires are not ideal such as recording EEG 

while people are mobile or walking [7, 8]. Machine learning techniques will self-

adjust and isolate the crucial bites for classification. This triage will only codify and 

transmit what is needed.  

In the following sections, we present the literature review that led to the inception 

of this study. We outline in the research design section how we plan to test the E/D 

pair. Then we present the techniques used and an overview of the dataset. Afterward, 

we discuss the potential implication of the research by speculating on the future of 

BCI technology. 

Brain-Computer Interfaces and Machine Learning Techniques 

Brain-computer interfaces have been around for over five decades and focused on 

real-world applications in more recent times. In McFarland and Wolpaw [4] and 

Wolpaw et al. [9], the role of BCIs in control and communication was discussed. The 

features of BCI and its crucial parts were presented. Furthermore, the different sorts 

of BCI based on utilization of electrophysical signals were described, and the critical 

problems in BCI-based control and communication systems were highlighted includ-

ing noise and artifacts. Although there have been advances in BCIs where some sys-

tems use active over passive electrodes and others transmit their data wirelessly, many 

systems still must overcome challenges that often arise from movement of the user or 

environment. 



60 

McFarland and Wolpaw [4] focused on feature extraction using ML techniques. 

One paradigm described was the use of MI-EEG, a self-controlled brain signal that 

does not involve any external stimulus. In the MI-oriented BCI mechanism, the sub-

ject is urged to imagine moving distinct parts of the body for triggering neuronal 

activities in particular brain regions that are linked with the movements. 

Chaudhary et al. [2] explained the role of BCIs in communication and motor reha-

bilitation. This study discussed BCIs for communication in individuals suffering from 

locked-in disorder or paralysis. They also described BCI use in motor rehabilitation 

after spinal cord impairment and severe stroke. This study reported the promising 

advantages of BCIs in clinical applications.  

In Asieh et al. [10], the authors discussed the different presentation methods for 

EEG-based communication. They compared them to determine a means to increase 

the communication speed. They compared word-based, letter-based, and icon-based 

augmentative and alternative communication (AAC), event-related potential (ERP), 

and rapid serial visual presentation (RSVP). They also experimented with combina-

tions of the previously listed techniques. 

Fanfan et al. [3] proposed using an NI-BCI in an information system as a commu-

nication aid. This study focused on a specific medical application. They researched 

how to improve the quality of life of locked-in patients using advances in the Internet 

of Things (IoT). Also, their proposed system would aid in the decision-making pro-

cess of caregivers.  Such system may be part of a design science artifact as envisioned 

by Randolph et al. [11]. 

Rasheed [12] presented a review of research involving the application of ML in the 

BCI arena. The author covered topics ranging from ERP, RSVP, AAC, mental state, 

MI, and EEG, to selection classification. This paper compared the results obtained 

using Support Vector Machines (SVM), Artificial Neural Networks (ANN), K-

Nearest Neighbor (KNN), linear regression, and many more. In Müller et al. [13], the 

ML approach was proposed for EEG signal analysis in real-time. It even discussed the 

significance of ML schemes for mental condition monitoring and EEG-oriented BCI 

applications. The previous has the potential to assist as a diagnostic tool.  

In Lotte et al. [14], the researchers investigated several classification schemes for 

EEG-BCI systems. Additionally, they identified numerous challenges for further 

strengthening the EEG categorization performance in BCI. These are considered fur-

ther for this work.  On another team, Lotte et al. [15] reviewed different classification 

approaches for EEG-oriented BCIs. This study reviewed five classification approach-

es, namely, nearest neighbor schemes, non-linear Bayesian schemes, neural networks, 

linear classifiers, and fusions of classifiers. This study revealed that among five cate-

gories, fusions of classifiers seemed very practical for contemporaneous BCI experi-

ments. 

Unfortunately, even as more wireless BCIs now exist, there is limited literature 

available on EEG radio transmission. Hence, this project offers another pathway for 

exploring improved algorithms and hardware for non-invasive wireless EEG signal 

transmission. The above led us to develop the technique expressed in the introduction 

section. Training the encoder/decoder pair using ML techniques will increase trans-

mission speed and maintain data integrity. The model will isolate crucial information 
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and encode what is needed for classification. The previous will minimize the number 

of bytes transmitted. Also, when the algorithm introduces noise, the decoder will 

recover the data, and the classifier should maintain its performance.  

Research Design 

We use ML techniques to develop an encoder/decoder (E/D) pair. The encoder com-

presses the multichannel EEG signals to be transmitted wirelessly, and the decoder 

decompresses the data. Eventually, the classifier will label the signal, and errors will 

quantify the E/D pair’s performance.  

We will use the dataset to train the classifier. Then the classifier will label the test-

ing portion of the dataset to get control. The same test portion will pass through the 

encoder once without noise and once with noise. The first pass will serve to determine 

if the whole algorithm works. The second pass will determine if our E/D pair works 

under simulated wireless conditions.  The noise will be present at the encoder, and we 

will adjust its level to test the limits of the E/D pair. After the classifier labels each 

batch, we will compare the results. The above is an experiment group. We must use 

the same testing dataset for each experiment group to better understand the perfor-

mance of the E/D pair.  Then, the experiment operator will make the necessary ad-

justments and repeat the above steps to maximize the accuracy of the classifier with 

new testing datasets.  

The code will split the dataset according to the standard 70% training and 30% 

testing ratio. Furthermore, the algorithm will organize the data into 500 data points 

frames per channel. Each frame will go through each transformative step and require 

an input size of 500x16. We chose five hundred (500) because it worked best during 

the single-channel test performed. 

Proof-of-Concept 

The original autoencoder experiment was to find a way to compress EEG signal 

code and introduce noise to the hidden layer. The goal was to have a noise-free way 

of compressing EEG signals. Once compressed, the important data would be priori-

tized and make the signal easier to process. The goal of the next experiment is to 

create a generative adversarial network with a variational autoencoder. The hope is 

that this method will provide a stronger network than the autoencoder alone. The 

variational autoencoder generative adversarial network would have the same goal as 

the autoencoder, but the adversarial network would also ensure that the compressed 

data can be decompressed more accurately. 

Autoencoders are neural networks that take input vectors, compress them down in 

a hidden layer, and expand them back to their original size as accurately as possible 

[16]. The idea is to take the input vectors and process them into a smaller hidden layer 

to accomplish the compression process. Then a decoder will reverse the process. The 

backpropagation is one of the essential pieces of this puzzle. The previous is respon-

sible for the learning process, and without it, our experiment and this proof would 
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look completely different. We decided to use Root Mean Square Error (RSME) for 

this experiment. 

The encoder contains a feature input layer followed by two fully connected layers 

with ReLU as activation functions and, finally, a regression layerFehler! Verweis-

quelle konnte nicht gefunden werden.. Since we are only using one EEG channel 

for this proof, the encoder has an input size of 500 vectors and reduces it to 75. The 

decoder does the reverse. It takes the 75 vectors from the encoder and expands it to 

500. The decoder uses a feature input layer, a single fully-connected layer with a 

sigmoid for activation, and a regression layer. 

The proof-of-concept used a fully connected layer to convert the noise into vectors, 

then injected it into the encoder. Since we do not want that code to learn, we set the 

learning rate factor and bias to zero [16]. This proof firstly passed the EEG data clean 

and then passed it with noise injected into the hidden layers. This subproject com-

pared the input to the output. The closer the output graph resembles the input graph, 

the more robust the E/D pair. This proof-of-concept demonstrated that training an E/D 

pair is viable to develop optimized compression for EEG Bluetooth transmission.  The 

following steps will expand from one channel to 16, then 32 channel NI-BCI signals, 

and add the classification step.  

Future Dataset 

This research needs a labeled multichannel EEG signal dataset acquired using an 

NI-BCI. Preferably the NI-BCI will contain 16 channels or more. The best dataset 

should come from a previous experiment. The previous is essential to have a baseline 

performance for the classifier.  

In future iterations, we plan to select a dataset from the Patient Repository for EEG 

Data and Computational Tools [15]. These datasets are well-curated and contain vari-

ous EEG data of various neurological conditions. The over-the-air deep learning-

based radio signal classification data set from DeepSig [17] contains a repository of 

various radio signals that could interfere with Bluetooth signals. The algorithm will 

use the previous dataset to inject noise and simulate transmission. This will help us 

test how robust the modeled encoder/decoder pair are. After injecting noise into the 

process, if the classifier can maintain the performance, that will prove the robustness 

of the model. 

The best set of data are EEG signals transmitted via radio. Unfortunately, datasets 

fitting the precious description do not seem to exist. This project is considering using 

a Generative Adversarial Network (GAN) to construct a repository dataset for our use 

and the use of the scientific community. As more interest in the subject grows, this 

repository will be essential for future experiments.  

We anticipate the data we will gain access to will be already processed. It was a 

part of a similar classifying experiment. To be sure, we will review the data and adjust 

if necessary. Removing excess channels and organizing the data into training, testing, 

and evaluation groups are the data manipulations we anticipate. We must also code 

how the algorithm will build the frames to pass to the E/D pair. We intend to use the 

lessons learned from the proof-of-concept and minimize issues during the experiment. 
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Conclusion 

If this project can develop a faster and more robust E/D pair, we will increase the 

processing speed of the NI-BCI signal and help improve system design and data col-

lection for neuroIS studies. Increasing the processing speed of the signal will increase 

the possible applications of NI-BCIs and lead to further improvement of the quality of 

life of locked-in patients. The speed at which current systems process NI-BCI signals 

has limited the application of this technology. Continuing to remove the wires without 

losing speed is the goal. Then, we are looking at lighter and less cumbersome designs 

for NI-BCIs. The more comfortable the patient or participant feels wearing the devic-

es, the more they want to use them, and the longer they may wear them.  This work 

represents advancements that may take place to enhance the overall NI-BCI system. 
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Abstract. This study investigates how visual stimuli influence cancer-related 

charitable online giving. Particularly, the study investigates how different types 

of crowdfunding campaign pictures affect decision making. We gathered 

crowdfunding campaigns from GoFundMe and divided them according to the 

main picture used in each campaign, i.e., cancer-related pictures vs. non-cancer-

related pictures and pictures of individuals vs. pictures of groups. We then con-

ducted an experiment using physiological measures. The results from the exper-

iment show that cancer-related pictures receive more money and more immedi-

ate attention and arousal than non-cancer-related pictures. Furthermore, group 

pictures receive more money and more total attention than individual pictures. 

The physiological measures from the experiment provide valuable knowledge 

about the underlying emotional mechanisms involved in the donation process. 

Keywords: Crowdfunding · Decision Making · Cancer · NeuroIS · GoFundMe 

Introduction 

Most people will suffer from serious illness at some point in their lives, at which 

point they have to rely on others in society for help. Health systems are intended to 

cover most of these scenarios, yet there are times when individuals cannot access the 

care they need, for example because they cannot afford the treatments. These types of 

systematic gaps in public funding are often addressed, at last partly, by acts of charity 

[1]. Notably, charitable crowdfunding has been shown to reduce rates of medical 

bankruptcy in vulnerable populations [2]. However, it is less clear whether charitable 

crowdfunding is actually providing support to those who most need it. 

It is not always obvious why people give money to others – others whom they may 

never meet or know. It has been suggested that charity is essentially irrational, and 

better explained with emotions [3]. This appears especially likely for charitable 

crowdfunding, where donors may have limited access to the information needed for 

rational judgements. Hence, donors seem to rely on emotional judgements, based on a 

range of heuristics and cognitive biases [4, 5]. These emotional judgements and biases 

in charitable behaviors often lead to the systematic misallocations of funds [6]. 

mailto:%7D@cbs.dk
mailto:jc.marktg
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Thus, it appears that, while charitable crowdfunding may have the potential to ad-

dress inequalities in contemporary health systems, it also has the potential to create 

new inequalities if we do not understand, and account for, donors’ emotional deci-

sion-making processes and cognitive biases. These types of emotional processes and 

biases are difficult to study via self-report, as individuals may be unaware of them, or 

prone to social desirability biases in their responses. They are also difficult to study 

with behavioral studies alone, where cognitive elements must be inferred from limited 

cognitive measurement. 

This paper therefore investigates health-related charitable giving using NeuroIS 

tools and theories. We focus on the role of pictures in fundraising campaigns. This is 

because previous research suggests that semantic content alone does not account for 

charitable giving, as neither negative nor positive text features are related to resource 

sharing. Only photographs reveal a significant relationship between arousal and giv-

ing [7]. Thus, we ask: 

 

Q1: Which types of pictures are more likely to help charitable crowdfunding cam-

paigns attract donations? 

 

Q2: Which types of cognitive biases lead these pictures to attract more donations? 

 

The next section provides a brief background on charitable crowdfunding and ra-

tionalistic theories of altruism, culminating in two research hypotheses. Next, we 

present a laboratory experiment that combines behavioral measures with measures of 

eye movements and skin conductance. The results suggest campaigns attract more 

donors when they use pictures that depict illness and when they use pictures with 

multiple individuals. 

Literature and Theory Development 

Donation-Based Crowdfunding 

Crowdfunding platforms allow fundraisers to make open appeals for financial con-

tributions from the public. Crowdfunding platforms operate on a spectrum between 

altruistically and strategically motivated [8]. On the one end of the spectrum, fund-

raisers provide donors with repayment, equity, or valuable material rewards in ex-

change for their contribution. On the other end of the spectrum, fundraisers ask do-

nors to contribute without promising any material or financial returns. 

Altruism or pro-social motivations appears to play a role on most types of crowd-

funding platforms. For example, Dai and Zhang [9] showed that Kickstarter projects 

raise more money as they approach their fundraising target, particularly if those pro-

jects appeal to prosocial motivations. Similarly, Du et al. [10] showed that recipients 

of peer-to-peer loans are more likely to repay their loans when reminded of lenders’ 

positive expectations, while reminders of negative consequences for non-repayment 

have limited impact. Even in equity crowdfunding, certain investors may be more 
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likely to invest in ventures with social benefits, such as those focused on sustainabil-

ity [11]. 

Perhaps unsurprisingly, it is charitable crowdfunding where research has observed 

most evidence of altruism [12, 13, 14, 15, 16]. These studies demonstrate the exist-

ence of altruism and social motivations in donors. However, the specific types of 

altruism, and the potential biases they enable, have received limited attention. 

Scientific research has commonly explained altruism according with three rational-

istic perspectives: egoistic, egocentric, and altercentric [17]. The egoistic perspective 

explains altruism by assuming actors foresee some expected social benefit, such as 

reciprocity or reputational gains. Whether or not this behavior actually constitutes 

altruism is debatable, given the strategic nature of egoistic helping decisions. Howev-

er, while there are signs of reciprocity among donors to crowdfunding campaigns 

[18], the tendency for many contributors to hide their identity on donation crowdfund-

ing platforms suggests other motivations are also in effect. We therefore explore the 

egocentric and altercentric perspectives in more detail in the next sections. 

Egocentric Altruism in Charitable Crowdfunding 

The egocentric view of altruism suggests that individuals will help others because 

they participate in the resulting joy or alleviation of suffering or distress. This per-

spective relies on emotional contagion to explain helping or comforting behaviors 

[19]. Empathy allows people to relate to the emotional states of other people. Alt-

hough cognition is often an important part of empathy, it is a secondary component. 

The primary component of empathy is that one person’s emotional or arousal state 

affects another person [19]. This primary underlying emotional mechanism of empa-

thy provides one person (the subject) with access to the subjective state of another 

person (the object) through the subject’s own neural and bodily representations [20]. 

Emotional contagion has been shown to occur via at least three mechanisms [21]. 

The first is mimicry, in which an emotional expression activates synchronous behav-

ior on the part of the perceiver, which in turn activates affective processes [22, 23]. 

The second mechanism is category activation, in which exposure to emotional expres-

sions primes an emotion category, which in turn leads to activation of specific emo-

tional processes [24, 25]. Finally, the third mechanism is social appraisal, in which 

individuals use the emotions of others as a guide for their own emotion appraisals, 

leading to similar emotional experiences [26, 27]. 

For these reasons, emotional contagion is often involuntary, meaning an individual 

will adopt the emotional state of another person without necessarily intending to do so 

[28]. These processes are nonetheless complex and interwoven with conscious evalua-

tions and decision making. Notably, the psychological literature distinguishes sympa-

thy from personal distress [19]. Personal distress makes the affected party selfishly 

seek to alleviate its own distress, a distress which mimics that of the object [29], while 

sympathy is defined as an affective response that consists of feelings of sorrow or 

concern for a distressed or needy other, with less emphasis on sharing the emotion of 

the other [30]. 
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These nuances become important when trying to compare and contrast the influ-

ence of positive and negative affect on charitable giving [3]. On the one hand, a num-

ber of research findings reveal that negative affect evoked by empathic pain can in-

crease charitable giving [31, 32, 33]. This suggests fundraising would be more effec-

tive if it focuses on the suffering of the person in need. On the other hand, a number 

of research findings reveal that positive affect (i.e., “warm glow”) evoked by anticipa-

tion of giving can increase charitable behavior [34, 35, 36]. This suggests fundraisers 

should avoid focusing on the suffering of the person in need; instead highlighting the 

quality of life they hope to re-establish. While both are feasible, there is considerable 

evidence that negative emotion is a more powerful motivator of online behavior [37]. 

Thus, we predict images that emphasize the negative state of the person in need will 

be more effective for fundraising. 

 

H1: Charitable crowdfunding campaigns with a picture that depicts illness are 

more likely to attract donors than campaigns with a picture that does not. 

Altercentric Altruism in Charitable Crowdfunding 

The altercentric view of altruism suggests that individuals help others in need be-

cause they have evolved a pro-social trait or “moral gene” [17]. The benefit of this 

trait is not linked to any one interaction; rather it emerges because altruistic individu-

als tend to group together, and these groups are more successful than less altruistic 

groups. 

This type of altruism replaces the focus on emotional contagion in egocentric altru-

ism with a focus on ‘kinship’, not in the genetic sense but in the preference and 

recognition of some share social and moral norms [38]. This makes sense for charita-

ble crowdfunding platforms, which are relatively easy to avoid for reactive and guilt-

driven potential donors who would prefer to ‘avoid the ask’ [cf. 39]. Hence, these 

charitable crowdfunding platforms are often characterized by a shared moral impera-

tive [14, 40]. 

This results in some confusion as to whether individuals or groups are more likely 

to elicit charitable giving. There is evidence that donations to large numbers of vic-

tims are typically muted relative to donations to a single identified victim, as an indi-

vidual is generally more personally relatable to each individual donor [41, 42]. This 

suggests fundraising should depict solely the person in need. However, other research 

shows that people donate more to large numbers of victims, provided these victims 

are perceived as entitative - comprising a single, coherent unit [43]. This suggests 

fundraising should show the person in need along with others who also display shared 

social and moral norms, such as friends and/or family who are sharing the experience. 

These alternative predictions are, once again, both feasible. The key differentiating 

criterion appears to be the ability for donors to cognitively relate multiple individuals 

as entitative. However, given the strong community element of charitable crowdfund-

ing platforms, we assume potential donors should find it comparatively easy to estab-

lish a sense of kinship. Thus, we predict images with multiple individuals will be 

more effective in stimulating altercentric altruism. 
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H2: Charitable crowdfunding campaigns with a picture that depicts multiple indi-

viduals are more likely to attract donors than campaigns with a picture that de-

picts a single individual. 

Methods 

Participants 

Participants for the experiment were recruited at the authors’ University. Data from 

22 participants (Mage = 26.77, SD = 8.22; 14 female, 64%) has been collected and the 

results are reported in the present paper. The participants were all given a movie ticket 

($15) for their participation. 

 

Measures 

The crowdfunding task measures crowdfunding choices and contains 48 crowd-

funding campaigns consisting of a picture and a text. The task includes four condi-

tions: i) individual picture, ii) group picture, iii) cancer-related picture, and iv) non-

cancer-related picture. On each trial, two crowdfunding campaigns are presented and 

the participant is asked to choose which campaign to support. Thus, the four possible 

combinations are i) individual cancer-related vs. group cancer-related, ii) individual 

non-cancer-related vs. group non-cancer-related, iii) individual cancer-related vs. 

individual non-cancer-related iv) group cancer-related vs. group non-cancer-related. 

The experiment is created using Qualtrics software (www.qualtrics.com), with iMo-

tions software (www.imotions.com) used to coordinate and integrate physiological 

measures. The crowdfunding campaigns are taken from the GoFundMe website 

(www.gofundme.com). Each crowdfunding campaign contains a picture and a text 

(100-200 words). During the task, a Tobii Pro Nano records eye movements and a 

Shimmer3 GSR+ records skin conductance. 

 

Procedure 

Upon arrival at the laboratory the participant is given verbal and written infor-

mation about the experiment. First, the shimmer is attached to the wrist of the non-

dominant hand of the participant. Then, a two-minute baseline is conducted. No stim-

uli are presented during the baseline. Before the experiment, the participant is told 

“You are given $24 to donate to crowdfunding”. However, “You can only support one 

of the two crowdfunding campaigns” and “Click on the donate button under the 

crowdfunding campaign you would like to support”. The participant is told that “$1 is 

donated for every choice you make”. The participant is then presented with 24 crowd-

funding choices each containing two new options. Upon completion of the experi-

ment, the participant is debriefed and thanked for the participation. 

http://www.qualtrics.com/
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The eye-tracking data analysis was conducted on the first fixation duration data, 

the last fixation duration data, and the total fixation duration data, respectively. Areas 

of interest (AOIs) were created for each stimulus set. For each stimulus set two 450 x 

255 px rectangles were created. The rectangles covered the pictures of the two crowd-

funding campaigns presented on each trial. An I-VT fixation filter was created. The 

fixation filter parameters were: 20 ms window length, 30 degrees/second velocity 

threshold, 75 ms max gap length, 60 ms minimum fixation duration, 75 ms max time 

between fixations, and 0.5 degrees max angle between fixations. The first fixation 

duration data, the last fixation duration data, and the total fixation duration data were 

analyzed for each AOI. 

The galvanic skin response data analysis was conducted on the number of peaks 

data. Peak detection of the first five seconds after stimulus onset were calculated for 

each stimulus set. The peak detection parameters were: 8000 ms phasic filter length, 5 

Hz lowpass filter cutoff frequency, 0.01 microSiemens peak onset threshold, 0 mi-

croSiemens peak offset threshold, 0.005 microSiemens peak amplitude threshold, 500 

ms minimum peak duration, and 4000 ms gap interpolation length threshold. 

Results 

Decision-making Data 

A 2 × 2 analysis of variance (ANOVA) with cancer (cancer-related vs. non-cancer-

related) and group (group vs. individual) as within-subject factors was conducted on 

the decision-making data. The analysis revealed a significant main effect of cancer, 

F(1, 21) = 134.54, p < .001, η2 = .87, and a significant main effect of group, F(1, 21) 

= 6.13, p = .022, η2 = .23. The cancer × group interaction, F(1, 21) = .40, p = .535, η2 

= .02, did not reach significance. Post hoc dependent samples t-tests revealed a signif-

icant difference between individual cancer-related vs. individual non-cancer-related 

pictures, t(21) = 10.80, p < .001, d = .92, a significant difference between group can-

cer-related vs. group non-cancer-related pictures, t(21) = 6.06, p < .001, d = .79, and a 

significant difference between group non-cancer-related vs. individual non-cancer-

related pictures, t(21) = 2.27, p = .034, d = .44. The difference between group cancer-

related vs. individual cancer-related pictures, t(21) = 2.03, p = .056, d = .40, did not 

reach significance. The results suggest that more money were donated to the individu-

al cancer-related (M = 4.5, SD = 0.67) compared to the individual non-cancer-related 

pictures (M = 1.5, SD = 0.67), more money were donated to the group cancer-related 

(M = 4.2, SD = 0.98) compared to the group non-cancer-related pictures (M = 1.7, SD 

= 0.98), and more money were donated to the group non-cancer-related (M = 3.6, SD 

= 1.22) compared to the individual non-cancer-related pictures (M = 2.4, SD = 1.22). 

More money were not donated to the group cancer-related (M = 3.6, SD = 1.36) com-

pared to the individual cancer-related pictures (M = 2.4, SD = 1.36). 
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Eye-tracking Data 

Three 2 × 2 analysis of variance (ANOVA) with cancer (cancer-related vs. non-

cancer-related) and group (group vs. individual) as within-subject factors were con-

ducted on the first fixation duration data, the last fixation duration data, and the total 

fixation duration data, respectively. 

The first fixation duration analysis revealed a significant main effect of cancer, 

F(1, 21) = 20.23, p < .001, η2 = .49, and a significant main effect of group, F(1, 21) = 

7.95, p = .010, η2 = .28. The cancer × group interaction, F(1, 21) = 1.10, p = .306, η2 

= .05, did not reach significance. The results suggest that the first fixation duration 

was longer for the cancer-related (M = 255.31, SD = 45.81) compared to the non-

cancer-related pictures (M = 220.87, SD = 43.13), the first fixation duration was long-

er for the individual (M = 261.18, SD = 67.49) compared to the group pictures (M = 

215.01, SD = 41.34). 

The last fixation duration analysis revealed a significant main effect of group, F(1, 

21) = 37.02, p < .001, η2 = .64. The main effect of cancer, F(1, 21) = 1.41, p = .248, 

η2 = .06, and the cancer × group interaction, F(1, 21) = .05, p = .824, η2 = .01, did not 

reach significance. The results suggest that the last fixation duration was longer for 

the individual (M = 342.52, SD = 47.13) compared to the group pictures (M = 284.22, 

SD = 46.90). The last fixation duration was not longer for the cancer-related (M = 

321.73, SD = 58.49) compared to the non-cancer-related pictures (M = 305.01, SD = 

46.54). 

The total fixation duration analysis revealed a significant main effect of group, F(1, 

21) = 82.06, p < .001, η2 = .80. The main effect of cancer, F(1, 21) = .02, p = .898, η2 

= .01, and the cancer × group interaction, F(1, 21) = .53, p = .474, η2 = .03, did not 

reach significance. The results suggest that the total fixation duration was longer for 

the group (M = 2302.57, SD = 1059.22) compared to the individual pictures (M = 

1551.02, SD = 810.58). The total fixation duration was not longer for the cancer-

related (M = 1933.81, SD = 927.75) compared to the non-cancer-related pictures (M = 

1919.79, SD = 984.99). 

 

Galvanic Skin Response Data 

A 2 × 2 × 2 analysis of variance (ANOVA) with cancer (cancer-related vs. non-

cancer-related) and group (group vs. individual) and side (left vs. right) as within-

subject factors were conducted on the number of peaks data. The analysis revealed a 

significant main effect of cancer, F(1, 21) = 4.67, p < .042, η2 = .18. The main effect 

of group, F(1, 21) = 1.09, p = .308, η2 = .05, the cancer × side interaction, F(1, 21) = 

.04, p = .853, η2 = .01, the group × side interaction, F(1, 21) = .10, p = .747, η2 = .01, 

and the cancer × group × side interaction, F(1, 21) = .50, p = .485, η2 = .02, did not 

reach significance. The results suggest that the number of peaks was higher for the 

cancer-related (M = 2.74, SD = 2.18) compared to the non-cancer-related pictures (M 

= 2.56, SD = 2.07). The number of peaks was not higher for the group (M = 2.70, SD 

= 2.20) compared to the individual pictures (M = 2.59, SD = 2.06). 
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Discussion 

This work aims to present a deep analysis of health-related online fundraising that 

is conspicuously absent in existing literature. The physiological measures from the 

experiment provide valuable knowledge about the underlying emotional mechanisms 

involved in the donation process. 

The results from the experiment suggest that the participants donated more money 

to crowdfunding campaigns with cancer-related pictures than with non-cancer-related 

pictures. Interestingly, the eye-tracking results suggest that the participants’ first fixa-

tion duration was longer for cancer-related pictures than for non-cancer-related pic-

tures. Furthermore, the galvanic skin response results suggest that the participants’ 

number of peaks during the first five seconds after stimulus onset was higher for 

crowdfunding campaigns with cancer-related pictures than with non-cancer-related 

pictures. The results from the experiment also suggest that the participants donated 

more money to crowdfunding campaigns with group pictures than with individual 

pictures and that the participants’ total fixation duration was longer for group pictures 

than for individual pictures. 

These results provide a valuable starting point to better understand donation behav-

iors on charitable crowdfunding platforms. However, they also raise some concerns 

about the generalizability of a controlled laboratory experiment to actual crowdfund-

ing platforms; platforms where many donors already have established relationships to 

those in need and much communication happens via other channels. Thus, this study 

is part of a series of experiments that shift the balance from controlled intervention to 

behavioral naturalism. More precisely, we have tested the same hypotheses with two 

additional studies. 

 

(i) An online behavioral experiment (n = 100) that mirrors the protocol of this 

study. This provided robustness and greater statistical confidence in the behav-

ioral results. 

 

(ii) A quasi-experiment [44] of observational data from GoFundMe, in which we 

gather a large dataset of campaigns and compare treatments using coarsened 

exact matching [45]. This allowed us to test whether the observed effects 

maintained a significant impact when other competing influences are present. 

 

Collectively, these results help to explain some of the peculiarities of charitable 

crowdfunding. They also provide a means to ‘level the playing field’ for those in 

need. If charitable crowdfunding is to fill in the gaps in contemporary health systems, 

then campaign designers need to be aware of donor biases. Otherwise, oversights and 

gaps will persist, based on disproportionately influential decisions like which picture 

to use for a fundraiser, and donations will be less likely to make it those who need it 

most. 
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Abstract. The research on misinformation has shown that those users who 

spend cognitive resources while reading news on social media are more likely 

to identify fake headlines. Although various behavioral and neurophysiological 

measures have been used in the literature to examine this hypothesis, the asso-

ciation between pupil dilation, which has been established as a measure of cog-

nitive load in the NeuroIS field, and users’ performance in judging the accuracy 

of headlines has yet to be studied. A within subject experiment using different 

types of news headlines is designed in which users rate the accuracy of 80 Fa-

cebook posts. Consistent with the heuristic-systematic model of information 

processing (HSM), our results suggest that pupil dilation is positively linked 

with users’ accuracy rate.  

Keywords: Fake News • Heuristic-Systematic Model • Eye-tracking • Pupil Di-

lation• Pupillometry • Misinformation • Dual-Process Models  

Introduction 

Since social media has become a major source for citizens to read and share news, 

the spread of false information, regardless of intentionality, has manifested its adverse 

effects on users and society. Users lose their trust in scientific findings [1, 2] and the 

free flow of information is disrupted, which weakens the quality of democracies [3]. 

The fake news phenomenon, defined as “fabricated information that mimics news 

media content in form but not in organizational process or intent” [4], has gained the 

interest of researchers across multiple disciplines to study how and why individuals 

interact with fake news, and what can be done to counter it. 

In the Information Systems field, researchers have looked mainly at technological 

(e.g., intervention methods [5, 6] and presentation formats [7]), and behavioral factors 

[8]. The NeuroIS field has the potential to complement these efforts by shedding light 

on the neurophysiological indicators that help us understand how users believe misin-

formation. 

Based on the dual process model of cognition [9], cognitive load — defined as the 

set of working memory resources used to perform a task [10] —  is an indicator of 

utilizing System 2 resources, which enables users to deliberate and ultimately identify 
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misinformation. Although pupillometry has been established as a measure of cogni-

tive load in the NeuroIS field [11], to the best of our knowledge, its association with 

belief in misinformation has not been investigated yet. Therefore, our goal in the 

current paper is to explore whether there is any association between pupil dilation and 

users’ performance in identifying misinformation.  

We designed a laboratory experiment in which users rate eighty news headlines 

while an eye-tracker records their pupil metrics. This study can potentially contribute 

to our understanding of whether pupillometry can be an indicator of users’ analytical 

thinking in the face of fake headlines. It also adds to the existing literature on the 

association between cognitive load and performance in detecting fake news. The 

remainder of this paper continues with a brief literature review on eye-tracking stud-

ies in the misinformation research, dual process model of cognition, and pupil re-

sponse and cognitive load. Then we outline the research hypotheses, details on meth-

odology, and present the results. We conclude by discussing the results, contributions 

of our work, and limitations. 

Literature Review & Hypotheses 

Eye-tracking Studies 

To identify all relevant articles that used any eye-tracking measures in studying the 

phenomenon of fake news, we conducted a systematic literature review using the 

following search string: ("eye-track*" OR "eye track*") AND ("fake news" OR "mis-

inform*" OR "disinform*" OR "false news") on the SCOPUS and Web of Science 

databases. We included both journal and conference articles and only limited our 

search to the publications in English. The search on both databases was done within 

the title, abstract, and the keywords. Furthermore, the search was not limited to any 

time period. In total, 23 papers were found. Numerous gaze related measures such as 

dwell time on different message components [12], eye fixations as a measure of cog-

nitive load [13, 14], fixation duration as a measure of user engagement with cognitive 

reasoning [15], as a control method for assuring that users attend to designated flags 

[16], and different types of fixation durations to predict false/true headlines [17]. 

However, no study investigated the relationship between pupil dilation and user be-

havior or performance in the fake news domain. 

Cognitive load and Misinformation 

Based on dual-process models of cognition [9], there are two distinct cognitive sys-

tems that contribute to human decision making: 1- a fast and intuitive process (Sys-

tem1) that is effortless to use, and 2- an analytical and effortful process (System2). 

Falling under dual process models, the heuristic-systematic model of information 

processing (HSM) suggests that System1 simplifies the decision making process by 

using shortcuts and heuristics, and is therefore more susceptible to different types of 

decision making biases [18]. In contrast, System2 relies on analyzing and considering 

the message content [19] making it less susceptible to such biases. 
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In the fake news domain, the dual process models predict that using System2 cogni-

tive processes increases users’ performance in identifying fake news articles. A num-

ber of misinformation studies have found support for this theory by investigating 

whether using cognitive load results in identifying fake headlines. For instance, con-

sistent with this framework, [20] found that more analytical thinking is associated 

with higher performance in identifying misinformation. They concluded that the main 

reason that people fall for the misinformation trap is their laziness on social media. 

An important outcome of finding support for dual process theories in the misinfor-

mation context is that creating a condition for users or encouraging them to utilize 

System2 cognitive processes reduces their error. An interesting study by [21] showed 

that giving individuals an opportunity to re-think and deliberate, increases their accu-

racy. 

Pupil Response and Cognitive Load 

Pupil dilation has been established as a reliable measure of cognitive load [22]. 

Human’s pupil is larger in size as more cognitive resources including perception, 

memory, attention, and reasoning are being used by the brain [23]. Within the Neu-

roIS domain, it has been used as a measure of cognitive load [24-26]. 

A study by Ladeira, Dalmoro [27] investigated the impact of real versus fake news 

on various eye tracking measures. They found that due to low heuristic availability, 

cognitive load (measured by gaze duration, fixation frequency, and pupil diameter) is 

higher when users read fake news compared to real news. Similarly, Sümer, Bozkir 

[28] found that the number of fixations and the number of saccades are more on the 

fake content compared to real news. In the current study, we expect that reading news 

headlines that refer to political and controversial subjects, consume more attention, 

memory, and reasoning resources, which leads to the enlargement of users’ pupils. 

H1: reading political content leads to more pupil dilation compared to neutral 

content 

Consistent with the heuristic-systematic model of information processing, we ex-

pect that those who use more cognitive resources (i.e. pupil dilation) are more likely 

to identify false news headlines. Therefore: 

H2: Pupil dilation is positively associated with performance on identifying misin-

formation. 

Methods 

The experiment was designed utilizing behavioral measures and pupillometry met-

rics to quantify the diameter of a participant’s pupil and build an underlying behavior-

al profile. News headlines were constructed and categorized into three unique catego-

ries. Control headlines, in which the content of the statement was obviously true or 

false (e.g., In 2018, the average adult human’s height was 10 feet). Neutral headlines, 

in which the content was derived from pop culture and other non-divisive topics (e.g., 

New McDonald’s restaurant opened every 14.5 hours globally). Finally, political 

headlines, in which the content was deemed politically or socially divisive (e.g., Don-
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ald Trump declares himself “Second coming of God”). Each participant was present-

ed with a total of 80 headlines, 20 control, 20 neutral, and 40 political. Half of each 

headline category were true headlines and half were false headlines.  

An initial survey was utilized to categorize a list of topics and phrases into politi-

cal/neutral groupings. Faculty and staff were asked to rate how divisive a topic (e.g., 

Donald Trump, Abortion, Netflix, etc.) was on a 5-point Likert scale. The topics were 

then converted into length adjusted headlines (~10-12 words). This was done by lev-

eraging factchecking websites, such as Snopes.com, to extract objectively true news 

headlines based on the specified topic or phrase. Half of the factchecked true head-

lines were then manually adjusted to shift the premise of the news headline to objec-

tively false. This process was done for both the neutral and political headline group-

ings. The control group headlines were constructed based on wild assertions regarding 

obvious facts that most people should be able to recognize.  

Presentation format for each headline was constructed to resemble the appearance 

of a news article within the Facebook timeline (See Fig. 1.). Each post was presented 

in the center of the screen, dimensionality and positioning was consistent across all 80 

headlines. A blank reference screen was presented for two seconds prior to each post 

to assess a baseline of pupil dilation activity. 

 

 

 

 

 

 

 

 

 

 

 

 (a) Control   (b) Neutral          (c) Political 

 

 

Thirty subjects participated in the study (n=30), 60% of participants were male and 

40% were female. 34% of the participants self-identified as conservative and 66% 

self-identified as liberal. 16 % has a high school or equivalent degree, 53% had a 

Bachelor’s degree, 26% had a Master’s degree, and 3% had a Doctorate degree. 7% 

were between the ages of 18 and 24, 46% between 25 and 34, 20% between 35 and 

44, 15% between 45 and 55, and 12% over 55. Participants could have corrected-to-

normal vision but could not wear eyeglasses to maintain eye tracking integrity. Upon 

completion of the task, or formally withdrawn, participants were financially compen-

sated. Participants were asked to rate the accuracy of each presented headline on a 4-

point scale, ranging from “not at all accurate” to “very accurate”, enabling a simple 

classification threshold for gauging correct/incorrect responses. Participants were 

asked to only use the number keys 1-4 to respond in order to reduce head movement 

and alignment for pupil diameter calculations. Demographic information was collect-

Fig. 1. News headlines format 
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ed in a pre-assessment survey while behavioral constructs were collected in a post-

assessment survey. Seven subjects were removed from the analysis because of syn-

chronization issues. Therefore, a final sample of 23 was used to run the analysis. 

The observation computer was fitted with a non-invasive Tobii Pro X2-60 screen-

based eye tracker. The device was recording at a 60 Hz sampling rate, providing a 

diameter calculation for both the left and right eyes. Tobii Pro Lab software (Version) 

was utilized for all eye metric processing, including a preprocessing calibration meth-

od to ensure participants were sitting correctly in front of the screen and that the soft-

ware was able to locate both eyes.  The presentation screen was a 24-inch LED moni-

tor with a 1920 by 1080 resolution. Observation room lighting and seating distance 

from the eye tracker was consistent across all participants. Additionally, the headline 

presentation was formatted to be centered on the screen to reduce head movement. 

There was no programmed input delay between headline presentation and the partici-

pants ability to rate the headline. In postprocessing, mean pupil dilation calculations 

were executed for each reference screen, recording the average diameter of each eye 

over the 2 second duration. Mean pupil dilation calculations for headline response 

were recorded within the timeline of presentation onset to participant input response. 

Pupil diameter samplings that exceeded three standard deviations of the participants 

total session average were removed from calculations to minimize outlier observa-

tions impacting response averages. Additionally, samplings in which the eye tracker 

was unable to detect one or both eyes, including blinks, were removed from the mean 

calculations for both the reference screen and headline response. As suggested by 

[11], we calculated the relative change of pupil diameter compared to the last refer-

ence screen. 

Results 

Our results show that the participant had a much higher performance on the control 

headlines compared to the Neutral and Political headlines (See Table 1). 

Table 1. Performance means  

Headline Control Neutral Political 

Mean  91.15% 61.92% 58.46% 

SD 0.07 0.11 0.08 

 

To test H1, we conducted Analysis of variance for repeated measures in SPSS to 

test whether pupil dilation is different among the headline types. 

 

Table 2. Descriptive statistics of pupil dilation  

Headline Control Neutral Political 

Mean % (pupil dilation) 7.94% 8.63% 9.23% 

SD 3.18 3.76 3.82 
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The results show there is a difference among the three types of headlines (F= 9.82, 

p<0.01), supporting H1. Furthermore, pairwise comparisons show that pupil dilation 

is difference between control and neutral (F=3.84, p<0.05), control and political (F= 

9.82, p<0.001), and neutral and political (F=3.02, p<0.05). 

To analyze H2, we used panel regression in STATA to see whether pupil dilation 

predicts users’ performance in identifying fake headlines. The results demonstrate a 

positive association between pupil dilation and users’ performance (b=1.01, P<0.001), 

providing support for H2. 

Discussion & Concluding Remarks 

We designed an experiment to investigate whether pupil dilation, as a proxy for us-

ing cognitive resources by users, can be linked to their performance in identifying 

fake news headlines on social media. Our results, in line with the heuristic-systematic 

model of information processing, suggest that when users put cognitive effort in ana-

lyzing news headlines, they are more likely to discern true from fake news. Other 

research in this area have found similar results but using measures other than pupil 

dilation. For instance, Bago, Rand [21] found that deliberation, regardless of whether 

the news headline confirms or rejects users’ ideology. 

Implications regarding future work and research direction can be divided into two 

primary categories, model validation with respect to the underlying sample and col-

lection procedure. As well as refinement and extension of the media presentation and 

the modes through which participants interact with news headlines/articles. Pupillom-

etry is one dimension within the classification of cognitive load, however other met-

rics including Electroencephalogram (EEG), Electrocardiogram (EKG), and skin 

conductance can also be assessed to provide a measure of cognitive load. Extending 

the data collection procedure to include these additional metrics would provide a 

more holistic view of cognitive load within the experiment. Additionally, the media 

presentation method could be modified. The format was designed to replicate the 

Facebook timeline; however, consumption of news media is much more dynamic, and 

the user has more agency in their decision making regarding what they consume. 

Integrating the rating system into an experiment that allows participants choice in the 

progression of news consumption may provide greater insight and a more tangible 

view of cognitive load within a more realistic consumption environment.  
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Abstract. Haptic technologies are widely used in multimedia entertainment to 

increase the immersiveness of the experience. Studies regarding the psycholog-

ical effects of haptics during audiovisual (AV) entertainment support this no-

tion. However, the neurophysiological mechanism by which haptics increase 

AV immersion remains unclarified. Using between groups exploratory compar-

isons of whole-brain source-localized electroencephalographic theta (5-7 Hz), 

alpha (8-12 Hz), and beta (15-29 Hz) band activity, the present study analyzed 

the effect of high fidelity vibrokinetic (HFVK) stimulation on cortical brain ac-

tivity and self-perceived immersion during the viewing of cinematic AV stimu-

li. Our results revealed that HFVK increased immersiveness potentially via en-

hanced top-down processing within sensorimotor areas in the mirror neuron 

system. 

Keywords: Immersion  Haptic  Somatosensory  Audiovisual  Mirror Neuro 

System  EEG 

Introduction  

Haptic technology applies the use of tactile, vibrations and motion on users to 

stimulate the somatosensory and vestibular system [1]. One type of haptics called, 

high-fidelity vibrokinetics (HFVK), has been increasingly used in audiovisual (AV) 

multimedia entertainment such as cinema and video games to enhance the immersive-

ness of the experience, a notion that is supported by numerous psychological studies 

[2–7]. However, while emerging neurophysiological evidence suggests that HFVK 

can induce sustained changes in cortical activation and connectivity during AV mul-

timedia experiences [8–10], the neurophysiological mechanism by which HFVK 

moderates immersion remains almost wholly unexplored. Clarifying this mechanism 

would permit more effective design of HFVK stimuli not only for entertainment, but 

also for generalized information systems (IS) use, thereby making this topic of inter-

est to the NeuroIS community. 

Immersion is a psychological construct strongly linked to attention [11, 12], and 

hence HFVK may moderate immersion via attentional mechanisms. Externally-

mailto:*jared.boasen@hec.ca
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directed attention, which would be required for bottom-up processing of an AV mul-

timedia stimulus, is classically associated with occipitoparietal event-related alpha-

band (8-12 Hz) and beta-band desynchronization [13]. Internally-directed attention, 

such as that engaged during top-down processing of imagery or mediation, is associ-

ated with synchronization of alpha and beta-band activity [14]. Decreased sustained 

attention towards task-related stimuli has been associated with increased occipital 

theta (4-7 Hz) and decreased occipital and temporal spectral beta (15-30 Hz) power 

preceding the response [15].  

HFVK stimuli may also moderate immersion via enhanced sensory processing [1]. 

Theta (4-7 Hz) rhythms are thought to oscillate at speeds that are similar to the infor-

mation rates of natural stimuli. Event-related synchronization (ERS) of theta oscillato-

ry activity in auditory areas has frequently been observed in response to rhythmic 

elements of auditory/speech stimuli [16,17]. ERS of occipital theta activity is also 

reported following presentation of visual stimuli and is thought to reflect encoding of 

visual information into memory [18]. Theta activity is also thought to be important for 

vestibular-related spatial processing such as during virtual navigation [19]. Mean-

while, somatosensory stimulation and sensorimotor integration processing, particular-

ly during perception of actions, are widely observed to trigger what is known as 

rolandic alpha (~10 Hz) and beta (~20 Hz) responses in the motor and somatosensory 

(S1) cortices [20]. The phenomenon has been attributed to activation in what is 

known as the mirror neuron system (MNS) [21]. 

To clarify the neurophysiological mechanism underlying how HFVK stimulation 

affects the immersiveness of AV stimulus experiences, the present (ongoing) study 

recorded EEGs in participants during a cinematic viewing experience and compared 

cortical activity and self-perceived measures of immersion between participants who 

were stimulated with HFVK and those who were not. We used a whole-brain explora-

tory approach targeting brain activity in the theta (5-7 Hz), alpha (8-12 Hz) and beta 

(15-29 Hz) frequency bands. We hypothesized that HFVK stimulation would increase 

self-perceived immersion, and that the underlying neurophysiological mechanism 

associated with this increase would be enhanced sensory or sensory integration pro-

cessing, and/or increased task-directed attentional processing.  

Methods and Results 

Participants. 

Thus far, 16 healthy right-handed participants have been recruited to participate in 

this ongoing study, and randomly assigned into either a group that received HFVK 

stimulation (HFVK group; F: 5, M: 2; mean age: 24.4 ± 6.0 years), and a group that 

did not (Control group; F:6, M:3; mean age: 27.6 ± 5.1 years). The subjects were 

recruited via social media and our institution’s research participant recruitment panel. 

Exclusion criteria were prior HFVK experience, and more than two times prior view-

ing experience of any one of the AV stimuli. The study has been ethically approved 

by our institutional review board and written informed consent was obtained from all 

participants prior to the experiment.  
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Stimuli. 

Fifteen clips from eight different mainstream movies with commercially available 

HFVK stimuli (D-BOX Technologies Inc., Longueuil, Canada) served as experi-

mental stimuli. The clips ranged from 103 to 288 seconds in length. Each clip con-

veyed a standalone narrative of a single or multiple protagonists. Approximately 20 

seconds at the beginning and ending of each clip were HFVK-free and were respec-

tively used as baseline and post-stimulus periods of brain activity in EEG analyses. 

The middle part of the clips was presented either with or without HFVK stimulation 

in accordance with the group assignment of the participant. One example of a clip was 

a scene from The Secret Life of Walter Mitty, where the protagonist is hiking through 

the Himalayas. The scene clearly shows strong winds gusting on the mountain pass, 

blowing snow and the fabric of the clothes of the protagonist. The HFVK stimuli give 

the viewer the sensation of their body swaying due to the gusts of wind.  

The clips were played via a proprietary media player (D-BOX Technologies Inc., 

Longueuil, Canada) run on a Windows 7 laptop. Video was displayed on a 70 × 120 

cm high-definition Samsung TV, and audio was amplified on a Pioneer VSX-324 AV 

receiver and played in 5.1 surround sound on Pioneer S-11A-P speakers. The HFVK 

stimuli were manifested on actuators embedded in a cushioned recliner seat [1, 6]. 

Aside from one clip, all HFVK stimuli in the present study were designed to coincide 

with physical forces acting upon the protagonist/s which were implied by the visual or 

ambient environmental elements of the viewed scene. For example, the swaying of 

waves, the vibration of a vehicle on the road, or the movements of dancing, etc.  The 

presentation onset of all clips was precisely synchronized to the EEG recording using 

the method described in [3]. 

Procedure. 

A 32-electrode, gel EEG system (actiCAP, BrainProducts, GmbH, Munich, Ger-

many) was installed according to the 32ch Standard Cap layout for actiCAP. Elec-

trode positions were digitized using CapTrak (BrainProducts, GmbH, Munich, Ger-

many). Participants were then seated in the HFVK seat, which was installed in a 

blackened room, and instructed to sit as still as possible facing the TV during clip 

playback. Participants watched the clips in the same order, and answered a validated 

immersion questionnaire [11] after each of them. The experiment lasted around 2 

hours. 

EEG recordings and pre-processing 

EEGs were recorded raw at a 500 Hz sampling rate using BrainVision recorder 

(company info), and processed using Brainstorm on MATLAB 20a (MathWorks, 

Natick, MA, USA). Raw signals were bandpass filtered (1-40 Hz) and cleaned using 

independent component analysis. Baseline and post-stimulus periods of each clip 

were manually marked with events at three-second intervals, and then epoched at -

1000 to 4000ms relative to event onset. EEG electrode positions and fiducials were 

co-registered to a template brain. Minimum-norm estimation was used to calculate 
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Fig. 1. Cortical t map of beta (15-29 Hz) 

activation illustrating areas of higher activity 

centered around ST for the HFVK group (N = 

7) vs. control group (N = 8). A: anterior, P: 

posterior, S1: somatosensory cortex, HFVK: 

high fidelity vibrokinetics. 

 

cortical currents without dipole orientation constraints. Cortical activity was time-

frequency decomposed at the voxel level into theta (5-7 Hz), alpha (8-12 Hz), and 

beta (15-29 Hz) bands and envelopes calculated via Hilbert transform. Cortical activi-

ty envelopes in each frequency band were then averaged across epochs, and then over 

the period of 0 to 3000ms for the baseline and post-stimulus periods separately for 

each participant. Finally, mean post-stimulus cortical activity was normalized as a 

percent deviation of mean baseline cortical activity in each participant separately and 

used in our statistical analysis. 

Statistical analyses 

The difference in self-perceived immersion between the HFVK and control groups 

was tested via an independent t-test using SPSS 26 (IBM, Armonk, NY, USA) based 

on the mean total immersion scores. Differences in normalized post-stimulus brain 

activity between the HFVK and Control groups were compared using permutation 

cluster analysis across all three frequency bands using FieldTrip in Brainstorm. The 

significance threshold for all statistical tests was set at p ≤ 0.05. 

Results 

Mean immersion scores in the HFVK group (N = 7) were significantly higher than 

those of the control group (N = 9) according to the independent t test (mean ± SEM: 

29.95 ± 2.08 vs. 38.18 ± 0.74, respectively; p = 0.004). As for the permutation cluster 

analysis of normalized post-stimulus brain activity, the control group (N = 8, with one 

participant excluded due to excessive noise) was significantly different from the 

HFVK group (N = 7) (p= 0.043), with the largest differences broadly exhibited 

around S1 where beta activity was higher in the HFVK group compared to the Con-

trol group (See Fig. 1). 

 

Discussion 

The present study explored the neurophysiological mechanism underlying how 

HFVK stimulation in synchrony with AV multimedia stimulation increases self-

perceived immersion. The study revealed significantly higher levels of self-perceived 

immersion in the HFVK group compared the control group, corroborating prior re-
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ports [15]. This result was furthermore associated with significant differences in cor-

tical brain activity between groups according to our permutation cluster analysis. 

The significance of the differences of a cluster analysis cannot be localized. How-

ever, that the largest differences were centered around S1 suggests that, rather than 

attentional processing, the HFVK may have moderated immersion via enhancement 

of the MNS. However, beta activity was higher in the HFVK than the control group, 

whereas MNS related rolandic beta responses are often observed as desynchronization 

[13, 22]. A potential explanation for this paradox is offered by [21, 22] who revealed 

that prior experience with somatosensory stimulation during an action translated to 

increased rolandic beta activity during later observation of an action that had an ex-

pected somatosensory component compared to an action which did not. Based on this 

evidence, the comparatively higher rolandic beta activity exhibited by the HFVK 

group over the control group may indicate that HFVK stimulation induced partici-

pants in the HFVK group to imagine internal representations of somatosensory and 

vestibular stimuli even during the post-HFVK stimulus periods of the clips. This 

would be congruent with observations that beta ERS is stronger than ERD during 

internal ideation or imagery [23]. In other words, the participants in the HFVK group 

may have comparatively been more strongly imagining themselves inside the cine-

matic worlds they were viewing, implying a mechanism HFVK-driven bottom-up 

enhancement via the MNS, leading to induced enhancement of top-down sensorimo-

tor processing even in the absence of HFVK. However, this explanation alone does 

not explain why beta differences were so strongly left-hemispheric, whereas the gen-

eral consensus is that the MNS is bilateral. 

One possible explanation for the left laterality of our results is the involvement of 

language. Almost all of the post-HFVK stimulus periods of the movie clips featured 

dialog between the main protagonist/s and other characters. Left lateralization of 

language processing function and rolandic alpha/beta activity is frequently observed 

in right-handed people, which our subjects all were [24,25]. In their review on speech 

perception, [26] postulated that left auditory and motor processing areas are recruited 

during temporally predictable auditory processing (i.e. auditory processing that in-

volves a visual component) via cross-frequency coupling between delta/theta respons-

es originating in sensory areas and rolandic beta. Thus, a logical next step in our study 

would be to compare delta/theta to beta cross-frequency coupling between the HFVK 

and the control groups to verify if this idea is supported. Presuming that it is, our 

results may well have been a sign that the sustained enhancement of MNS activation 

due to induced somatosensory and vestibular imagery was dominated by language 

pathway processing. 

There are several limitations that should be acknowledged with the present study. 

First, this is a work in progress, and the sample size is low. Additionally, although 

permutation cluster analysis is a robust and appropriate neurophysiological statistical 

test, it does not statistically validate the beta activity differences we have discussed 

here.  

In conclusion, the results of the present study support the ability of HFVK stimula-

tion to increase the immersiveness of AV experiences. Moreover, the result of cortical 

brain activity analyses suggests a possible mechanism for this increased immersive-



89 

ness involving sustained enhancement of top-down sensorimotor processing in areas 

of the MNS. The result may be driven by increased intensity of internal representa-

tions of somatosensory and vestibular stimuli in conjunction with the actions and 

dialog of the character featured in the experienced AV stimuli. Simply put, HFVK 

stimulation may have induced participants to more strongly imagine themselves with-

in the scene, which is precisely the goal of HFVK designers. Overall, the results point 

to the success of an HFVK design strategy targeting elements of the scene that the 

protagonist might see or feel, thereby creating a sensory bridge between the viewer 

and the protagonist. Going forward, we hope that these results will drive further de-

velopment of HFVK stimuli for generalized IS use. 
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Abstract. Eye tracking technology is a NeuroIS tool that provides non-invasive 

and rich information about cognitive processes. Recently, it has been demon-

strated that eye movement analysis using machine learning algorithms also rep-

resents a promising approach to recognize user characteristics and states as a 

foundation for designing neuro-adaptive information systems. Polychronicity, 

an individual’s attitude towards multitasking work, is a user characteristic tight-

ly related to cognitive processes and therefore a potential candidate to be recog-

nized with eye tracking technology. However, existing research to the best of 

our knowledge did not yet investigate automatic recognition of the user’s poly-

chronic-monochronic tendency. In this study, we leverage eye movement data 

analysis and machine learning to recognize the user’s level of polychronicity. In 

a lab experiment, eye tracking data of 48 participants was collected and subse-

quently the users’s polychronic-monochronic tendency was predicted.  

Keywords: Polychronicity· Machine Learning · Eye Tracking 

Introduction 

Designing neuro-adaptive systems is one of the four grand research areas in Neu-

roIS [1]. Neuro-adaptive systems recognize user characteristics as well as states and, 

on this basis, adapt themselves to the user’s current needs. The recognition of user 

characteristics and states leverages biological, psychophysiological, or behavioral 

signals collected by NeuroIS tools, like EEG, ECG and eye tracking [2]. Subsequent-

ly, machine learning (ML) algorithms are applied to train classifiers to recognize 

user’s characteristics and states based on the recorded data. Recently, researchers 

leveraged various signals and ML algorithms to successfully recognize a diverse set 

of user characteristics such as personality, working memory capacity as well as user 

states such as emotions, mental workload, flow [3–7]. 

A user characteristic highly relevant in today’s attention economy is polychronic-

monochronic tendency. Individuals’ polychronic-monochronic tendency refers to 

their attitude towards multitasking work and being involved in two or more activities 

during the same block of time [8]. When a person engages in two or more activities 

mailto:%7d@kit.edu
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during the same block of time it is considered as polychronicity, while when a person 

engages in one activity at a time it is considered as monochronicity [8]. Previous 

studies have shown that the fit between multitasking requirements in jobs and the 

polychronic or monochronic tendency of personnel could potentially lead to higher 

job satisfaction, reduced stress, better performance, etc. [9, 10]. Rather polychronic 

individuals were also reported to perceive multiple team memberships as less emo-

tionally exhausting, experiencing higher role efficacy without increased role stress 

[11]. Moreover, users with a higher polychronocity tend to use dual screens [12]. 

Polychronic-monochronic tendency is tightly related to cognitive processes and there-

fore a potential candidate to be recognized on the basis of eye tracking technology 

[13]. Previous research as indicated that polychronicity tendency affects switching 

patterns or gaze duration while users were multitasking [14]. Multitasking and atten-

tion shifts are considered as the core of polychronocity while the attention allocation 

is related to users’ eye-movements following the eye-mind hypothesis by [15]. How-

ever, to the best of our knowledge, no study has so far investigated the recognition of 

the user’s polychronic-monochronic tendency via eye movement data and machine 

learning (ML) algorithms. An automatic recognition of polychronic-monochronic 

tendency would allow to design neuro-adaptive systems that adapt themselves to the 

user’s characteristics.  Recently, the NeuroIS community called for the usage of eye-

tracking devices to design intelligent systems [16, 17] and integrate it with ML [18]. 

Therefore, in this study, we investigate the potential to recognize the user’s poly-

chronic-monochronic tendency by using eye tracking technology in combination with 

supervised ML algorithms. In this study, we aim to answer the following research 

question:  

 

RQ: How to recognize the user’s polychronic-monochronic tendency based on eye-

movement data in combination with supervised machine learning algorithms? 

 

In this paper, we present the results of a comparison of four supervised ML algo-

rithms and Linear Regression that use labeled eye-tracking data to determine the us-

er’s polychronic-monochronic tendency while conducting an information processing 

task. We collected eye-movements of 48 users that were exploring four simplified 

information dashboard (in total 48*4 samples). Moreover, we captured the user’s 

polychronic-monochronic tendency by collecting survey-based data using the poly-

chronicitiy monochronicity tendency scale (PMTS) [8]. The goal of this research is to 

analyze if the polychronic-monochronic tendency can be recognized based on this 

training data. Overall, we extracted 58 features from the collected data and investigat-

ed the F1-Score of established algorithms (kNN, Random Forests, Support Vector 

Machines, Multi-Layer Perceptron and Linear Regression) in terms of their ability to 

predict the users’ polychronic-monochronic tendency. Our findings show that eye 

tracking data can indeed be leveraged to predict polychronic-monochronic tendency. 

Random Forest classifiers provided on average the best results (F1-Score=0,693) for 

predicting polychronic-monochronic tendency. 
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Methodology 

To investigate the research question of this study, we used the data collected within 

another controlled laboratory experiment. We recorded data from 48 participants (22 

females, 26 males) recruited from the university laboratory pool with an average age 

of 22.72 (SD=2.24) years. Participants received four different information dashboards 

for 30s each to perform an information processing task. The task duration of 30 sec-

onds is mapped to the goal of this study. Between the information processing tasks 

they were busy with other interrupting tasks that were related to the goal of the con-

ducted experiment. Therefore, there was a time gap before receiving the next dash-

board. The graphs on the four dashboards had different content (sales, marketing, 

customer service, and human resource) but the same design. During the dashboard 

exploration, the eye movement data of participants was collected via a Tobii Eye 

Tracker 4C. As each participant investigated four different information dashboards, in 

total, we could successfully collect 192 (4 * 48) eye-movement samples that were 

used for recognizing polychronic-monochronic tendency.  

After the experiment, the participants level of polychronic-monochronic tendency 

was captured through the Polychronic-Monochronic Tendency Scale (PMTS) [8]. The 

PMTS consists of 5 single questions which are considered as the underlying indica-

tors for polychronic-monochronic behavior. These questions are: (1) I prefer to do 

two or more activities at the same time. (2) I typically do two or more activities at the 

same time. (3) Doing two or more activities at the same time is the most efficient way 

to use my time. (4) I am comfortable doing more than one activity at the same time. 

(5) I like to juggle two or more activities at the same time. Answers were given by 

participants on a 7-point Likert scale with 1 meaning "I strongly disagree" and 7 cor-

responding to "I strongly agree". In the following, polychronic and monochronic 

individuals were classified based on their self-reported average score of the PMTS. 

This means the average of all answers on the PMTS is calculated for each participant 

and compared to neutral position on the PMTS which is 4 points on the 7-point Likert 

scale. With this approach we applied a binary classification as users with an average 

higher than 4 are considered as polychrons and lower than 4 as monochrons. In total 

21 participants were classified as polychronic whereas 27 participants were consid-

ered as monochronic based on their self-reported data. 

The explored dashboards used in this study were simple static dashboards that were 

designed to control elements that influence stimulus-driven attention, such as color-

coding, size, chart type, and were used in previous IS studies [19, 20]. An example of 

such a dashboard can be seen in Fig. 2. The dashboard comprises six bar graphs, 

which are defined as an AOI (shown with blue square). Furthermore, each graph has 

six chunks of information, and all elements are in grey. Therefore, the six AOIs of the 

dashboard have the same complexity regarding the design. The participants received 

these dashboards in random order during the experiment.  
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Fig. 2: Example of an information dashboard 

Results 

First, we calculated various eye tracking features out of the recorded data such as 

block duration, number of fixations, fixation {duration, rate}, number of saccades, 

saccade {amplitude, velocity, rate, absolute angle, relative angle}, saccade-fixation 

ratio, fixation-saccade ratio and pupil diameter. As done by [21], we extended the eye 

tracking features with statistical indicators for a better comparison. This includes the 

minima, the maxima, the means, the medians, the standard deviation, the skew, the 

kurtosis, and the range of each users’ eye movement (not for counts, rates and bock 

duration). This extended the total amount of features to 56 eye tracking features plus 

gender and age. These features were then reduced to a maximum amount of 15 based 

on relative importance to each classifier via the SelectFromModel method provided 

by scikit-learn. Participants were classified binary as either polychronic or mono-

chronic. 

In order to recognize the user’s polychronic-monochronic tendency, we leveraged 

the python package scikit-learn including model selection and evaluation [22] and 

five supervised ML algorithms [23]. The supervised ML algorithms k-Nearest Neigh-

bor (kNN), Random Forest (RF), Multilayer Perceptron (MLP), Support Vector Ma-

chine (SVM) and Linear Regression (LR) were trained to predict the polychronic-

monochronic tendency of participants based on a set of max 15 features from the 

extracted 58 features. Hyperparameter tuning, where applicable, was conducted on a 

trial-and-error basis using 10-fold grid search cross-validation. Table 1 shows the 

mean F1 scores of the best performing parameters of each classifier. Random Forest 

(F1-Score=0,693) algorithms performed on average the best in predicting polychron-

ic-monochronic tendency of participants.  
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Table 1. Mean F1-Scores of Classifiers 
 

kNN RF MLP SVM LR 

Mean F1-Score 0,683 0,693 0,677 0,681 0,681 

Discussion 

The results of our study demonstrate the potential of eye-tracking technology and 

supervised ML algorithms to recognize user’s polychronic-monochronic tendency. 

Our results show that Random Forest classifiers have the potential to support this 

hypothesis. Although the Random Forest classifiers have a higher accuracy than other 

tested classifiers, they perform not significantly better. Moreover, this supports our 

hypothesis that eye tracking data is valuable to predict polychronic-monochronic 

tendency.  

However, the findings from this study are limited from several perspectives that 

can be improved in the future. First, the user's eye movements are highly relevant to 

the task. In this study, we focused on information processing with visualized infor-

mation. Therefore, there is a need to test how the task and also the timeframe affect 

prediction accuracy. Furthermore, the information dashboard we used in this study 

does not include any color-coding; previous studies showed that different visual stim-

uli may have influenced users' eye movements; therefore, we need to test our model's 

reliability and the prediction accuracy with a more realistic information dashboard 

design. Besides, we tested users' eye movements for a short period (30 seconds) as we 

aimed to extract users’ characteristics in a short time. However, the user polychronic 

monochronic tendency might be more accurately recognized by data of an extended 

period rather than a short period. Therefore, the ML algorithm performance is needed 

to be investigated based on longer task durations and the eye-movements. Moreover, 

the polychronic-monochronic tendency was not balanced across the sample of this 

study. 

Furthermore, as the usage of eye-tracking technology is not limited to the desktop, 

we assume that these findings can motivate the application of other types of eye 

trackers as well. For example, as extended reality (VR, AR, XR) researchers empha-

sized the usage of eye-movement data for designing intelligent services [24, 25], they 

can benefit from the findings of this study to design adaptive applications for these 

platforms based on users' polychronic-monochronic tendency. 

Conclusion 

Building neuro-adaptive systems by recognizing user characteristics and states via 

biosignal data is a research area with growing importance in the field of NeuroIS. In 

this paper, we investigated the feasibility of detecting the user’s polychronic-

monochronic tendency by leveraging eye tracking data and supervised machine learn-

ing. Our results provide the first insights about eye-based prediction of polychronic-

monochronic tendency. Random Forest algorithms were the best performing super-
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vised machine learning algorithms to recognize the user’s polychronic-monochronic 

tendency. 
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Abstract. Social Value Orientation (SVO) measures and quantifies the effect of 

players’ social attitude regarding the divisions of resources and showed to be 

valuable in predicting the degree of cooperation across a wide variety of social 

dilemmas and resource allocation tasks (Prisoner’s dilemma, Chicken game, 

Stag-hunt, Battle of the sexes). In this study, we would like to test whether peo-

ple with different SVO values (specifically prosocial and individualistic) do not 

only exhibit different social preferences in these games, but whether they pro-

duce a different electrophysiological pattern. To this aim, we have utilized a 

specific electrophysiological index, the Theta/Alpha ratio, which is known to be 

correlated with the cognitive load. Our result demonstrates that there are indeed 

differences in the Theta/Alpha ratio of players with different SVO values. 

Keywords: EEG • Theta/Alpha Ratio • Social Value Orientation • Resource Al-

location  

Introduction 

The literature of the social and behavioral sciences have shown that human players 

take into account the consequences of their actions others when making a decision 

(e.g. [1–6]). This theory, that describes a person's preferences when making decisions, 

was later denoted as the Social Value Orientation (SVO) theory. There are several 

ways to measure a person's SVO value whether as a discrete measure [7, 8] or as a 

continuous measure [9], but in the end all measuring methods converge into the same 

four main human behavior profiles: (1) Individualistic – a player who is only con-

cerned with their own outcomes (2) Competitive – a player who aspires to maximize 

their own outcome, but in addition also minimizes the outcome of others , (3) Proso-

cial – a player who tends to maximize the joint outcome (4) Altruistic - who is moti-

vated to help others at the expense of their own utility. Previous studies that have 

examined the distribution of electrophysiological indices in players while performing 

cognitive tasks showed that behavioral indices, such as the individual coordination 

ability [10, 11], has a significant effect on their brain activity (e.g. [12–15]). In this 

study we aimed to test whether there is a difference in cognitive load between players 

with different social value orientation category, specifically prosocial and individual-

mailto:%7d@springer.com
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istic, in the context of a resource allocation task. Cognitive load was measures by 

using an electrophysiological marker of cognitive load, namely, the Theta/Alpha 

Ratio (TAR) [16–18]. TAR is known to increase as cognitive load increases and vice-

versa. Hence, in this study we utilize the TAR to find out whether the difference in 

SVO profile is accompanied by electrophysiological changes during execution of 

resource allocation tasks. 

Materials and Methods 

Experimental setup    

The study comprised the following stages. First, participants received an explanation 

regarding the overarching aim of the study and were given instructions regarding the 

experimental procedure and the interface of the application. Next, we have measured 

the SVO of the player using the "slider" method [9] and categorized it as “prosocial” 

or “individualistic”. Then, each player was then presented with a resource allocation 

task that included 18 questions. In each question, the player was presented with two 

resource-sharing options which should be divided between himself and another partic-

ipant unknown in the experiment (Figure 3 shows the resource allocation application 

screen). The experiment is structured in such a way that one option appears on the 

right and the other option appears on the left. The number of points presented at the 

upper part of the screen is for the player and the number of points at the lower part is 

for the other player. The player must choose one of the options within 8 seconds oth-

erwise none of the players will receive points. The position of the options on the 

screen (right or left) is randomly selected. The distribution of the two solutions was as 

follows, one option was prosocial, i.e., maximizing the joint profit of the two players, 

and another more individualistic option, i.e., maximizing the personal profit of the 

player. The prosocial option can be seen on the left side and the individualistic option 

on the right side. Finally, the output file with the experiment logs was uploaded also 

to a shared location for offline analysis.  

 
Figure 3. Resource allocation application screen 
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Figure 4 portrays the outline of the experiment. The slide presenting the resource 

allocation was presented for a maximal duration of 8 sec and the next slide appeared 

following a button press. The order of the 18 games was randomized in each session.  

 

 
Figure 4. Experimental paradigm with timeline 

Participants 

The participants were 4 students (2 prosocial and 2 individualistic) students from the 

university that were enrolled in one of the courses on campus (right-handed, mean age 

= ~24, SD = 2). 

EEG  acquisition 

The EEG Data acquisition process during the resource allocation tasks sessions was 

recorded by a 16-channel g.USBAMP bio signal amplifier (g.tec, Austria) at a sam-

pling frequency of 512Hz. 16 active electrodes were used for collecting EEG signals 

from the scalp based on the international 10-20 system. Recording was done by the 

OpenVibe [19]  recording software. Impedance of all electrodes was kept below the 

threshold of 5K [ohm] during all recording sessions. 

Related measures 

Theta/Alpha Ratio (TAR) - In this study, we assessed the cognitive load in each epoch 

using the Theta/Alpha ratio (TAR). The TAR measure of cognitive workload is based 

on the hypothesis that an increase in workload is associated with an increase in theta 

power with a simultaneous decrease in alpha power (e.g. [16–18]).  In terms of topo-

graphic distribution, previous studies have shown that workload decreased alpha 

power at parietal regions and increased theta power at frontal regions (e.g. [12, 14, 15, 

20]). Hence, in this study we have focused on the analysis of the of frontal and pre-

frontal cluster electrodes (Fp1, F7, Fp2, F8, F3, and F4). For each epoch we have 

calculated the accumulated cognitive load [21], by calculating the energy ratio be-

tween theta and alpha bands for each participant on each single epoch. 
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Data Processing & Analysis 

Preprocessing & Feature Extraction 

To maximize the recorded EEG epochs signal-to-noise ratio the before extracting 

the TAR value we have implemented data preprocessing pipeline. The pipeline used a 

combined filter (band pass combined with a notch filter) for an artifact removal. Then, 

the raw EEG signal was re-referenced to an average reference, and decomposed using 

independent component analysis (ICA) [22] to remove additional artifacts. To end the 

process the EEG signal than down sampled to 64 Hz following a baseline correction. 

Data was analyzed on a 1-second epoch window from the onset of each game, as 

presented in Figure 5. 

 

 
Figure 5. Preprocess pipeline 

 

Next, we estimated the intensity of the cognitive workload in each epoch using the 

TAR index. First, we have calculated the energy in the Theta and Alpha bands by 

using the Discrete Wavelet Transform (DWT) [23, 24]. The DWT is based on a mul-

tiscale feature representation. Every scale represents a unique thickness of the EEG 

signal [25]. Each filtering step contains two digital filters, a high pass filter, 𝑔(𝑛), and 

a low pass filter ℎ(𝑛). After each filter, a downsampler with factor 2 is used to adjust 

time resolution. In this research, we used a 3-level DWT, which can extract the theta 

and alpha band (see Figure 6) which are required to calculate TAR index. The output 

of the DWT (i.e., the power of theta and alpha bands) is a signal which variant over 

the epoch time. To calculate the TAR index for the entire segment we calculate the 

average power of the whole epoch, as described in equation 1, and divided them to 

calculate the TAR index of the current epoch.  
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Figure 6. Theta-Alpha ratio calculation based on 3 level DWT scheme 

Theta/Alpha Ratio Distribution as function of SVO categories 

In this section we will analyze the distribution of 72 TAR values (36 of the prosocial 

players and 36 of the individualistic players) that were extracted from the EEG seg-

ments.  To understand whether there is statistical significance in the data we per-

formed a two-sample paired t-test. The test showed that players classified as prosocial 

players by the SVO theory had higher TAR values (M =2.0654, SD=1.1010) than 

those who classified as individualistic (M =1.0519, SD=0.4435), t(70) = 5.1234, p < 

0.001. Visualization of the TAR samples distribution as a function of the SVO catego-

ry using boxplot presented in  Figure 7. 

 
Figure 7. TAR as function of SVO profiles  

 

The TAR ratio represents the workload that the player invests during the task. The 

greater the workload the higher the TAR index should be (simultaneous change in two 

indices - decreased alpha and increased theta). These results, which are based on elec-

trophysiological measurements, show that humans who are prosocial according to the 

SVO theory invest a larger workload than their individualistic counterparts. 



105 

Conclusions & Future Work 

To the best of our knowledge, this is the first time in which a difference is shown in 

an electrophysiological marker of cognitive load between individuals with different 

SVO values in the context of resource allocation tasks. Specifically, we have demon-

strated this relationship by using a prefrontal and frontal cluster of electrodes. This 

result corroborates previous research showing that SVO profiles may affect the strate-

gic behavior of players  [5, 26, 27], and that different behavioral strategies and indices 

may be accompanied by electrophysiological changes [12–15]. Following the results 

obtained in this study, there are many avenues for future research. First, by increasing 

the number of subjects it will be possible to see whether a correlation can be found 

between the distribution of the TAR value and a continuous measurement of the SVO 

value, and not just a comparison with the categorical value as done in this study. Sec-

ond, it will be possible to examine the effect of the structure of the questionnaire, such 

as the absolute number of resources or the difference between the various options, on 

the distribution of electrophysiological indices or on the activity of specific regions in 

the brain. Third, according to [28, 29] mental work load also affected parietal brain 

areas. It will be interesting to explore the effect of these areas on the TAR distribution 

and the correlation to the prefrontal and frontal areas. Finally, previous studies have 

shown that other measures culture [3, 30] and loss-aversion [31] may affect human 

behavior in decision making scenarios. It will be interesting to see if the TAR is also 

correlated with the abovementioned measures. 
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Abstract. Mind wandering could have a variety of impacts on information sys-

tems phenomena, not least long monotonous tasks. Unfortunately, mind wan-

dering states are difficult to measure objectively. In this paper, we describe 

work-in-progress to address this problem in a novel way. We describe two stud-

ies that will observe participants’ ability to detect errors in a task as a correlate 

of mind wandering. Demonstrating the technique using a lecture paradigm, the 

studies employ previously investigated methods of measuring mind wandering 

as a baseline for the new technique. If successful, we will demonstrate a new 

method for measuring mind wandering that can be applicable to a broad range 

of information systems and psychological studies. 

Keywords: Mind wandering · Cognition · Attention · Vigilance · EEG 

Introduction 

COVID-19 brought about a major shift in working environments and day to day life. 

In-person activities such as schooling, large gatherings, travelling, and work were all 

halted for months at a time, resulting in a need to radically change how they operate 

[1]. Prior to the pandemic, only 7.9% of the global population held a position where 

they worked from home [2]. Today, between 35% and 50% of workers in the United 

States and western European countries worked from home in some capacity [3]. As 

the importance of work from home has increased, so too has the need for making an 

individual’s home environment productive [4]. 

However, the work-from-home environment comes with new challenges, both so-

cial and environmental. Individuals who work from home are likely to feel social 

isolation, which may negatively impact their performance. A study conducted by 

Toscano & Zappalà [5] found that there is a negative relationship between social 
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isolation and remote work satisfaction, and a negative association between such isola-

tion and stressful working conditions. Similarly, cognitive factors such as information 

overload [6] and work environment distraction [7] have been found to negatively 

impact productivity. We might wonder whether the persistence of self-generated 

thoughts or wandering minds throughout the workday could thus impact productive 

work-from-home spaces. This has motivated us to pursue research into the role that 

the presence of mind wandering can play in home workspace productivity and effec-

tive home workspace technology use. 

It is currently difficult to measure mind wandering states in an ecologically valid 

for from home setting with objective measures. While questionnaires can give insight 

into the presence of mind wandering, even during technology use [8], they can tell us 

little about when mind wandering episodes occur. Alternatively, researchers have 

employed experience sampling probes [9] or electroencephalography [10] to measure 

mind wandering states. However, these are either distracting, as repeatedly prompting 

subjects to report on their mental state can be intrusive and take away from the task at 

hand, which is undesirable, or are difficult to employ remotely (i.e., EEG).  

One approach that could overcome these limitations is to embed behavioural indi-

cators of mind-wandering within the task itself. Instead of interrupting a person with 

questions about their mental state, we seek to infer their mental state by looking at 

how they perform the task with which they are engaged. Specifically, in this study we 

propose a method for detecting mind wandering episodes that relies on one of the 

most frequent tasks that anyone can encounter at work, regardless of their profession: 

attending to video-lecture wherein someone discusses a given topic. The only ma-

nipulation that we introduce is to insert, throughout the lecture’s script, errors that 

render a given sentence meaningless relative to the preceding context. Our theory is 

that when mind wandering occurs, people would tune out the video stimuli and be-

come less vigilant and will generate more errors. When attention drifts away from the 

main task people miss more task-related information than when focusing on the task, 

which has been corroborated in studies related to reading which showed that indeed 

episodes of mind-wandering increase the likelihood of missing errors [11, 12].  

To further assess the validity of this approach and evaluate its generalizability, we 

employed a paradigm wherein subjects will be asked to listen to a video-lecture and 

indicate, by pressing a button, whenever they come across a sentence that contradicts 

the preceding ones. Using this paradigm we will conduct two studies: a proof-of-

concept study employing only a behavioral task; and a more comprehensive EEG 

study. In the proof-of-concept study we will cross-validate the failure to detect errors 

with other well-established behavioral measures of mind wandering, such as experi-

ence sampling probes [9]. For this first study our research question and associated 

hypotheses are:  

RQ1 – How strongly is performance at detecting contradictory information in the 

video-lecture associated with mind wandering as recorded by sampling probes?  

H1 – There is a strong correlation between the extent to which subjects identify 

contradictory information and the extent to which they experience mind-wandering. 
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If H1 is supported by results of Study 1, we will further validate our approach us-

ing only EEG measures and no experience samples in Study 2. A second study will 

allow us to cross-validate these findings with past studies in the absence of confound-

ing factors created by experience sample probes, would replicate our results, and 

would provide evidence for a truly passive measure of mind wandering [10, 13, 14]. 

Our main research question and associated hypotheses are: 

RQ2 – How strongly is performance at detecting contradictory information in the 

video-lecture associated with EEG correlates of mind wandering? 

H2 – There is a strong correlation between the extent to which subjects identify 

contradictory information and EEG markers of mind wandering (i.e. modulation of 

the amplitude of the P300 component elicited by auditory tones). 

In the reminder of this paper we will describe our research methods for the studies 

before describing the potential contribution of the work. 

Methods 

Participants 

For each of the two studies we are aiming to recruit 40 participants among the pool of 

undergraduate students. As the studies we are proposing are exploratory in nature - 

especially as there is little to no background literature documenting the size of the 

effects that we are aiming to detect - the sample size was not defined based on the 

result of an analysis of statistical power, rather on a number that is considered appro-

priate to conduct exploratory research involving the analysis of correlations [15]. To 

ensure a consistent sample, subjects from both studies will be excluded if they report 

uncorrected vision problems or physical impairments that would prevent them from 

using a computer keyboard or mouse or neurological conditions that could affect EEG 

(e.g., epilepsy or a recent concussion). For the second study the same criteria apply 

with subjects who have not taken part in Study 1.  

Stimuli 

We selected a lecture on machine learning based on freely available online courses 

through LinkedIn Learning as the material to be presented to participants. We first 

modified the transcript of the lecture to include 24 coherency errors. Then, one mem-

ber of the research team recorded the lecture again based on the edited script. The 

following is an example of one of the errors that were inserted in the script of the 

lecture:  

● O

riginal text: “A machine might have an algorithm that says two types of data 

should be treated the same way. The machine will then use the algorithm to 

look for patterns.” 
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● E

dited text: “A machine might have an algorithm that says two types of data 

should be treated the same way. The machine will then use the algorithm to 

look for patterns, based on a rule that states that two distinct types of data 

should be treated differently.” 

All participants will receive the same script including all 24 errors. Experience sam-

pling probes [9] will be used to determine the extent to which participants were on-

task or mind-wandering. To this end, each participant will receive 10 probes through-

out the course of the entire lecture. Each probe will occur 5 seconds after the appear-

ance of a coherency error. Three versions of the paradigm were created to ensure that, 

across participants, each coherency error was followed by a mind-wandering probe. 

Thus, each version of the paradigm contains 5 unique sampling probes (i.e., occur 

after coherency errors not probed in another version).  

Procedure 

Study 1. Upon the beginning of the experiment participants will be asked to enter a 

closed room equipped with only a computer and speakers. All participants will com-

plete a quick questionnaire about their demographic information, and a multiple-

choice test to assess their knowledge about the topic of the video-lecture. The latter 

test will be used to identify and exclude participants’ with prior knowledge on ma-

chine learning, which will likely be a confounding factor in our analysis. Indeed, 

studies suggest that, while prior knowledge might have no effects on the extent to 

which people do experience mind-wandering, it does nonetheless facilitate infor-

mation processing (i.e. text comprehension [16, 17]). Therefore, we expect that prior 

knowledge on the topic of machine learning will affect subjects’ ability to detect in-

congruency errors independently from the extent to which their attention is on task. 

To prevent this from confounding our results, data from subjects scoring above 

chance level (25%) in the multiple-choice task will be excluded from data analysis.  

 The PsychoPy framework will be configured to record study start times, as well as 

the timing and response from the participants regarding embedded errors, and re-

sponses to the sampling probes. All participants will then be asked to sit through the 

1-hour pre-recorded lecture. Participants will be instructed to indicate with a button-

press when they notice coherency errors within the lecture. To determine if missed-

errors correspond to periods of self-identified mind wandering, participants will re-

ceive a mind-wandering probe 5 seconds after the onset of the coherency error. Partic-

ipants’ comprehension of the video-lecture will be tested before being debriefed on 

the nature of the contradictions that they encountered in the lecture. They will then be 

asked to leave upon completion of the task.  

Study 2. Upon the beginning of the experiment participants will be asked to enter a 

closed room equipped with a computer, speakers and EEG device. Before being fitted 

with an EEG cap, participants will be asked to complete a quick questionnaire about 

their demographic information, and a multiple-choice test to assess their knowledge 

about the topic of the video-lecture. Participants will be fitted with horizontal and 
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vertical electrooculograms (EoG) and 32 scalp electrodes (ActiCap, BrainProducts 

GmbH, Munich, Germany) positioned at standard locations according to the interna-

tional 10-10 system and referenced to the midline frontal location (FCz). Electrode 

impedances will be kept below 15 kOhm at all channel locations throughout the ex-

periment. EEG data will be recorded using a Refa8 amplifier (ANT, Enschende, The 

Netherlands) at a sampling rate of 512 Hz, bandpass filtered between 0.01 and 170 

Hz, and saved using ANT ASAlab. While subjects are watching the pre-recorded 

lecture, single auditory tones will be presented in the background. Tone-presentation 

will occur 5 seconds after the onset of errors in the video-lecture. This is to ensure 

that, even if subjects infer the association between the presence of an error and the 

auditory tone, the tones cannot function as cues to the presence of an error. Button 

presses occurring after the onset of the auditory tones will be treated as missed errors, 

as they are likely attributable to the cueing effect, rather than on genuine error-

detection. In total, 24 tones will be presented. Following the presentation of the lec-

ture, the EEG will be removed.   

Data Processing and Analysis 

Behavioral Data. In both studies, subjects’ responses will be of two types: detected 

or undetected error. Each of such responses will be assigned to one of two groups 

based on the mental state reported in the behavioral prompt that subjects receive 5 

seconds after the onset of the error (i.e., on-task or mind wandering). To assess 

whether mental state predicts whether an error is detected or not, we will conduct a 

two-tailed t-test contrasting the on-task and mind wandering groups to test whether 

the difference in the type of response between them is statistically significant.  

Neurophysiological Data. If results from Study 1 show a strong correlation between 

reported mental state and the ability to detect coherency errors in text, in Study 2 we 

will infer subjects' mental state based on their performance in the error detection task. 

Whenever participants will correctly detect an error in the lecture's script, we will 

assume that they were focused on the task at-hand.  

To investigate the neural correlates of mind wandering, we will contrast these two 

categories of neural responses by looking at two distinct features: (1) neural oscillato-

ry activity; and (2) event-related potentials (ERPs) elicited by auditory tones. The 

analysis of oscillatory activity will be carried out by selecting only the 10 seconds 

preceding the onset of an error. This way we parse out any potential confounding 

effect due to neural activity associated with the preparation and execution of a motor 

response that occurs when subjects detect an error. Instead, to analyze ERP responses 

we will look at changes in the amplitude of the P300 component associated with the 

two different mental states of interest. We will select neural activity occurring from -

0.2 to 1 seconds after the onset of the auditory tone. The 200 milliseconds preceding 

the onset of the auditory tone will be considered as the signal baseline. 

EEG Statistical Modeling. Statistical analysis will be conducted through General-

ized Additive Mixed Effects Modeling (GAMM), which extends the traditional Gen-

eralized Linear Mixed Model (GLMM) by modeling non-linear relationships between 
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the dependent variable and the predictors [18]. Specifically, we will test three models 

that will differ only for the dependent variable: amplitude of the P300 component, 

defined as the mean amplitude in the time window going from 200 to 400 ms after the 

onset of the auditory tone; power in the Theta band of the neural oscillatory activity; 

power in the Delta band of the neural oscillatory activity. All models will include the 

following fixed and random effects. The only fixed effect that will be included is 

Mental State (2 levels: on-task, mind-wandering). Random effects will include the 

following variables: subject ID, electrode, age, gender. 

Limitations, Contribution and Future Work 

We anticipate some limitations to these findings. As a novel paradigm, it is entirely 

possible that we will find no relationship between the relevant measures. Furthermore, 

even if we find a relationship, it is possible that the correlation would be caused by a 

latent factor that underdetermines the observed relationships between mind wander-

ing. It would also be important to replicate the findings, even if the relationships are 

observed in both versions of the study with both known behavioral and EEG corre-

lates of mind wandering. 

If successful however, we will identify a new measure of mind wandering which 

could be employed in future studies in a wide range of contexts. Again, we want to 

stress the importance of employing measures of mind wandering that can be obtained 

without interfering with a person’s main task at-hand, which is the primary reason for 

us proposing this study. Nonetheless, this study is part of a wider initiative related to 

the impact of mind wandering in remote work and the applications of these findings 

could be wide-reaching, extending to domains such as human-computer interaction, 

ergonomics, education, and design science. The techniques might further complement 

the experience sample probe method that is frequently employed in psychological 

research [9] and may play a role in the fast-changing literature related to varieties of 

mind wandering and their family resemblances [8, 19]. Ultimately, this work is posi-

tioned to help bridge the gap between NeuroIS and the many interesting and similar 

ongoing conversations in its reference disciplines. 
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Abstract: Conversational agents (CA) interact with users via natural language 

in a turn-taking communication. They have been shown to trigger anthropo-

morphism in users, leading to the perception of humanness. However, this ef-

fect is influenced by various aspects, such as the CA having a name and its 

choice of words. In this context, the expected effect of typing errors is paradox-

ical. On the one hand, making typing errors is human-like and should, therefore, 

increase the perception of humanness. On the other hand, users understand that 

CAs are not human, and typing errors can be perceived as unexpected. To in-

vestigate the effect of typing errors on perceived humanness, we employ the 

dual processing theory of human cognition and propose a NeuroIS experiment 

to test our hypothesis. In this research in progress paper, we present the experi-

mental design, expected outcome, and reflect on possible implications for CA 

research. 

Keywords: conversational agents, dual processing, electroencephalography, ty-

pographical errors, NeuroIS 

Introduction 

The tendency of humans to anthropomorphize technical systems is well known [1] 

and Conversational Agents (CAs) have recently attracted extensive research in this 

regard [2]. The social response theory [3] and computers-are-social-actor (CASA) 

paradigm [4] explain that the degree of social cues (i.e., human-like characteristics, 

such as having a name and using emoticons) increases or decreases users’ perceived 

humanness [5]. The importance of understanding the perception of humanness lies in 

its effect on users’ affection, cognition, and behavior. For instance, perceived human-

ness has been shown to increase service satisfaction [6], enjoyment [7], and perfor-

mance [8]. In this context, the social cue of typing errors is associated with contradict-

ing explanations and predictions regarding their effects, leading to mixed results in 

the literature [9–11]. 

Through the lens of dual processing theory [12, 13], the reaction to typing errors of 

CAs can be conceptualized as follows. Dual processing theory states that humans 

have two distinct modes of thinking, termed system 1 and system 2. System 1 is sub-

mailto:%7D@tu-dresden.de
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conscious, fast, and effortless, but is limited in its processing to simple and over-

learned tasks based on heuristics and biases. If a conflict in the possible outputs of 

system 1 is detected, system 2 is engaged [14]. System 2 is more flexible, but it is also 

associated with a higher mental effort and a conscious examination of the situation 

[12–16]. There is increasing evidence that the perception of anthropomorphism is 

associated with system 1 processing [17, 18]. Regarding the occurrence of typing 

errors, users are aware that CAs are machines and are, therefore, expecting a ma-

chine-like level of precision [19, 20]. Thus, the occurrence of such an error can be 

expected to trigger the conflict detection of system 1, and the user switches to system 

2, leading to a conscious evaluation of the situation. This brings the artificial nature of 

the interaction into the conscious reflection of the user and destroys the perception of 

a natural interaction. However, for system 1 to trigger system 2, making typing errors 

has to be unexpected. Hence, if the CA is perceived to be human-like, it should be 

less likely that system 1 triggers system 2 because making errors is human [21, 22]. In 

this case, making typing errors should lead to an increase in perceived humanness 

[23]. 

In conclusion, resolving this paradox of contradicting explanations and results [9–

11] stands as an important and interesting area of future research. It could lead to the 

addition of a new social cue (typing errors) but will most certainly contribute to a 

deeper understanding of the interplay of CA design and users’ perception and pro-

cessing of the interaction. 

Against this background, we extend current studies [9–11], which are based on 

self-reported measures (e.g., surveys), by planning to conduct an EEG study. The 

current approach of self-reported measures has the problem that asking about typing 

errors and their perception leads to retroactive processing of the situation [24]. To 

avoid this distortion, we propose to measure the humanness perception and involve-

ment of system 1 and system 2 directly via electroencephalography (EEG) and pupil-

lometry during the interaction with different CAs exhibiting typing errors. This leads 

to our research question: 

RQ: What is the influence of typing error on users’ neural signals associated with the 

perception of humanness and dual processing? 

Theoretical Background 

Dual Process Theory  

The idea that human cognition is separated into two systems has existed for centu-

ries in the fields of psychology and philosophy [15, 25]. Psychology research on this 

theory gained increased interest in the 90s [16], leading to the currently accepted 

formulation by Stanovich and West [12]. System 1 is the automatic subconscious 

processing of stimuli and relies on intuitive responses. On the other hand, system 2 

involves higher cognitive processing, provides more flexibility, and general problem-

solving skills, but at a higher cost than system 1. The switch from system 1 to system 

2 is explained in the three-stage theory of dual processing [14]. This theory describes 

that the sensory input is processed by multiple instances of system 1. If the outputs of 
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those instances are in conflict, system 2 is engaged [14]. Recent investigations into 

the dual process theory from a neuroscientific perspective give support to a separation 

between both in the form of separate brain networks (for review see [13, 26]), open-

ing up the possibility of measuring the involvement of both systems during an interac-

tion with a CA. 

Human-like Design of CA and Perceived Humanness 

According to the social response theory [27], a CA with human-like features lets 

the user perceive and respond as if they are interacting with a social human partner [4, 

28]. The intensity of this effect is increased when human-like features are used in the 

design of the CA [5, 29], such as gender [30], name [31], self-reference [32], dynamic 

response delays [33], or the use of emoticons [28]. This perception of humanness 

leads to an improved users experience, including higher enjoyment [34], social pres-

ence [35], and trustworthiness [36]. 

Typing Errors as Social Cues 

There is a public perception of artificial systems, such as robots, to be precise and 

flawless [19, 20]. Humans, however, are expected to have flaws and produce errors, a 

notion which was codified about 2000 years ago in the quote “Errare humanum est 

[…]” (To err is human […]) [21]. An artificial system is perceived to be more human 

if it exhibits human-like characteristics [23, 37, 38]. Textual conversation produced 

by humans is often flawed [39], including input errors on a keyboard, so-called typing 

errors [39]. Therefore, it would follow that an artificial system producing typing er-

rors is perceived as more human than without [23]. However, investigations into text-

based CAs producing typing errors showed that the perception of humanness is either 

reduced [11], shows no significant result [10], or is increased [9]. 

Hypotheses Development 

We aim to investigate the interaction of typing errors and human-like design of CAs 

(in our case instantiated as chatbots). Based on the three-stage theory of dual pro-

cessing, humans switch from system 1 to system 2, if the outputs of multiple instances 

of system 1 running in parallel are in conflict with each other [14]. Humans detect and 

correct for textual errors by detecting conflict between the input and heuristic under-

standing of the text, followed by reanalyzing the read text [40, 41]. Additionally, the 

production of errors by a system that is expected to be flawless [19, 20], can be ex-

pected to trigger the conflict detection of system 1 outputs. In essence, the system 1 

outputs of a belief-based processing (“The CA is flawless and does not produce er-

rors”), a heuristic processing (“The CA is talking about bikes”), and a semantic pro-

cessing (“There is the word ‘bkies’ on the screen”) are not reconcilable and system 2 

is engaged. Therefore, we hypothesize: 

H1: A chatbot’s typing errors will increase the neural signals associated with sys-

tem 2 and increased cognitive processing. 
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The interaction with a human like CA has been described in the IS literature as 

more effortless and easier to use than non-human CAs because of the transfer of hu-

man-to-human interaction patterns [2, 42]. Since humans utilize system 1 as much as 

possible to reduce the cognitive load of everyday tasks [43, 44], it stands to reason, 

that this ease of use is caused by the user staying in system 1 during the interaction 

with the CA. There is increasing evidence that the interaction is considered more 

natural and the partner more anthropomorphic if a switch to system 2 is avoided [17, 

18]. Following from those premises, we hypothesis that: 

H2: The human like design of a chatbot increases neural signals associated with 

system 1 and neural signals associated with decreased cognitive processing. 

It is our hypothesis that remaining in system 1 eases the illusion of conversing with 

a human partner, while system 2 forces the recognition of the artificial nature of the 

situation. Therefore, the switch between both systems should be less prominent the 

stronger the CA is designed human like. Thus: 

H3: The effect of typing errors on system 2 signals and cognitive processing is 

negatively moderated by the human like design. 

Finally, we intent to test the validity of humanness questionaries, as we postulate, 

that the question of perceiving as human is manly based on staying in system 1, but 

questionnaires require a conscious reflection of the situation [24], which is a function 

of system 2 [45]. To test whether our postulation is true, we hypothesize: 

H4: There is a correlation between the self-reported perceived humanness value 

and the neural signals associated with the perception of humanness. 

Method 

Participants 

We plan to collect data from 20 to 30 participants (right-handed, native German 

speakers and no history of dyslexia), recruited from students at Technische Universi-

tät Dresden. 

Task and Procedure 

The participants will be instructed to rent an e-bike via each chatbot individually. 

The process will have a total of nine steps (e.g., stating type of e-bike, selecting day 

and time of rental) and take approximately three minutes to finish. The sequence of 

the exposed CAs will be pseudorandomized with a questionnaire in between (see 

section 4.4 for details). 

Treatments 

We employed a 2x2 within-subject design with typing errors/no typing errors and 

humanlike/non-human like design as independent variables (see Table 1 and Figure 1 

for the experimental design). The human like chatbot utilizes the humanness increas-

ing design elements of female gender [30], name [31], self-reference [32], dynamic 
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response delays [33] and the use of emoticons [28]. For the typing errors, we included 

human like typing errors based on the categorization of Macneilage [39]. 

 
Table 2: Research design 

 Typing errors No typing errors 

Human like 

Heloo, I am Laura.                I am 

not a human but will do my 

best to help you. What can I do 

for you?      

Hello, I am Laura.                I am 

not a human but will do my 

best to help you. What can I do 

for you?      

Non-human like Welcomee to the e-bike rental. Welcome to the e-bike rental. 

Typing errors are highlighted in bold. 

 

 

 
Fig. 8. Chatbot utilizing the human like design and no typing errors 

Measures 

Previous work showed, that the engagement or switch to system 2 is measurable 

via EEG and pupillometry [46–49]. While the pupil diameter also reacts to changes in 
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illumination [50] and changes in gaze orientation [51], EEG allows for a much fine-

grained examination of the neural signal [49]. We therefore plan to utilize both meth-

ods, with eye tracking and 16 channel EEG employed in the experiment. 

To correct our model for possible confounds, we will collect prior exposure to CAs 

with a modified technology exposure questionnaire [52], as well as demographic data 

before the experiment. After each CA interaction, we will collect the perceived hu-

manness [53], service satisfaction [54] and current emotional state [55]. 

Expected Results, Discussion and, Conclusion 

In this research-in-progress paper, we present an experiment to resolve the contra-

dicting effects of CA’s typing errors on users’ perception. Our study would provide 

valuable insight into the human processing of cues while interacting with CAs. Our 

research could direct the CA research away from a trial-and-error approach to finding 

design elements improving the perceived humanness and potential other aspects (e.g., 

service satisfaction, enjoyment, and trustworthiness).  

The experiment is implemented, and we are awaiting approval from the ethics 

board of the Technische Universität Dresden. For the EEG results, we expect finding 

responses in line with the works of Williams et al. [49]. For the CAs exhibiting typing 

errors, we predict an increase in frontal theta power during the interaction signifying 

an increased involvement of system 2. For the CAs without typos, an increase in pari-

etal alpha is expected, signifying an increased involvement of system 1. Similarly, the 

pupillometry should reflect the EEG recordings, with increase in pupil dilation be-

tween the interaction with a CA with and without typos in line with the results from 

[46, 48]. Additionally, for the comparison between human and non-human like de-

sign, we foresee an increase in theta power over the F3 and F4 electrode locations for 

non-human like designs as demonstrated in [56]. 
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Abstract. Traditionally, NeuroIS studies are performed in highly controlled la-

boratory environments. However, due the proliferation of mobile sensor equip-

ment, it is nowadays also possible to also run experiments in less controlled en-

vironments, e.g., in home settings. Running NeuroIS experiments in these set-

tings allows researchers to pursue novel research questions in non-artificial en-

vironments as well as conducting large scale studies. It is unclear, though, what 

drives participants’ willingness to take part in such studies. Therefore, this arti-

cle sets out to explore the anticipated opportunities and concerns of potential 

participants. Within a survey (n=69), we captured the participants’ view on 

running NeuroIS experiments outside controlled laboratory environments. Our 

preliminary results provide first insights on what aspects influence the partici-

pants’ decision on taking part in NeuroIS@Home studies. We argue that it is of 

utmost importance to design NeuroIS@Home studies carefully, taking into ac-

count participant’s concerns. 

Keywords: NeuroIS · Participant View · NeuroIS@Home · Home Environ-

ments. 

Introduction 

During the pandemic, the way how research and teaching activities are usually per-

formed has changed, e.g., due to researcher’s limited access to infrastructures or so-

cial distancing measures [1–4]. However, research institutions faced these challenges 

by adapting to the new circumstances through setting up new approaches for collect-

ing data [1, 4]. One of the most common approaches was to switch from in situ exper-

iments to remote experiments (e.g., from laboratory to online experiments). While 

conducting online experiments proved to still work quite well with remote arrange-

ments [5] by including different measures to, e.g., control for users’ attention, re-

searchers who rely on neurophysiological techniques and associated sensor systems 

encountered severe difficulties [6]. Transferring the environment for these kinds of 

studies is even more challenging and, here, specifically trade-offs between the three 

kinds of validity, i.e., internal, external, and ecological validity, need to be carefully 

considered [7, 8]. For instance, aspects such as adequate participant preparation or 

calibration must not be neglected to obtain reliable data. To overcome the limitations, 

mailto:%7d@
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researchers set out to explore new approaches. In a recent study [9], we introduced the 

idea of providing participants with a box equipped with the necessary equipment and 

instructions to perform NeuroIS experiments remotely, which we refer to as Neu-

roIS@Home. Particularly, our approach builds upon the recent advances in sensor 

systems that facilitate to also conduct NeuroIS studies in the wild. First NeuroIS 

scholars have already conducted studies in comparable remote @home settings [4, 6, 

10, 11]. Although these solutions pioneered around home experiments, it is still under 

investigation how to best conduct such studies outside controlled laboratory environ-

ments. Based on a systematic literature review on the use of wearable devices for the 

measurement of heart rate and heart rate variability, Stangl & Riedl [12] call for fur-

ther methodological and theoretical research to advance the field.  

Whereas we have already identified challenges and opportunities that experts see 

in such an approach [9], Demazure et al. [1] have proposed a methodology for con-

ducting EEG studies in home environments, and Vasseur et al. [6] have identified 

some success factors of remote data collection, the perspective of participants on such 

studies has so far remained untouched. However, the success of NeuroIS@Home 

highly depends on the participants’ willingness to participate. One important differ-

ence to ordinary lab settings is that the responsibility of the individual participant is 

higher since tasks that are normally done by the experimenters are transferred to the 

participant [1, 6]. Consequently, we set out to explore opportunities and concerns 

from a participant’s point of view on this novel approach and pose the following re-

search question: What are opportunities and concerns of participants regarding par-

ticipation in NeuroIS studies in the wild?  

To answer the research question, we conducted an online survey in which we invit-

ed potential NeuroIS@Home participants. We have selectively invited participants 

with different prior exposure to NeuroIS studies to capture a diverse picture. Overall, 

we try to complement the expert opinions captured in [9] with the view by partici-

pants to provide a comprehensive overview on the potential of running NeuroIS stud-

ies in the wild. Within this article, we report on the preliminary findings of parts of 

the survey and follow a rather exploratory approach. We therefore directly introduce 

the applied method of the student survey before we report on our preliminary findings 

and discuss potential avenues for future research. 
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Method – Student Survey 

To address our research question, we conducted an online survey consisting of four 

main parts that are summarized in Figure 1. 

 

 

Fig. 9. Overview survey structure 

 In Part 1, participants were asked to indicate whether they have already taken part 

in NeuroIS studies employing different neurophysiological techniques and associated 

sensor systems (EEG, ECG, Eye-Tracking)2 and, if so, to state for each sensor wheth-

er they participated on site, e.g., in a lab or remotely, e.g., at home (or both). To ease 

the participation of people, who are not familiar with the name of technologies, we 

provided images of the sensors for each technique. These images showed the follow-

ing devices: Tobii 4C for eye tracking, cEEGGrids, Emotiv Flex, and Emotiv Epoc+ 

for EEG, polar H10 chest belt and Plux ECG sensor for ECG.  

Part 2 started with an introduction to the NeuroIS@Home approach. We present 

Scenario 1, asking participants to imagine that they are “invited to an experiment that 

requires the use of neurophysiological techniques and associated sensor systems” and 

that the invitation states that they will “receive a box equipped with all necessary 

equipment and instructions for running the experiment remotely (e.g., at [their] 

home).” We asked the participants to provide at least three different opportunities and 

three different concerns about attending experiments with such a remote setup. In a 

second step, they were asked to select the most promising opportunity and the most 

severe concern. Furthermore, regarding the most severe concern, we were interested 

in whether participants may think of any solution to address the concern. Afterwards, 

we introduced a slightly adapted scenario in which instead of getting the required 

equipped in a box, participants are asked to use their own hardware (e.g., smartwatch, 

fitness wearables, webcam, VR goggles, etc.) in attending experiments (e.g., as sug-

gested in [13])3 and provide the recorded data. Again, at least three opportunities and 

concerns shall be listed. To also get an indication on how likely it is that they partici-

pate in NeuroIS studies, we surveyed different conceivable implementations of the 

 
2 We chose these techniques because they were used by researchers recruiting subjects from the 

panel we used for this survey.  
3 See Stangl & Riedl [12] for a comprehensive review on the usage of wearables (e.g., smart-

watches or fitness trackers) to measure heart rate and heart rate variability. 
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approach (see Table 1) on a 5-point Likert scale (very unlikely | very likely) and cap-

tured the intention to take part in a regular laboratory NeuroIS study.  

Building on the results of our expert survey [9], in Part 3, we re-used the identified 

challenges that particularly apply to the participants (see Table 2) and asked the par-

ticipants to evaluate whether they share the concerns (5-point Likert scale; not at all | 

a lot), how important this aspect is for their decision to participate (5-point Likert 

scale; not important at all | very important), and to describe how a potential solution 

might look like that would fit their expectations and needs. Finally, we elicited the 

participants’ technology self-efficacy using three items adapted from Bandura [14], 

and asked whether they use smartwatches/fitness wearables in their everyday life. 

Finally, in Part 4, we collected some demographics (age, gender, duration of lab panel 

membership, number of participations, stage of study, travel time to the lab). 

Participants were incentivized with a fixed payout of €3.00 and by taking part in a 

lottery in which one out of 20 participants will receive additional €20.00. 

Results 

Overall, 69 participants (39% female, 58% male, 3% diverse) recruited4 from the 

participants panel of the Karlsruhe Decision & Design Lab (KD²Lab) took part in the 

study. The study took place in March 2022 and was performed via an online ques-

tionnaire. It took on average 22 minutes (SD=8) to complete the questionnaire. The 

mean age of the participants was 25.7 years (SD=6.1). All except one participant were 

students (42% undergraduate, 48% graduate, 7% Ph.D., 3% other). 16% have been 

registered in the panel for less than 6 months, 11% for 6 to less than 12 months, 9% 

for 12 to less than 24 months, and 64% for 24 months or more. 16% of participants 

had participated in 1 to 5 experiments before, 38% in 6 to 10 experiments and 46% in 

more than 10 experiments. Regarding prior NeuroIS experience, 77% stated that they 

had previously participated in experiments using neurophysiological tools and 35% 

stated that they had participated in such experiments in remote setups outside the lab.  

In terms of travel time to the laboratory, 41% stated that they can reach the lab in less 

than 15 minutes by their usual mode of transportation, for 35% it takes 15 to less than 

30 minutes, for 12% 30 to less than 45 minutes, for 4% 45 to 60 minutes, and for 9% 

more than 60 minutes. Table 1 summarizes the sample demographics. 

Participants submitted 240 (max. 7 per participant) concerns and 231 opportunities 

(max. 9 per participant) for Scenario 1 (i.e., use of equipment delivered from the lab). 

For Scenario 2 (i.e., use of personal equipment), they submitted 224 concerns (max. 6 

per participant) and 216 opportunities (max. 8 per participant).  

 

 

 

 

 
4 The experiment was recruited with the software hroot [16]. 
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Table 3. Sample demographics (N = 69) 

Gender  previous participation in experiments 

 female 39%   1 to 5 experiments 16% 

 male 58%   6 to 10 experiments 38% 

 diverse 3%   more than 10 experiments 46% 

Age M=25.7, 

SD=6.1 

 previous participation in NeuroIS experi-

ments 

stage of study   NeuroIS experiments 77% 

 undergraduate 42%   remote NeuroIS experiments 35% 

 graduate 48%  travel time to the laboratory 

 Ph.D. 7%   less than 15 min 40% 

 other 3%   15 to less than 30 min 35% 

duration of lab panel membership   30 to less than 45 min 12% 

 less than 6 months 16%   45 to 60 min 4% 

 6 to less than 12 months 11%   more than 60 min 9% 

 12 to less than 24 months 9%    

 24 months or more 64%    

 

Although, a comprehensive labelling of the individual opportunities and concerns 

will be part of future research, we provide first insights in the following: Many oppor-

tunities and concerns articulated by the participants of this survey are in line with the 

findings from our experts survey [9] and support the importance of following the 

guidelines for conducting EEG experiments in the wild proposed by Demazure et al. 

[1]. Participants for example highlighted the importance of reliable solutions for re-

mote trouble shooting and support (e.g., “no/no proper help if problems occur during 

experiment at home”) and mentioned their concerns regarding bearing greater respon-

sibility for correct setup, handling, and logistics of equipment (e.g., “You carry more 

responsibility.”), which is also in line with previous findings [1, 6]. However, partici-

pants also came up with additional topics like health and safety (“[…] What if some 

wires short-cut? Give electrical schock?”) as well as sustainability concerns (e.g., 

“Transport causes emissions”) and cheating (e.g., “intentional not doing the study 

correct (save time)”). Among the most important opportunities from the participants’ 

point of view are – similar to what we found in the expert survey [9] – conven-

ience/ease of participation (e.g., “comfort of the home, less excitement etc.”), scala-

bility (e.g., “More participants through the remote possibility”), and exter-

nal/ecological validity (e.g., “real life data not biased by the laboratory atmosphere”). 

Further, participants highlight flexibility in time and place (e.g., “Flexible schedule to 

participate in the study from home”). As presented in Table 2, more than 60% of 

participants state that it is rather or very likely (>3 on the Likert scale) that they would 

accept an invitation to participate for each of the scenarios. The data further suggests 

that travel time to the lab affects the assessment of the different scenarios (i.e., we 

find a trend that participants with longer travel times prefer the delivery of the box to 

their home). 
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Table 4. Scales and results for study registration (M=Mean, SD=Standard Deviation) 

Item M SD >3 

How likely is it that you would register to participate… 

.. if you are invited to come to the lab to participate? 4.2 1.0 81% 

...if you are asked to come to the lab to pick up a box equipped with 

all necessary equipment and instructions, run the experiment at 

home, and return the box to the lab? 

3.1 1.4 64% 

...if a box equipped with all necessary equipment and instructions is 

delivered to your home, you run the experiment at home, and send 

the box back? 

4.1 1.0 75% 

...if you are asked to use your own hardware (e.g., a smartwatch, 

fitness wearable, webcam, VR goggles, etc. that you own) and pro-

vide access to the recorded data? 

3.7 1.2 67% 

 

Table 3 reports the participants’ assessment of some of the challenges that we iden-

tified in [9] regarding their level of concern and lists some examples of suggested 

solutions for each category of challenges. 

Table 5. Scales and results for participants’ concerns regarding challenges identified in [9]  

Item M SD >3 Example of suggested solution 

Do you have any concerns about… 

…equipment logistics? 3.5 1.0 64% “sent to a Packstation5” 

…remote trouble shooting? 3.7 1.3 65% “Live chat or telephone number” 

…equipment damage/loss? 3.6 1.3 62% “Insurance” 

…sensor and software setup? 3.6 1.2 68% “video guides” 

…data transfer/security/privacy? 3.3 1.4 52% “transfer with a USB Stick or sth similar” 

 

FigureFig. 10 presents the participants’ assessment of the importance of some of the 

challenges we identified in [9] regarding their decision about participating. Overall, 

the results suggest that the challenges are considered similarly important to the partic-

ipants.  

 

 
5 A “Packstation” is a central place to pick up and send parcels powered by a well-known logis-

tics service provider. 
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Fig. 10. Participants’ assessment of the importance of challenges identified in Greif-Winzrieth 

et al. [9] for their decision about participating 

Concluding Note & Future Research 

Within this article, we set out to explore the opportunities but also concerns of a novel 

approach of conducting NeuroIS experiments in the wild, especially from a partici-

pant’s point of view. Thereby, we followed a rather exploratory approach and cap-

tured the participants’ opinions by means of an online survey. We presented first 

promising results that need to be further explored in the course of our research pro-

ject. Our next steps encompass further analyses of the collected data, e.g., by means 

of a qualitative content analysis [15] with the collected arguments, building catego-

ries, conduct in-depth interviews with both NeuroIS experts and participants, and 

triangulating the findings with previous results from other studies (e.g., [1, 6, 9]). 

Finally, based on our results, we want to derive a set of guidelines that aims at sup-

porting researchers when planning to run NeuroIS experiments in the wild. Thereby, 

we will provide insights on the barriers to participation and propose possible steps 

researchers should take care of to ensure and increase participation. These guidelines 

will need to carefully consider further important issues we only briefly touched on in 

this paper such as validity, data quality, and ethical considerations of conducting 

NeuroIS studies in less controlled environments. Based on our preliminary results, we 

suggest that conducting NeuroIS studies in the wild bears a great potential for some, 

but for sure not all research contexts. Thus, we expect that the insights from our re-

search will contribute to help researchers in carefully making design decisions and 

choosing appropriate methods to investigate their research questions in the NeuroIS 

field.  
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Emoticons Elicit Similar Patterns of Brain Activity to Those 

Elicited by Faces: An EEG Study 

Abstract. The present study investigated whether the patterns of brain activity elicit-

ed by emoticons are similar to those elicited by faces. In order to test this, participants 

were subliminally primed using either human faces, emoticons, or non-face control 

stimuli. Each prime group contained three levels of valence – positive, negative, or neu-

tral. Brain activation was recorded via electroencephalography. Subsequently, three 

event related potential components of interest were identified, which are closely associ-

ated with the processing of faces, i.e., the P100, the N170, and the late positive poten-

tial. These ERPs were tested at two electrode sites. For each ERP component, peak am-

plitudes were calculated and used in repeated-measures ANOVAs. There were signifi-

cant main effects of prime type across several ERP components, and several interaction 

effects prime type*prime valence on four out of six components. There was no statisti-

cally significant main effect of prime valence on any of the ERP components. While our 

results uncovered diverse patterns of brain reactivity to the different kinds of primes, 

there is sufficient evidence to suggest that, at some electrode locations, emoticons elicit 

similar brain reactions as faces do. 

 

Keywords: Emoticons · Priming ·P100 · N170 · LPP 

Introduction 

The idea that non-verbal communication is essential to human survival and repro-

duction has a long history in psychological and communication research [1,2]. One the 

newest challenges facing human beings nowadays is the correct interpretation and 

encoding of messages lacking any form of non-verbal signaling, as is the case for 

online communication [3]. This manner of communication has recently been referred 

to as Computer Mediated Communication (CMC), which implies communication to 

occur via the use of two or more electronic devices [3]. Within this framework, re-

searchers have investigated the importance of emoticons as potential carriers and 

transmitters of messages usually taken up by non-verbal cues in face-to-face exchang-

es [4]. Research suggest that emoticons are not solely viable carriers of such messag-

es, but they also bring about the advantage of a more controlled communication, as the 

use of emoticons is a conscious decision, thereby eliminating the possibility of trans-

mitting unwanted emotions [5,6,7].  

One way of investigating the neurobiological processes involved in the perception 

of facial expression using contemporary research equipment is by implementing elec-

troencephalography (EEG) [4]. Here, analysis has focused mostly on event related 

potentials (ERPs), which reflect synchronized changes in neuron group activation 

across the human cortex. ERPs can be understood as brain signals which occur as a 

result of thought, perception, or in response to internal stimulation and involve a mul-

tiplicity of neurological processes, such as memory, certain expectations, variations in 
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mental states, and attention modulation [8]. Because the mechanisms underlying emo-

tion recognition and social signal processing have been postulated to be mostly auto-

matic and unconscious, researchers have often paired EEG with subliminal priming 

techniques, so as to better understand the perceptual processes elicited by facial ex-

pressions [8,9,10]. This is possible due to the inherent quality of EEG to possess high 

temporal resolution, which makes possible the measurement of brain activation mere 

milliseconds post stimulus onset [11].  

Within the context of face processing and recognition of facial expressions, three 

ERP components of interest have been defined: (1) the P100, (2) the N170, and (3), 

the late positive potential (LPP) [4][12,13]. These ERPs have often been deemed to be 

measurable in occipito-parietal and occipito-temporal areas of the human cortex. Both 

the P100 and the N170 component have been found to be modulated by emotional 

stimuli – such as happy or angry faces [4][12,14]. For the present study, three elec-

trodes of interest were selected, namely electrode 6 (located frontally), and electrodes 

35 and 39 (located occipitally, respectively on the left and right hemisphere) [8][15]. 
While the electrode sites located occipitally have often been found to reflect emotion 

processing and priming effects, the role of the frontal lobe has solely been mentioned 

in the context of emotional processing [16]. In the present study, we investigate 

whether subliminal emotional priming may also evoke potentials in the frontal lobe.  

Believing this to be the first step in demonstrating the utility of emoticons in online 

communication, the proposed project investigates whether emoticons elicit similar 

patterns of brain activation as faces do, by focusing on three electrode sites and ERP 

components formerly associated with face perception and emotion processing. In 

order to investigate this phenomenon, participants were subliminally primed with 

positively, negatively, and neutrally valenced human faces, emoticons, and control 

stimuli. We assume that this methodology would allow access to the affective realm of 

the participants’ minds, the data obtained thereby minimally influenced by conscious 

thought.  

Materials and Method 

 

Participants 

Overall, 30 participants (17 women) partook in the present study. All of the partic-

ipants reported to be above the age of 18, showed to be right-handed, and indicated to 

have normal or corrected-to-normal vision capacities. However, two participants had 

to be excluded from the experiment, given that they did not fulfil the inclusion crite-

ria. The mean age of the participants – computed out of the remaining 28 partakers – 

was 21,7 years, with a standard deviation of 1,9 years.  
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Study Design  

The present study used three different prime types, namely three actual human fac-

es, three emoticons, and finally, three non-face control stimuli. Each of these stimuli 

contained a different valence, i.e., positive, negative, or neutral. Each trial included 

the sequential presentation of a fixation cross (500ms), a mask (##/17ms), one of the 

primes (17ms), another mask (##/17ms), a word (1000ms), and finally a screen 

prompting the participant to give their judgment on perceived valence (see also Fig. 

1.). The words were taken from the English Word Database of Emotional Terms 

(EMOTE) [17]. For the first part of the present study, 270 nouns with a valence rang-

ing between 3.6 and 4.4 were selected and subsequently displayed in connection with 

one of the aforementioned primes. The human faces were extracted from the Radboud 

Faces Database (RaFD). In a similar manner as proposed by Gantiva et al. (2020), the 

present study used pictures portraying a Caucasian male, so as to ensure familiarity 

with the facial features of the model (see Fig. 2. for example stimuli) [4]. The stimuli 

were presented on a Dell E2214hb 21.5” widescreen LED LCD monitor. The monitor 

brightness was constantly set to the medium setting for each participant. All of the 

stimuli were presented in a random order. The experiment was programmed using the 

E-Prime 2.0 software. 

 

 
Fig. 1. Presentation sequence of a trial 

 

 

Fig. 2. Example primes; all taken from the negative valence category 
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Data Collection 

In order to collect data on brain activation, the on-site Geodesic EEGTM System 

400 with an embedded HydroCel Geodesic Sensor Net with 64 electrodes (silver 

chloride sensors) was used. Potential changes in activation were continuously sam-

pled at the rate of 1000 Hz, implementing the EGI Net Amps 400 amplifier, contain-

ing a built-in Intel chip. Further, an applied online lowpass filter of 60 Hz was imple-

mented. Data was continuously recorded via the Net Station 5.4 software.  

 

Procedure  

Upon entering the laboratory, participants were asked to give informed consent 

about their willingness to partake in the present study. They were subsequently seat-

ed, and the EEG system was applied. After all electrodes were tested for connectivity 

and impedance, the participant received the instructions for the first part of the exper-

iment, including how to diminish the chance of artefacts via reduced blinking and 

swallowing during the measuring periods.  

Data Analysis 

The processing of the acquired EEG signals was carried out using the EEG DIS-

PLAY 6.4.9 software. Potentials were locked to the onset of the prime as pictured 

above. For each data set, an offline bandpass filter from 0.1, to 30 Hz was applied, 

before epochs were generated starting 100ms pre-stimulus onset and ending 900ms 

post stimulus. Visible artefacts, such as obvious blinking, and electrooculogram am-

plitudes over 75 mV were eliminated during the cleaning process. As a next step, 

averages for each condition and all electrodes were calculated and re-referenced to the 

common reference point. Lastly, grand averages were calculated to visualize all po-

tential changes in brain activation.  

For the statistical analysis we conducted 3 X 3 repeated-measures Analyses of Var-

iance (ANOVA) with prime type (face, emoticon, and non-face), and valence (posi-

tive, negative, neutral) as within-subjects factors; and peak ERP amplitudes (P100, 

N170, and LPP) as dependent variables. When sphericity could not be assumed, the 

Greenhouse-Geisser correction was applied. Simple main effect analysis were con-

ducted to follow-up on significant interaction effects. Peak amplitudes of the respec-

tive ERP components were used over a range of 20ms before, to 50ms after the as-

sumed timepoint of the respective ERP components, to account for inter-individual 

variation in the timing of these components [14][18]. Further, post-hoc pairwise com-

parisons were computed to follow-up on the main effects uncovered by the ANOVAs. 

These analyses were conducted for three electrode locations: one located fronto-
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medially (electrode 6), and two located occipitally, on the left and right hemisphere 

(electrodes 35 and 39). 

Results 

In the following, results will be shown for all of the electrode locations at all 

timepoints of interest. The analysed electrodes were grouped so as to make more 

obvious the overall differences in activation between the locations. 

 

P100 Electrode 6 

The repeated-measures ANOVA revealed a significant effect of prime type [F 

(2,54) = 11.298, p < .001], a non-significant effect of prime valence [F (2,54) = 0.917, 

p = .406], and a significant interaction of prime type*prime valence [F (4,108) = 

3.739, p = .007]. Pairwise comparisons revealed significant differences between 

emoticons and control stimuli (p = .005), and between faces and control stimuli (p = 

.001), both emoticon and faces elicited higher peak amplitudes than control stimuli. 

The effect of prime type was investigated separately for the different levels of prime 

valence. This analysis revealed a significant effect of prime type for the positive and 

neutral stimuli (all ps < .001). Post-hoc pairwise comparisons further revealed a sig-

nificant difference between neutral faces and neutral controls (MD = 2.642, p < .001).  

N170 Electrode 6 

For the N170 component at electrode location 6, the repeated-measures ANOVA 

revealed a significant effect of prime type [F (2,54) = 13.436, p < .001), but a non-

significant effect of prime valence [F (2,54) = .406, p = .668). The interaction effect 

prime type*prime valence also proved to be significant [F (4,108) = 4.556, p = .002). 

Pairwise comparisons revealed significant differences between faces and control 

stimuli (p = .017), and between emoticons and control stimuli (p < .001). The effect 

of prime type was evaluated separately for the different levels of valence. The main 

effect of prime type was observed for negative (p < .001), positive (p = .044), and 

neutral stimuli (p < .001). Post hoc comparison of prime type*prime valence revealed 

significant differences between negative emoticons and negative control stimuli (MD 

= 2.444, p = .002); and between negative faces and negative control stimuli (MD = 

2.139, p = .014); between neutral emoticons and neutral controls (MD = 2.004, p = 

.03); and between neutral faces and neutral control stimuli (MD = 2.917, p < .001). In 

all these cases, control stimuli elicited greater N170 than face and emoticon stimuli at 

that location. 
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Fig.  3. Overall activation at electrode 6 from 100ms pre- to 900ms post-stimulus onset 

LPP Electrode 6 

Analysis for the LPP at electrode location 6 revealed a significant effect of prime 

type [F (2,54) = 8.864, p < .001). There was no effect of prime valence [F (2,54) = 

0.67, p = .516), and lastly no significant interaction effect of prime type*prime va-

lence [F (2.986,80.629) = 1.905, p = 0.136). Pairwise comparisons revealed signifi-

cant differences between emoticons and control stimuli (p = .013), and between faces 

and control stimuli (p < .001). The LPP amplitude elicited by both emoticons and 

faces was larger than for control stimuli. 

 

P100 Electrode 35 

The repeated-measures ANOVA revealed a significant effect of prime type [F 

(2,54) = 9.650, p < .001], a non-significant effect of prime valence [F (2,54) = 0.107, 

p = .898], and a slight trend for the interaction effect between prime type*prime va-

lence displayed [F (3.09,8.921) = 2.105, p = 0.098]. Post hoc analyses revealed a 

significant difference between emoticons and faces (p = .03), and a significant differ-

ence between emoticons and control stimuli (p < .001). Emoticons appeared to elicit 

lower amplitudes than faces and control stimuli at that location. 

 

N170 Electrode 35 

Repeated-measures ANOVA revealed a significant effect of prime type [F (2,54) = 

27.493, p < .001]. The effect of prime valence was not statistically significant [F 

(2,54) = 0.026, p = .974]. Still, the interaction effect between prime type*prime va-
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lence proved to be statistically significant [F (4,108) = 2.678, p = .036). Post hoc 

pairwise comparisons for the main effect of prime type revealed significant differ-

ences between emoticons and faces, and between faces and control stimuli (p respec-

tively < .001). A follow-up analysis revealed that the effect of prime type was signifi-

cant for all levels of valence (all ps < .001). Post hoc comparisons showed negative 

emoticons to be significantly different to negative faces (MD = 2.435, p = .013), and 

negative faces showed to be significantly different to negative controls (MD = -3.041, 

p < .001). Positive emoticons are significantly different to positive faces (MD = 

3.229, p < .001). Positive faces were significantly different to positive controls (MD = 

-2.299, p = .024). Lastly, neutral faces were significantly different than neutral con-

trols (MD = -4.028, p < .001). Faces appeared to elicit a stronger N170 at that location 

than emoticons and control stimuli.  

LPP Electrode 35 

A repeated measures ANOVA was conducted. Here, again, a significant effect of 

prime type was found [F (2,54) = 22.871, p < .001). However, neither prime valence 

categories [F (2,54) = .256, p = .775), nor the interaction between prime type*prime 

valence [F (4,108) = 1.432, p = .228) were statistically significant. Post-hoc pairwise 

comparisons of prime type showed emoticons and control stimuli to be significantly 

different (p < .001). Furthermore, faces and control stimuli showed significant differ-

ences (p < .001). Control stimuli appeared to elicit higher LPP amplitudes than both 

emoticons and faces at this location.  

 

Fig.  4. Overall activation at electrode 35 from 100ms pre- to 900ms post-stimulus on-

set 
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P100 Electrode 39 

Repeated measures ANOVA revealed a significant effect of prime type [F (2,54) = 

16.625, p < .001]. Prime valence was not significant [F (2,54) = 2.712, p = .075], and 

the interaction between prime type*prime valence revealed a trend [F (4,108) = 2.777, 

p = .052]. Post-hoc pairwise comparisons of prime type revealed both faces and emot-

icons to be significantly different to control stimuli (all ps < .001). Emoticons and 

faces appear to elicit greater amplitude than control stimuli at this timepoint and loca-

tion.  

N170 Electrode 39 

Repeated measures ANOVA revealed a significant effect of prime type [F (2,54) = 

38.767, p < .001]. Whereas prime valence showed to be non-significant [F (2,54) = 

1.702, p = .192], the interaction between prime type*prime valence showed a slight 

trend [F (4,108) = 2.146, p = .08). Post-hoc pairwise comparisons of prime type re-

vealed significant differences between faces and emoticons (p < .001), and faces and 

control stimuli (p < .001). Faces seem to elicit the most negative potentials across all 

valence categories.  

 

LPP Electrode 39 

Repeated measures ANOVA revealed a significant effect of prime type [F (2,54) = 

15,912, p < .001], but a non-significant effects of prime valence [F (2,54) = 2.437, p = 

.097], and of the interaction between prime type*prime valence [F (4,108) = 1.258, p 

= .291]. Post-hoc pairwise comparisons of prime type revealed both faces and emoti-

cons to be significantly different to control stimuli (all ps < .001). Emoticons and 

faces appear to elicit more negative-going activation than the control stimuli. 
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Fig. 5. Overall activation at electrode 39 from 100ms pre- to 900ms post-

stimulus onset 

Discussion 

The present study set out to investigate whether the human brain processes emoti-

cons in the same manner as actual human faces. This was done to establish whether 

emoticons could be considered equivalent to faces as viable transmitters of emotional 

messages. Implementing a priming paradigm, this study attempted to bypass subjec-

tive judgement given by the participants, and instead gather information directly from 

their affective processing system, the data obtained thereby only minimally influenced 

by conscious thought [19]. Three electrode locations were chosen for the present 

analysis, one located fronto-medially (electrode 6), and two residing just above the 

occipital cortex (electrodes 35/39). Additionally, three ERP components of interest 

had been identified, all frequently mentioned within the context of face processing, 

namely, the P100, the N170, and the LPP) [4][12,13]. 

Following the analysis of the ERP components of interest at three different elec-

trode locations, the patterns of differences observed suggest that the type of prime 

more than its valence affected ERP components. Results suggest an overall trend of 

both emoticons and faces to elicit similar patterns of activation, showing a clear de-

marcation to the control stimuli in 6 out of 9 tests conducted. As aforementioned, the 

role of the frontal cortex in the processing of emotions and faces has not yet been 

fixed, the selection of a frontal electrode consequently of a purely explorative nature 

[20]. Interestingly, it appears as though even at frontal locations, we could observe a 

similarity of activation between emoticons and faces for the three ERP components. 

Concerning the measurement of the N170 component at this specific electrode loca-

tion, one may be able to argue that the component measured in actuality was the well-

known N200 component, which – although formerly hypothesized to be responsive to 
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mismatches - is contemporarily also linked to cognitive control at early timepoints – 

specifically in response to visual stimuli [21].  

Turning towards an investigation at the electrode locations 35 and 39, located by 

the occipital cortex of the brain, one comes to discover slight discrepancies to the 

existent literature. Although faces and emoticons seem to elicit rather similar activa-

tion in most of the tested cases, it appears as though it is not always the activation one 

may have expected. Looking at the P100 component at electrode location 39, as well 

as the LPP component at both electrode sites, one would have assumed for emoticons 

and faces to elicit the most positive going potentials, given that these components 

have long been observed in the given context – specifically when concerned with 

emotionally laden stimuli [12][14]. Yet, the implemented control stimuli seem to 

elicit the most positive going potentials at the respective timepoints and sites. Con-

cerning the N170 component at occipital sites, results suggest the potentials elicited 

by the human face primes to be the most negative going. These results seem to pose 

themselves as a conundrum, given that faces and emoticons elicit very similar patterns 

of activation across many testing conditions, but yet, rather different ones when con-

cerned with the actual processing of faces as reflected most strongly by the N170. 

Consequently, our results show that while emoticons and faces share some activation 

patterns at certain location and for certain components, emoticons and faces nonethe-

less differ on a component that is important for the visual processing of faces.  

Generally, the present study found a clear effect of prime type, which remained 

significant across all testing conditions. Prime valence, however, did not show such 

an effect. This appears specifically interesting given that prime valence had been 

assumed to be of importance in the modulation of both the P100 component and the 

N170 component [8]. As both the P100 and the N170 are closely correlated with the 

correct detection of facial emotion, and seem to solely be evoked by actual faces in 

within the proposed study, one may hypothesize the lack of modulation in the emoti-

cons condition to possibly stem from a lack of correct emotion detection when faced 

with these stimuli [22, 23]. Further, one also has to take into consideration that alt-

hough occipital sites have formerly been associated with both the reflection of prim-

ing effect as well as effects of emotion processing [15], several studies have reported 

P100 and N170 specific modulations to be primarily measurable on the right hemi-

sphere – at occipito-parietal regions [22]. Consequently, one may turn to the analysis 

of further electrode locations as a next step, thereby comparing the measurable effects 

at multiple sites across both hemispheres.  

Lastly, one may hold that a possible alternative explanation for the present findings 

may be the notion that face processing is highly susceptible to controlled processes 

[13]. Here, one may turn to the notion of reappraisal – a cognitive process influencing 

the emotion regulation of the human being – both implicitly and explicitly [24]. This 

is mostly the case when encountering biologically salient stimuli. Typically, when 

processing such stimuli, the amygdaloid complex is activated, simultaneously also 

orchestrating activation in other cortical and subcortical regions of interest in each 

processing stage [5][13]. Moreover, the regions activated by the amygdaloid complex 

have been associated with areas involved in early visual processing, which have been 
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postulated to possibly be the origin of both the P100 and N170 ERP components [13]. 

Applying this theory to the present study, it could be that the patterns of activation we 

observed result from cognitive processes intermingling with the affective responses 

stemming from the implicit processing of faces, or even face-approximating stimuli 

such as emoticons. Naturally, further research on the topic would be necessary to test 

the applicability of the concept of reappraisal to the present results, given that it seems 

as though it has neither been researched in the context of subliminal priming, as well 

as in connection with emoticons. Yet, the concept in and of itself seems to be a prom-

ising explanation.  

 

Concluding, the present findings seem to present themselves quite divergently, as it 

seems that although faces and emoticons seem to be processed in a highly similar 

manner across most conditions, emoticons do not seem to elicit the face-processing-

specific N170 component. Moreover, it seems as though the potentials elicited by 

emoticons are not modulated by emotionally laden content, which could be due to the 

fact that participants did not correctly recognize the emotion displayed by the emoti-

con primes. Further research may focus on the manner in which emoticons and faces 

seem to share similarities one a different plane – i.e. not directly reflected in the face 

processing sphere.  
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Abstract. Facing rapidly growing numbers of scientific publications, attempts 

to structure and interconnect scientific articles are becoming increasingly rele-

vant. Various approaches to scientific article mapping are discussed in academ-

ic literature. However, these are mainly developed upon citation-based similari-

ty measures. We propose an extension to these concepts of literature mapping 

by introducing a knowledge graph-based approach. Our contribution is twofold. 

We introduce a holistic concept to systematically capture literature in the field 

of NeuroIS research based on a relational mapping of main research concepts in 

the field. Additionally, we implement a content-based recommender system for 

literature in the NeuroIS domain that serves us as a proof-of-concept and a per-

formance baseline for further developments. By providing a relational overview 

of the research domain and a dedicated recommender system, we hope to facili-

tate the entry to the field for new researchers and enhance further research. 

Keywords: Recommender Systems, Knowledge Graphs, Natural Language 

Processing, Literature Mapping 

Introduction 

As scientific output is growing ever faster, making a comprehensive overview of 

related work becomes increasingly difficult. Acknowledging prior work, however, 

provides the necessary basis for fruitful further research. The field of NeuroIS re-

search is no exception with regard to fast-growing numbers of scientific publications. 

The term was coined 15 years ago, and interest has increased ever since [1]. As it is 

an overlapping field of different research areas – information systems research, neu-

rosciences, and psychology – targeted topics are combined with methods borrowing 

from different scientific areas, making it sometimes difficult to navigate in the aca-

demic field [2].  

Knowledge graphs are an emerging technique for data and knowledge management 

that is finding application in different fields, such as recommendation systems [3]. It 

is our idea to apply this technique to the above-mentioned issue to systematically 

capture the research field of NeuroIS. As a result, we anticipate to get a better over-

view and thus a better understanding of the research domain. We also hope to uncover 

mailto:%7d@kit.edu
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existing synergies, research gaps, and facilitate the entry to the research field for new 

researchers by linking studied constructs to existing measurement methods. Thus, we 

aim to facilitate the search for relevant literature for researchers that do not have a 

comprehensive understanding of terminology, yet. As the field of NeuroIS is set up to 

be multidisciplinary, enhancing knowledge transfer across disciplines is particularly 

important. By mapping key aspects of the research domain and interlinking previous 

research work, we anticipate to make it easier for researchers to acquire broader ex-

pertise in the field. 

The proposed approach is developed in an iterative way. To obtain an early proof-

of-concept and basis for further developments, we conduct initial testing and evalua-

tion cycles with domain experts. In our work-in-progress contribution we discuss our 

implemented content-based recommender system which we will use as a necessary 

performance baseline for further developments of our long-term goals, especially for 

our knowledge-graph based approach.  

The rest of our research paper is structured as follows. In section 2 we discuss re-

lated research contributions. In section 3 we give a comprehensive overview of our 

developed overall concept, and illustrate our current approach and implementation. 

Section 4 is dedicated to the discussion of our results. Finally, in section 5, we con-

clude our work and give a brief outlook on future work. 

Related Work  

In this section, we discuss two main concepts that are relevant to our work. We in-

troduce current trends in the field of recommender systems research and subsequently 

depict existing solutions regarding literature mapping.  

In recent years recommender systems research has been focused on the develop-

ment of knowledge graph-based recommenders [3, 4]. The advantage of this concept 

is that relational information feeds into the creation of recommendations [3]. Espe-

cially in the case of recommenders designed for textual data this feature can be con-

ductive as to emphasize specific features in addition to a plain content-based ap-

proach. Further, explainability of recommendations increases due to the transparent 

relationships of items within a knowledge graph [3].  

Scientific literature mapping tools intend to structure the vast amount of available 

scientific publications and thus facilitate knowledge exchange and further research. In 

this regard many different approaches and tools exist as e.g. [5, 6, 7]. However, they 

mostly all have in common that similarities and relations between scientific literature 

are captured based on citations and co-citations. In the course of our work, we com-

bine these two approaches. 

Approach 

In the scope of this paper, we discuss the implementation of a content-based recom-

mender system [8] that we specifically develop for NeuroIS-related literature. Addi-

tionally, it serves as proof-of-concept for the outlined long-term research goals and as 
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a performance baseline. To create a bigger picture, however, we start off by introduc-

ing our overall concept, then we illustrate our current implementations.  

With our work, we aim to enhance the exchange and knowledge transfer within the 

NeuroIS domain. To do so, we address two objectives. Firstly, we develop a dedicated 

recommendation approach that supports researchers in finding related work specific 

to their needs. Secondly, we strive to map the NeuroIS discourse in a knowledge 

graph-based approach, to allow for a comprehensive overview of the field and enable 

explorative searches. Both objectives address the abovementioned issue of infor-

mation explosion as well as a missing clear-cut delimitation of the research field and 

resulting challenges as e.g., inconsistent terminology [2]. To achieve our goals, we 

develop an ontology [9] that links the studied aspects of NeuroIS research. In ex-

change with domain experts, we identified the following concepts as the starting 

points to the ontology: (1) researched construct [2], as e.g., flow, technostress or men-

tal workload, (2) applied measurement method [2], as e.g., eye-tracking, electroen-

cephalography (EEG) or functional magnetic resonance imaging (fMRI), (3) used 

measurement tool [2], as e.g., EEG-tools as Emotiv Epoc+ and mBrain Train 

Smartfones, and (4) conducted type of research [2], as e.g., experimental study or 

literature review. Further classification characteristics as e.g., the investigation level 

[2], i.e., group or individual treatment as part of an experimental study, are possible. 

At this point, we focus on the four above-mentioned concepts. As ontologies can be 

flexibly extended with further concepts and apt relations between these concepts, we 

will consider further aspects in the future [10]. Figure 1 illustrates our current ontolo-

gy-framework.  

 

 
Fig. 1. Proposed ontology-framework (author’s illustration) 

 

By assigning specific individual items to the concepts of an ontology a knowledge 

graph is obtained [11]. To instantiate our proposed ontology with concepts and corre-

sponding relations, we consider articles that have been published in the NeuroIS do-

main. The developed knowledge graph is the basis to all further considerations. As it 

is a relational mapping, we anticipate obtaining a comprehensive overview of the 
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NeuroIS research field, illustrating present dynamics, i.e., research streams, gaps, and 

future trends. Apart from this encompassing approach, more specific explorations are 

possible by setting a seed in form of a single or multiple research articles. Thus, re-

search articles related to the set focal point can be explored. By setting a fictive start-

ing seed, research topics that have been unconsidered in the past are brought into 

display. Building on the comprehensive knowledge graph approach, we aim at design-

ing a more dedicated recommendation system for research articles that additionally 

considers content-based similarities between articles [8]. By combining knowledge 

graph-based and content-based recommendations to a hybrid recommender system, 

we hope to enhance recommendation quality and thus facilitate the search for related 

work and improve the exchange of knowledge [12]. In the following, we discuss the 

implementation of the content-based recommender system. 

To keep our work as efficient as possible, we start off by implementing our con-

tent-based recommender system using term-frequency inverse-document-frequency 

(tf-idf) scores to calculate similarities across research articles [13]. Tf-idf is a 

weighting scheme that helps to identify important terms in a document given a corpus 

of documents [13]. As a result, it is possible to sort articles by their content similarity. 

In the first run, we consider titles and abstracts of research articles to train our model. 

We build up our data corpus using proceedings from the NeuroIS-retreat in the period 

between 2015 and 2021 as articles from before do not include a separate abstract. 

Additionally, we add articles that are found on arXiv and match the following search 

string: “physiological signal*” OR “psychophysiology” OR “neurophysiology” OR 

“neuroIS” OR “neuro-information system”. We decide for these two sources especial-

ly due to their accessibility. As the NeuroIS-retreat is built deliberately in support of 

the NeuroIS research, we consider the published proceedings to be an adequate base-

line for our data corpus. In case of arXiv there is no quality assurance through a peer-

review process, however, due to a fast-publishing approach, we consider it to be a 

good indicator of current research streams and interests. We compose the search 

string based on search strings we found in literature [14]. To evaluate our implement-

ed recommender and set a baseline to our future work, we choose a qualitative ap-

proach, i.e., we consulted three domain experts. We asked each of them to send us 

five articles they include into their NeuroIS-research. These articles simulate the re-

spective reading history. Based on these input papers, we generated recommendations 

for further literature, i.e., we proposed seven articles – including title and abstract – 

each. To obtain recommendations, we calculate a cosine similarity matrix for the data 

corpus, based on the articles’ respective tf-idf values and average the similarity scores 

given the input papers. Thus, we obtain only one score per article. We rank all papers 

by descending similarity values and return those that are most similar to the reading 

history. Further, we asked each of the domain experts to rate the recommendations 

following a structured evaluation questionnaire that we enclosed in our response. The 

evaluation is structured into two parts. First, we ask for an overall assessment regard-

ing the perceived similarity of input articles, i.e., articles that were selected by the 

respective domain expert, output articles, i.e., articles that are selected by the recom-

mender, and finally, of all articles. In the second part, the focus is set on each of the 

recommended articles individually. Here, we ask the experts to rate each article re-

garding the perceived similarity with respect to their reading history. Finally, we 



151 

assess if the experts are interested in reading the rest of each respective article. Apart 

from questions that target the overall similarity of articles, we include questions ask-

ing specifically about the perceived similarity of discussed constructs, measurement 

methods and regarding the type of article. Thereby, we hope to obtain a more differ-

entiated evaluation. Table 1 depicts all questions asked in the second part of our eval-

uation. The evaluation scale used is the same in the first part. We discuss our results 

in the following section. 

Table. 1. Accumulated results of the evaluation on individual article level  

 Very  

similar 

Partly  

similar 

Not at all 

similar 

 

Article is similar to the articles I read 

(overall impression). 

52% 15% 33%  

Article represents an intersection of the 

articles I read. 

57% 14% 29%  

 
Applies to 

all articles 

Applies to 

3-4 articles 

Applies to 

1-2 articles 

Does not apply 

to any article 

Article discusses constructs covered in 

the articles I read. 

24% 24% 24% 28% 

Article discusses measurement methods 

that are used in the articles I read. 

24% 29% 14% 33% 

Article corresponds by the type of article, 

to the articles I read. 

33% 62% 5% 0% 

 Yes No   

After reading the title and abstract of the 

article, are you interested in reading the 

rest of the article? 

67% 33% 

  

 

(Preliminary) Results 

We will refer to the interviewed domain experts as (participant) A, B and C. Regard-

ing the overall evaluation, we aggregate the results from A and B due to their similari-

ty. Both participants rated the articles in their reading history as “partly” to “very 

similar” across all categories. A rated the recommendations as “partly” to “very simi-

lar”, whereas B indicated all categories with “partly similar”. Regarding the pool of 

all articles, they indicated that articles where “partly” to “very similar” based on dis-

cussed construct/s, measuring method/s and type of article. However, both partici-

pants rated the articles to be “very similar” on an overall impression level. Participant 

C rated the read articles as “very similar” and the recommendations as “partly simi-

lar” across all categories. The overall article pool was rated as “not at all similar”, 

however. On the individual article level results were not as clear. This is shown in 

table 1.  
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However, in slightly more than half of the cases articles were rated to be “very 

similar” with respect to the reading history on an overall impression level. In even 

more cases (57%) the participants indicated the respective article to represent a the-

matical intersection of the read articles. The participants expressed their interest to 

read the rest of the respective article in two-thirds of all cases. Further, participants 

were asked to indicate in how many of the articles they read, overlaps could be identi-

fied regarding the discussed construct/s, measurement method/s and the type of article 

given a specific recommendation. With respect to the construct/s and measurement 

method/s discussed results were quite evenly distributed over all four defined levels 

(“applies to all articles”, “applies to 3-4 articles”, “applies to 1-2 articles”, “does not 

apply to any article”). In case of corresponding article type nearly all recommended 

articles were rated to match at least 3 of 5 articles from the reading history. 

Conclusion and Outlook 

In the scope of our work-in-progress paper, we have outlined the long-term goals to 

our research project and implemented a first component that simultaneously serves us 

as proof-of-concept. The results obtained in the expert evaluation predominantly sup-

port the functionality and usefulness of our content-based recommender system. We 

will thus use these results to set a baseline to our future work.  

To improve the content-based recommender, we will evaluate the observed defi-

ciencies – recommendations given to participant C – in a second cycle. We assume 

that these shortcomings can be explained by two reasons. Firstly, we decided for a 

relatively simple natural language encoding approach in the first cycle to make our 

work only as complex as necessary to avoid overfitting and long computation times. 

Hence, it is possible that our currently used model is at this stage limited to capture 

more complex dependencies and contexts.  

Also, recommendations made by a recommendation system can only be as good as 

the data corpus it is built upon. Thus, we will extend our data corpus by further arti-

cles and train our model on entire articles in the future. Further, we will implement 

our proposed knowledge-graph and combine it with the content-based recommender 

into a hybrid recommendation system. Thereby, we anticipate refinements in our 

recommendation results. We understand our work as an iterative process in close 

exchange with domain experts to ensure that our approach reflects the actual needs of 

researchers in the field of NeuroIS. 
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Abstract. Health assistant tools at the workplace may contribute to preventing 

work-related absenteeism, increasing overall employee satisfaction, and reduc-

ing the costs of sickness or presenteeism in the long term. The tools may be in-

tegrated into a digital corporate health management strategy. Despite their huge 

potential, a major drawback of common tools (e.g., wearables, dedicated cam-

eras) are that they require direct interaction, skin contact, or come with a high 

acquisition cost. A concept for unobtrusive and software-based monitoring to 

increase long-term health, improve working conditions or show the necessary 

adjustments to the new work situation can help to solve these problems. This 

paper presents a concept that shows how a simple webcam can be utilized to 

record vital signs, posture, and behavior during working hours. It offers indi-

vidual and intelligent interventions and recommendations based on these data to 

reduce psychological and physical stress. Our approach demonstrates that the 

required parameters can be used to offer user-tailored interventions based on 

simple rules. We present a prototypical implementation of an intelligent health 

companion and show avenues for future research. 

Keywords: imaging photoplethysmography, pose estimation, machine learning, 

computer vision, facial expression recognition, multi-modal approach, work-

place health, workplace assistance  

Introduction 

Working conditions have a substantial impact on the overall health of workers. Tools, 

such as smartwatches and fitness trackers, are designed to encourage a less sedentary 

lifestyle during leisure time. They are flooding the market and gain popularity. For 

instance, they are designed to reduce obesity and diabetes by motivating the wearer to 

lead an active lifestyle, e.g., to achieve 10.000 steps per day, exercise more, and 
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monitor eating and drinking habits. Regular exercise in everyday life is proven to be 

beneficial to health. Extending their added value to the professional life seems obvi-

ous. 

In addition to promoting physical health, exercise can also increase mental vitality 

(Michishita et al. 2016). As a result, it can reduce depression and anxiety, which can 

improve the social climate in the workplace (Dratva et al. 2020). In everyday working 

life, sedentary activities in particular result in restrictions on natural movement. Sit-

ting for long periods of time leads to one-sided postures caused by repeatedly adopt-

ing certain postural patterns and a lack of changes in position (Juul-Kristensen et al. 

2006). Adult individuals in the United States, measured between 2003 and 2004, 

spend between 55% to 69% of the day sitting (Matthews et al. 2008). In the workday, 

this equates to 3/4 of working hours. The lack of physical activity that occurs with 

excessive sitting has been shown to lead to various chronic diseases, as well as cardi-

ovascular and metabolic diseases (Healy et al. 2008). Likewise, insufficient exercise 

is reflected in reduced productivity and increased illness and absenteeism. To support 

office workers, various programs have been developed in recent years that work in 

posture correction and movement motivation ranging from moving breaks to compa-

ny sports to the promotion of sports programs outside the work environment (Dratva 

et al. 2020). Health-related physical and psychological risk factors can be reduced 

through physical activity breaks (Ryan et al. 2011). It has been shown that a change in 

posture while sitting at least every 30 minutes has a positive effect on health (Ryan et 

al. 2011). In addition, health programs are more successfully adopted if they are sup-

ported by the employer (Dratva et al. 2020). However, these approaches do not yet 

exploit the potential of digital technologies and visual assistance. We want to address 

these two shortcomings. Our approach to support the office worker consists of a con-

tactless technology, which relies solely on a webcam, measuring vital (heart rate, 

respiratory rate, heart rate variability), behavioral (detects prolonged monotonic sit-

ting, posture, blinking frequency), ergonomic (distance to camera, head tilt to screen) 

and various environmental parameters (illumination). We utilize these features and 

propose user-tailored and context-depended recommendations and suggestions. The 

CareCam approach enable a novel view on workplace health and stress research in 

general since the only requirement is a low-cost webcam. In this research-in-progress 

paper, we briefly illustrate the state of knowledge and discuss the extracted parame-

ters using an intelligent camera-based health companion at the workplace. 

Literature review 

Interrupting the sitting posture with short standing sequences provides a quick and 

easy simple posture change. It gets the body moving as it activates the sympathetic 

nervous system, interrupting parasympathetically controlled sitting (Healy et al. 

2015). Sit-stand workstations are a way to easily switch between sitting and standing 

during work hours. Because of its ease of use, the height-adjustable desk can be 

adapted to the workplace and reduces the amount of time spent sitting (Alkhajah et al. 

2012). However, studies have found that in these expensive sit-stand workstations, 

only 20% of workers use a change in desk position per day (Wilks et al. 2006). Only 
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regular reminders improved usage behavior (Robertson et al. 2013). In the compari-

son to free fitness memberships offered by employers, health trackers show better 

success in usage behavior and thus in improved health. The continuous recording of 

various health parameters and quick accessibility results in a promoted perception of 

one's activity, fitness, and thus well-being (Chung et al. 2017; Guitar et al. 2018).  In 

the office work environment with predominantly sedentary jobs, fitness wristbands 

with short moving interruptions are said to promote performance. Camera-based 

health monitoring systems are still the subject of research activities today. Mary and 

Munipriya already recognized the need for monitoring and based assessment of health 

problems among IT professionals as they achieve particularly high screen time in 

2011 (Mary and Munipriya 2011). Vildjiounaite propose in their work a person-

specific stress monitoring system that captures users' motion trajectories using depth 

cameras in the office (Vildjiounaite et al. 2018). In (Maeda et al. 2016) the concept of 

COSMOS is outlined. This system captures physiological information e.g.  vital signs 

such as heart rate, facial expressions, and eye blinks. 

Methods 

 

Our approach to an intelligent health assistant at work utilizes various computer vi-

sion techniques to measure vital signs, physical activity, posture, behavior, and envi-

ronmental influences. We measure heart rate and heart rate variability via imaging 

photoplethysmography (iPPG), a technique which relies on slight variations in facial 

skin color with each heartbeat. To quantify the heartrate by using a camera, we em-

Figure 11 - Screenshot from CareCam.  Left Panel shows the current camera image 

with corresponding overlay (face detection, keypoint detection, facial expression 

recognition). Right panel shows the pulse extracted from video. Lower panel provides 

aggregated information (e.g., pulse rate, pulse rate variability) 
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ploy a face detection algorithm to detect the face in an image and extract the red, 

green, and blue pixel components of the facial region. These components are used to 

calculate the blood volume pulse signal. The post processing consists of applying a 

bandpass Butterworth filter in [0.75, 4.0] Hz band to filter out noise and other arte-

facts. After filtering we estimate the predominant frequency component using the FFT 

Welch (Welch 1967) method.  Because iPPG is susceptible to motion and illumina-

tion artifacts, we use a signal quality estimation algorithm to measure heart rate only 

when conditions are sufficient for valid measurements. Pose estimation techniques are 

used to track the sitting pattern, calculate head, and body tilt and sitting posture classi-

fication. We utilize BlazePose (Bazarevsky et al. 2020) to detect up to 33 keypoints. 

We trained a posture classification algorithm on top, expecting at least 9 keypoints 

from the upper region of the body (shoulders, nose, eyes, ears), calculate Euclidian 

distance features between these keypoints and use them to classify the current sitting 

posture during work using a random forest classifier. The sitting pattern is also in-

ferred from these keypoints. Facial landmark detection is used to measure distance to 

camera (based on iris diameter), blinking frequency and blinking variability (the pat-

tern of blinking) and to classify facial expression. The distance between face and 

camera may be estimated using the camera matrix and an object (iris) found in the 

image. Since the iris is relatively stable across population (11mm+- 0.5mm), we can 

estimate the distance to camera. Blinking frequency is calculated using the eye aspect 

ratio approach proposed in (Cech und Soukupova 2016), with a slight adaption to 

work with 3D coordinates (orientation of the face is considered). For facial expression 

classification we utilize the FER+ dataset (Barsoum et al. 2016) and train our algo-

rithm on the extracted landmarks. To estimate the respiratory rate, we train a convolu-
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tional autoencoder to estimate the respiratory signal from the iPPG. This is work and 

progress but already showed acceptable performance. The signal transformation ap-

proach was already used in other domains e.g., PPG to ECG (Chiu et al. 2020), SCG 

to ECG (Haescher et al. 2020) signal transformation. Figure 12 provides an overview 

of the extracted parameters and their corresponding interventions. The concept may 

be extended using other different environmental sensors, e.g., carbon dioxide, temper-

ature, and humidity sensors.  

Discussion 

Research showed that targeted mindfulness interventions during the workday may 

improve mental and physical stress if they are followed over at least six weeks (Chin 

et al. 2019). Reminder and interventions should consider context (e.g., time, calendar 

entries, location), general behavior (break schedule, sitting pattern) and history (past 

interventions) to improve adherence. We suspect that reminder should be subtle, un-

obtrusive, comprehensible, and easy to follow, while interventions should be well 

timed and should not disturb the user during a productive flow session. Camera-based 

systems, combined with contextual information, e.g., calendar entries, current running 

applications, can provide such intelligent mechanisms, since computer vision algo-

rithms enable a wide variety of extracted information, compared to traditional weara-

ble technologies. The downside of using camera-based systems at the workplace is the 

general rejection of such systems due to privacy concerns (Carneiro et al. 2019; Kal-

lio et al. 2021). However, during the covid-19 pandemic the need for video conferenc-

ing devices, such as webcam, dramatically increased and the general availability of 
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Figure 12 - Extracted parameters using the camera, optionally with a microphone to measure noise 

pollution.  We use specific parameter for targeted interventions throughout the workday. These exam-

ple interventions may be also categorized in soft interventions (reminder and notifications) and hard 

interventions (modal window). 
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such devices is no longer a concern. The privacy aspect on the other hand needs to be 

carefully addressed. While video-based systems show reasonable performance in 

measuring stress, they also are far less likely to be adopted and accepted. We suspect 

that acceptance can be increased if total transparency and data sovereignty is granted 

(what, how and when data is recorded, who have access and where it is stored). While 

the technology can be adopted voluntarily, persons (e.g., in the background) may be 

also monitored, who are not willing to do so. This concern is reasonable but may be 

addressed (e.g., segmentation of the background, user face recognition, and image 

encryption). Our approach to occupational health can also be applied to other fields, 

such as neuroscience, where we can measure affect or physiological responses to 

stressors. Furthermore, the CareCam can be used as an open-source toolkit to provide 

researchers with easy access to various physiological and behavioral parameters. 

 

Conclusion 

Workplace health is gaining more and more popularity since stress and musculoskele-

tal disorders are steadily increasing among office workers. Our approach to provide 

help is an intelligent assistant, operating an on variety of data and learning the general 

physiological, behavioral, and environmental patterns of a user. Reminder and Inter-

ventions help to cope with stressful states and unhealthy posture during the day. We 

outline a basic concept consisting of measure, extract and intervene. We show which 

parameters can be extracted from different modalities and how interventions can be 

used to support the user during the workday. However, camera-based solutions still 

suffer from low adoption in automatic stress detection, as privacy and data sovereign-

ty concerns are often not addressed. 
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Abstract. The integration of artificially intelligent decision support system 

agents as part of the external resourcing function of human resources manage-

ment raises the issue of the collaborative process’ effectiveness between these 

agents and human resources managers and the cognitive and perceptual factors 

underlying the willingness to delegate such decisions. However, little is known 

about the neuropsychophysiological factors leading to the willingness to dele-

gate decision-making to intelligent decision support agents in collaborative de-

cision-making within human resources management. This research proposal ex-

plores how the perception of agency and trust affects the willingness to delegate 

personnel selection decisions to such agents. A single-factor within-subject de-

sign will be developed, where information provisioning as a proxy for situation 

awareness will be manipulated. Neuropsychophysiological and perceptual data 

will be collected to identify the neuropsychophysiological correlates of the per-

ceptions of agency and trust and determine how they affect this delegation pro-

cess. 

Keywords: Intelligent Agents, Decision Delegation, Agency, Trust, Human 

Resources Management, Human-Machine Teams. 

Introduction 

Investing in human resources leads to enhanced organizational agility and collabora-

tive processes, wherein human resources management (HRM) plays a central bridging 

role between business and information technology personnel [1]. To achieve such a 

goal, the HRM function must become a unifying element by integrating artificially 

intelligent decision support system (DSS) agents as part of its resourcing function 

towards selecting external personnel who contribute to the organization’s overarching 

strategic goal. Yet, this new integration raises the question of the effectiveness of the 

collaborative decision process between these agents and human resources (HR) man-

agers and the cognitive and perceptual factors underlying the willingness to delegate 

such decisions.  

While decision delegation and intelligent agents are not new topics in the infor-

mation system (IS) and management fields [2], there has been limited research and 
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investigation of the neuropsychophysiological factors [3], such as the perception of 

agency and trust, that drive the willingness to delegate decision-making to DSS agents 

in the context of collaborative decision-making within HRM. This study will thus 

propose to investigate the extent to which the perception of agency and trust affects 

the willingness to delegate personnel selection decisions to intelligent decision sup-

port agents. 

This research will draw upon the situation awareness (SA) model [4] as a theoretical 

lens to understand the decision-making process of HR managers’ willingness to dele-

gate personnel selection to intelligent agents. This model characterizes SA as having 

three levels (i.e., perceptions of elements in the current situation, comprehension of 

the current situation and projection of future status), each dealing with the human 

factors associated with the current and future state of information within a dynamic 

environment, all of which are critical for allowing one’s ability to take effective deci-

sions in a timely manner. 

A task consisting of recruiting external personnel for a fictitious organization with 

or without the collaboration of DSS agents will be developed to reproduce an ecologi-

cally valid HRM recruitment context. Using a scenario-based single-factor within-

subject design and the Wizard-of-Oz methodology, the proposed experiment will 

manipulate information provisioning as a proxy for situation awareness and assess 

participants’ responses using neurophysiological and perceptual measures to identify 

the neuropsychophysiological correlates of the perceptions of agency and trust and 

determine how these perceptions affect this delegation process.  

In response to calls for research investigating the cognitive and affective effects of 

information systems use in NeuroIS [5] and to investigate the psychological factors 

driving managerial decision delegation to artificial intelligence in a strategic context 

[3], this proposal will foster knowledge building on the human factors underlying the 

willingness to delegate decisions to intelligent agents. Furthermore, it will furnish 

practitioners with recommendations to aid in developing these agents for HRM by 

utilizing the situation awareness model and information provision design. 

Methods  

Experimental design 

To this aim, a scenario-based randomized within-subject experimental design will be 

developed to assess the effect of the three levels of reliable information provision as a 

proxy for situation awareness [6] on the sense of agency and the perception of trust: 

(1) none, (2) partial and (3) control (Figure 1).  
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Figure 1. Interface and experimental conditions 

 

Experimental task. The experimental task will consist of 15 trials where participants 

will have to pre-select candidates for fictitious interviews, divided into three blocks, 

with five selections per block. At the beginning of the task, they will be provided with 

a single scenario about a fictive organization looking to hire. It will include descrip-

tions of the post to be filled and the organizational recruitment criteria. Participants 

will be further instructed that they will have to decide whether to pre-select potential 

candidates based on these criteria and that, in Blocks 2 and 3, this decision will have 

to be based on a DSS agent’s recommendations (see Figure 2). 

 

Figure 2. Experimental design 

Experimental conditions. In all conditions, participants will have to decide whether 

to pre-select a candidate based on these recruitment criteria: without the input of the 

DSS agent in Condition 1, with partial information provisioning from the DSS agent 

in Condition 2 (decision suggestion and each criterion scores) and with complete 

information provisioning in Condition 3 (decision suggestion, each criterion scores 

and details on how the decision was made). The experiment will always start with 

Condition 1, while the other two will be randomized per participant. 

Stimuli presentation. Participants will be given 15 minutes to read the scenario be-

fore the experimental task. In Block 1, they will have 5 minutes to read each candi-

date profile and 1 minute to indicate whether to select them by indicating yes or no on 

the screen. In Blocks 2 and 3, a first message from the DSS agent will appear via a 

chat window informing participants that profile N is currently being evaluated. The 

report, including the agent’s recommendation, will be displayed 10 seconds later. The 

message and the report will be customized with the candidate’s name to make it more 
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realistic. Participants will have 1 minute to read the report and decide whether they 

agree with the DSS agent’s decision by selecting yes or no. After each trial, a 3-

seconds fixation cross will be displayed, and a 1-minute video will be shown between 

each block to return participants to a baseline state. The experiment will last 1 hour. 

Experimental protocol. The task will be administered using the Wizard-of-Oz meth-

odology [7], a paradigm that stimulates interactions and investigates users’ responses 

with hypothetical systems [8]. The methodology’s critical success factor is that partic-

ipants must assume that they interact with a fully operational intelligent agent [7]. The 

experimenter will thus perform online chat practice sessions with the team member 

acting as the Wizard to make the interactions convincing. 

Measures 

Neuropsychophysiological measures of the sense of agency. Electroencephalog-

raphy (EEG) data will be recorded continuously at 512 Hz using a 32-channel EEG 

(Brain Products GmbH). Theta (θ) band activity in the premotor and parietal cortices 

will be measured as an index of the modulations of the sense of agency. Studies have 

found stronger activation of the theta brain wave frequency associated with learning, 

memory, intuition, and concentration over the brain areas linked with decision making 

(i.e., left frontal areas of the premotor cortex), illustrating that the more an individual 

feels in control of their own actions, the more these areas are activated [9]. By con-

trast, during the experience of a low sense of agency, previous research found strong-

er activation of the theta wave over the regions of the brain associated with intuition 

and social interactions (i.e., temporo-parietal areas of the right posterior-parietal cor-

tex). These responses indicate that the more an individual tends to attribute specific 

actions to another, the more these brain areas are activated [10]. This will allow infer-

ring the effect of the different levels of information provisioning on participants’ 

feelings of being in control, potentially reflecting various levels of the feeling of 

agency [9]. Moreover, a previously validated nine-point scale will be used to assess 

perceptions of the sense of agency following each block [11]. 

 

Psychophysiological measures of trust. Research has shown that the experience of 

emotions is associated with the activation of the central nervous system [12], which 

manifests as variations in electrodermal activity (EDA). EDA is considered as the 

consequence of the direct mediation by the sympathetic branch of the autonomic 

nervous system, especially during social interactions, as in the case of human interac-

tion with avatars [13], which can be inferred to transfer over to intelligent agents as 

autonomous avatars. In the context of collaborative decision-making, lower EDA 

activity is an indication of lower activation of the central nervous system, which can 

be inferred as indicating a higher level of trust towards the opposite team member, 

and therefore, the willingness to delegate decisions. EDA activity will thus be record-

ed continuously to extract Skin Conductance Levels as autonomic nervous system 

measures associated with emotional arousal and, thus, a change in trust or the onset of 
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trust-based decision [12]. Post-hoc synchronization of the physiological data will be 

applied via the COBALT software [14–16]. Additionally, a previously validated visu-

al analog scale will be used to record subjective measures of trust after each trial with-

in Blocks 2 and 3 of the experiment [17].  

Anticipated analysis 

EEG Data. Spectral power analysis will be performed in the θ (4-8Hz) frequency 

band [9]. For Block 1, trials will be separated into one epoch: decision confirmation 

(1000 ms before and 1000 ms after participants confirmed their decision by pressing 

the corresponding keyboard key). For Blocks 2 and 3, trials will be separated into 

three epochs: (1) trial beginning (500 ms before and 9000 ms after message #1), (2) 

feedback processing (500 ms before and 9000 ms after the DSS agent’s reports dis-

play) and (3) decision (1000 ms before and 1000 ms after participants’ decisions con-

firmation). Analyses will be performed using a permutation test statistical analysis, 

and post-hoc tests will be applied using False Discovery Rate (FDR) correction for 

multiple comparisons. Differences between conditions will be assessed with paired-

sample t-tests. 

 

EDA Data. Skin Conductance Levels raw data will be standardized into participant-

level z-scores and statistically analyzed using a general linear model regression with 

random intercept after outlier removal (mean +/- 3×SD). Differences between exper-

imental conditions will be assessed with paired-sample t-tests. 

 

Perceptual Data. The visual analog scale used to assess perceptions of trust will be 

first converted to 0-100 and then averaged per participant and condition. The sense of 

agency scores will be averaged per participant and condition. Differences between 

experimental conditions will be assessed with pair-sampled t-tests for both measures. 

Preliminary Suppositions, Expected Contributions and Future Directions 

Preliminary Suppositions  

It is postulated that, in the specific context of human-machine collaborative decision-

making and delegation, and when provided with complete information by a DSS 

agent, there will be a stronger activation of the theta frequency band over the left 

frontal areas of the premotor cortex, signifying a stronger sense of agency. Moreover, 

there will be a lower activation of EDA activity, indicating a lower activation of the 

sympathetic branch of the central nervous system and, therefore, a lower level of 

emotional arousal, which will be inferred as illustrating a higher level of trust towards 

the DSS agent. Similarly, the self-reports upon the perception of agency and trust will 

be higher. Upon triangulation and verification of these findings, if a positive correla-

tion is found, it will be inferred that the participants have a high likelihood towards a 

willingness to delegate the selection of personnel to a DSS agent in the context of 

collaborative decision-making.  
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Reporting these results would allow a more profound discussion pertaining to in-

formation provisioning methods and ways in which the concept of situation awareness 

can be applied to inform the design of DSS agents to produce the optimal human-

machine team circumstance. Moreover, they will demonstrate that the development of 

a shared SA model between humans and machines can contribute to combating bias 

through the reduction in information uncertainty.  

Positive findings would further demonstrate that it is possible to integrate DSS 

agents into the HRM hierarchy as potential trusted team members with the ability to 

select candidates. Thus, allowing to infer that a balanced collaboration between hu-

man and machine is possible, beyond the common fear of complete replacement and 

into the spheres where HRM is augmented through these technologies.  

Implications for research and practice  

This proposal will first contribute to the field by developing a more holistic view of 

HR managers and their interactions with DSS agents. The findings will further add to 

the literature on decision delegation by analyzing managerial willingness to delegate 

decisions to artificially intelligent technologies. Furthermore, they will bring a new 

perspective to HRM by utilizing the SA model as a proposed approach to reduce 

information uncertainty in human-machine teaming. It will demonstrate the im-

portance of information transparency on agency and trust in human-machine teaming 

and collaborative decision-making with respect to this proposition.  

Leveraging the potential provided by DSS is a key value driver for HRM efficien-

cy and effectiveness. Based on these findings, this research proposal will suggest 

guidelines for developing DSS agents for HR, using the SA-information provision 

design to allow for greater transparency of information with regard to personnel re-

cruitment. 

Future Directions 

While this study was developed with EEG and frequency analysis in mind, a poten-

tially stronger route to testing the influence of the perception of agency and trust on 

the willingness to delegate personnel selection decisions to DSS agents would be 

through the use of functional magnetic resonance imaging (fMRI). The use of such 

technology would allow pinpointing with exactitude the brain areas directly responsi-

ble for decision-making and decision delegation, potentially leading to more fruitful 

EEG studies investigating the temporal aspects of these factors. With minor altera-

tions to the experimental design, fMRI would further allow identifying the brain areas 

associated with trust in relation to decision-making and decision delegation in the 

context of unreliable information provision (i.e., when the DSS agent gets it wrong). 
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Abstract. Since many years, retailers have tried to leverage the benefits of e-

commerce by transferring concepts of online shops into retailing. However, 

shopping experience in physical stores is different from the one in online shops 

due to potential stress factors arising in-store. Two previous scientific works fo-

cused on unobtrusively detected customers’ perceived stress in order to provide 

tailored mobile services in real-time. The purpose of this paper is to assess the 

adoption of the envisioned stress-based smart retail service amongst potential 

customers. The results show that tailored services are perceived positively and 

thus, have the potential to contribute to an enhanced shopping experience.   

Keywords: retailing · stress-based services · technology adoption study 

Introduction 

For years, retailers have been driven by the trend towards digitization, especially 

since the growing omnipresence of mobile devices in our daily lives [1,2]. However, 

the shopping experience in physical stores differs from the one in online shops. This 

is due to the fact of arising stress factors such as long queues at the checkout, distanc-

es to walk to the products or limited time to shop [3]. Thus, customer's receptiveness 

for various services during shopping fluctuates. Additionally, studies have shown that 

perceived stress is one of the most influential factors in causing customers to abandon 

the purchasing process [4,5,6]. Nonetheless, to measure customers’ stress during 

shopping in real-time and providing tailored mobile services is still an ongoing chal-

lenge. Previous work presents a potential methodological basis for a stress-based 

smart retail service (SBRS). The aforementioned basis shows that perceived stress 

during shopping can be identified in real-time through the combination of machine 

learning (ML) and neuroscientific methods [7]. The results revealed that ML is a 

valuable tool to predict perceived stress with an accuracy of 79.5 % by classifying 

customers’ stress level, analyzing unobtrusively measured heart rate (commercially 

available health sensor) and movement data (smartphone sensor). Follow-up work 

introduced a prototype of the envisioned SBRS providing two different services based 

on the individual’s stress level [8]. However, to provide more value to individual 

customers in retailing, we need to have a better understanding on how customer be-

havior is affected by such new digital technologies and how smart retail services need 

to be adapted in response. Prior to this, there is a need for analyzing how customers 
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would adopt such a service. This paper aims to do so by conducting a study to assess 

the adoption of the aforementioned SBRS amongst potential users. The paper ad-

dresses the following research question: How would in-store customers adopt a smart 

retail service providing tailored mobile services in real-time based on individual 

stress level in shopping environments? 

State-of-the-art 

Radhakrishnan et al. [9] emphasize that real-time mining methods using sensors from 

personal mobile and wearable devices for data analysis purposes can enhance in-store 

shopping experience. Sensor- and vision-based technologies such as camera and ro-

bots can be individually combined in order to personally identify individual customer 

characteristics (e.g. gestures, speech) [10,11,12]. Furthermore, sensor-equipped robots 

can interact with customers and adapt to their behavior such as providing assistance 

[10]. Kowatsch and Maass [3] have presented that mobile recommendation agents 

(MRAs) increase the value of product information in physical stores. There exist 

publications introducing recommendation systems for supermarkets, fashion and 

electronic stores [13, 14, 15]. Further technologies, such as store navigation and prod-

uct locators add value in the context of retailing [16]. However, there are only few 

approaches making emotions a subject of discussion. A previous work of the authors 

presents a new and unique approach, i.e. a stress-based smart retail service (SBRS) 

focusing on customers’ perceived stress level during shopping. Perceived stress is 

proven to have a negative effect on customer purchase behavior, perceived shopping 

experience, and consequently on customer satisfaction and the success of the store.  

Stress-based Smart Retail Service 

The introduced SBRS consists of a mobile app designed for collecting acceleration 

data from a mobile phone and unobtrusively measured heart rate data from a smart-

watch during shopping [7]. The app recognizes when the customer enters the store 

(e.g. through visible light communication), the heart rate and acceleration data is 

constantly sent to the backend in an encrypted and anonymized format to guarantee an 

adequate level of privacy protection [7]. In the scope of the backend, the heart rate 

stream as well as acceleration data is analyzed with the help of ML to find patterns in 

the data and classify the customer into the  two classes stressed and relaxed [7]. For 

the classification, the integrated ML model extracts mean acceleration and mean heart 

rate values of 60-seconds windows as well as significant time series characteristics 

from the heart rate curve to then analyses the data doing binary classification. Various 

ML models have been used for classification task to then focus on the best-

performing model. Based on the results, the SBRS provides individually tailored 

services in real-time. If the customer is classified as stressed, additional help during 

shopping by finding products is provided. If the customer is classified as relaxed, the 

service introduces recommend products fitting to the customer’s preferences and 

shopping list [8].   
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Method 

The experiment consists of two parts: (1) playing through pre-defined shopping sce-

narios (equipped with an unobtrusive heart rate sensor and mobile phone), and (2) two 

paper-and-pencil questionnaires regarding the perception of the shopping scenario and 

the adoption of the additionally presented SBRS. The SBRS that is tailored to the pre-

defined shopping scenarios is described in form of short stories as part of conceptual 

models. The study consisted of 100 participants in total aged between 18 and 30 years 

(female = 63, male = 37). Both groups received a short description about the envi-

sioned situation-specific smart retail service and its functionalities that is mapped to 

the shopping situation they just played through. Furthermore, the participants have 

been informed that using the service would involve having to wear a sensor (such as 

smartwatch).     

Tab. 1. To-be Narratives for Group 1 (N = 50) and Group 2 (N = 50) 

To-Be Narrative Group 1: Relaxed shopping scenario 

 It is Friday afternoon and you want to enjoy your evening by having a 

dinner. You decide to go to the supermarket to buy some food. You 

have a shopping list for your purchase. After arriving at the supermar-

ket, you put all the products on your list into the shopping cart and look 

for additional products that might attract your attention. While strolling 

through the store, the situation-specific smart retail service on your 

mobile phone analyses your stress level and recognizes that you are 

relaxed and strolling around. The situation-specific smart retail service 

on your mobile phone gives you a notification: “Check your recom-

mendations”. Based on your shopping list and your preferences, the 

service recommends you a bar of chocolate “fine dark”.  

To-Be Narrative Group 2: Stressed sopping scenario 

 

 

It is Friday evening. Some friends are going to visit you at 8 pm and 

you totally forgot to prepare something. You do not have anything to 

eat at home. You decide to go to the supermarket to buy some food. 

You prepared a shopping list before going to the store. When you 

arrive at the supermarket, you see that you have only 3 minutes left to 

make your purchase before the supermarket closes. You run into the 

supermarket and start putting the products from your shopping list into 

the shopping cart. You try to find canned food from the brand “Sonnen 

Bassermann”, but you are not able to find it. The situation-specific 

smart retail service analysis your stress level and recognizes that you 

are stressed. It sends a notification to your smartphone: “Do you need 

help?”. You checkmark “Sonnen Bassermann” on the list and the 

service provides the information on where to find the product.  

 

Conceptual models are means by which a designer expresses his or her own under-

standing of an envisioned information system such as the SBRS [17]. Studies have 

shown that the more structured a conceptual language is, the better the mental repre-

sentations are [18]. For evaluation of the shopping scenarios, the subjects played 

through the pre-defined as-is narratives in a laboratory supermarket setting to then 
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answer questions about the perceived stress, and confusion caused by the store layout. 

The difference between the relaxed shopping situation (group 1) and the stressful 

shopping situation (group 2) is that in group 2, participants were given two shopping 

stressors which were identified by [19], namely a product from the list not available 

on the shelves and a time restriction. To assess the participants’ perceived stress dur-

ing the played-through shopping scenarios, we designed the first survey adopting 

constructs from shopping stress [20,21,22], shopping excitement [23], and confusion 

about the store layout [24]. In a second part, we aimed to assess individuals’ percep-

tions of the envisioned SBRS with respect to its potential adoption into their shopping 

routines. For this, each participant received a to-be narrative describing the SBRS 

service tailored to their shopping scenario they played through based on the group 

they belong to (relaxed or stressed, see table 1). For the second survey, we adopted 

constructs from situation-service-fit (SSF) [26], behavior-service-fit (BSF) [25], per-

ceived usefulness (PU) [26], flexibility of the service (FoS) [27], intention to use (ItU) 

[27], attitude towards usage (AtU) [27], as well as general technological affinity of 

the user [28]. All responses were measured on 7-point Likert scales (1 = strongly 

disagree, 7 = strongly agree). 

Results 

The results show that group 1 significantly perceived the shopping situation less 

stressful than group 2. Furthermore, the groups did not differ concerning shopping 

excitement with group 2 having a higher (but still insignificant) rating value than 

group 1. Moreover, the groups differed concerning confusion about the store layout 

with group 1 having a lower rating value than group 2.  

 

Tab. 2. Item Analysis of the Questionnaire Survey of Group 1 and Group 2 (Welch’s t-test).  

 

CONSTRUCT 
# OF 

ITEMS 

INTERNAL CON-

SISTENCY MEAN ST.DEV (SD) SKEW 

  G1 G2 G1 G2 G1 G2 G1 G2 

P
a

r
t 

1
 Shopping Stress 6 .88 .86 2.52 4.42 1.07 1.20 .83 -.82 

Shopping Excitement 3 .77 .78 4.44 4.59 1.18 1.10 -.57 -.73 

Confusion in store 

layout 2 .81 .96 2.84 3.93 1.47 1.77 1.09 -.14 

P
a
r
t 

2
 

Situation-Service Fit 1 - - 4.70 4.96 1.46 1.37 -.56 -1.32 

Behavior-Service Fit 1 - - 4.98 4.92 1.56 1.60 -.17 -.14 

Perceived Usefulness 2 .81 .81 4.64 4.66 1.29 1.15 -.87 -.57 

Flexibility of Service 1 - - 4.86 4.86 1.03 .95 -.41 -.76 

Intention to Use 3 .93 .96 4.35 4.05 1.60 1.59 -.51 -.02 

Attitude towards 

Usage  3 .95 .90 4.63 4.48 1.43 1.22 -.74 -.51 

Technical enthusiasm 2 .87 .83 5.06 5.00 1.33 1.26 -.42 -.45 
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Second, each subject had to assess the envisioned SBRS. All constructs for the two 

groups were rated with mean values  4 and negative skew values, which both are 

indicators for an overall positive rating of the SBRS. In group 1, participants rated 

BSF the highest with a mean of 4.98. Furthermore, SSF, PU, FoS, ItU, and AtU are 

rated positively with ItU rated the lowest with a mean of 4.35. For group 2, a similar 

picture emerges with highest mean for SSF (4.96) and BSF (4.92) and slightly lower 

mean values for BSF and ItU compared to group 1. The mean values for SSF, PU, and 

AtU are slightly higher compared to group 2.  

Discussion and  Implications 

The goal of this paper was to analyze how users adopt the envisioned stress-based 

smart retail service (SBRS) tailored to the user’s stress level while shopping in-store 

(RQ). We first applied a laboratory experiment where we designed two shopping 

scenarios – relaxed and stressful – to simulate pre-defined as-is situations based on 

literature in the scope of in-store shopping. Then, the participants of the laboratory 

experiment had to complete two paper-and-pencil questionnaires so that a) the per-

ceived stress level of the participants during the shopping scenarios and b) the adop-

tion of an envisioned SBRS providing tailored services in real-time. The analysis 

results of the study and the questionnaire have shown the success of the intention of 

creating relaxed and stressful shopping scenarios. Regarding the questions for adop-

tion of the SBRS, we see that both groups answered all questions with a mean value 

>4, indicating that the SBRS was assessed positively and that customers would wel-

come different services tailored to different shopping situations. This is supported by 

the fact that SSF, BSF and FoS were rated the highest. Even though the participants of 

the relaxed group rated the service more positive than the stressed one, the difference 

is not significant. Thus, we can assume that customers being stressed might need 

services specifically tailored to their sopping situation. The analysis results also show 

that the SBRS reacting to the stress level of customers in real-time is a hot topic in the 

NeuroIS community [29,30,31,32,33]. By classifying customers with respect to their 

stress levels, retailers have the potential to create an interactive shopping experience 

and improve customer loyalty by providing suitable services. The envisioned SBRS 

could enable applications such as: (a) targeted and customized advertisement: e.g. 

new product launch; (b) proactive retail help: a shop assistant to help customers find-

ing products or recommendations for additional products suitable for purchases in the 

shopping list. However, it has to be mention that the use of information and commu-

nication technologies itself can constitute a source of stress, namely digital stress. 

Thus, it is possible that the SBRS might cause stress [33,35,36].  

Conclusion and Future Work  

Despite the fact that the stress-based smart retail service (SBRS) was rated positively 

and thus, provides multiple advantages not only for retailers but also for customers, 

they need to be motivated to use the SBRS, i.e. download the app and use it. For in-

stance, retailers have the option to provide incentives (discounts or vouchers) for the 
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initial sign-in. Moreover, the fact that the SBRS is supposed to be privacy-friendly 

can attract users. In this context, taking adequate measures to ensure data security as 

well as privacy is crucial. This paper serves as a first evaluation of the SBRS. Due to 

the exploratory nature of this work, several limitations need to be overcome by future 

research. We used narratives to present the envisioned SBRS. In a next step, the ser-

vice is planned to be assessed in practice to compare the results to the ones presented 

in this paper. For this, we plan to conduct a laboratory study where the ML-based 

service will be integrated into a mobile phone. The recruited subjects wearing unob-

trusive heart rate sensors and carrying the mobile phone will be able to use the in-

stalled service in the pre-defined shopping scenarios to then evaluate the service. 

Thus, additional constructs such as perceived ease of use [27] can be assessed too. 

Furthermore, focusing on additional shopping scenarios and generating new services 

based on perceived stress is also a topic of future work. In addition, it should not be 

neglected that the SBRS itself might be a source of stress (technostress) and thus, 

constitutes a potential limitation and deserves future investigation.  
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Abstract.  Research methods to better understand the habituation process of individuals' re-

peated task performance are constantly improving. However, data collection methods from a 

longitudinal perspective have been overlooked. Thus, the aim of this study is to explore the 

feasibility of collecting psychophysiological data remotely over several days. Through a five-

days longitudinal study, behavioral data, facial emotions, and electrodermal activity were col-

lected remotely. Behavioral results revealed that consumers tend to improve their performance 

in executing the tasks over time, regardless of their difficulty levels. Psychophysiological data 

showed that negative emotions were experienced by participants on Day 3 and tend to decrease 

on Day 5. Thus, it is possible that the novelty of the first remote session on Day 1 prevented 

participants from expressing negatives emotions even if they found the tasks difficult. This 

study highlights potential limitations of cross-sectional studies investigating the habituation 

process and validates the feasibility of conducting longitudinal psychophysiological data col-

lection remotely in a naturalistic setting.  

Keywords: longitudinal study · remote data collection · NeuroIS· psychophys-

iological · habituation · facial expressions · electrodermal activity 

Introduction 

There is a growing literature in behavioral sciences and human-computer interaction 

(HCI) research investigating how individuals learn through the execution of repetitive 

tasks [1, 2]. It emerges that continuous experience with a task or a technological arti-

fact leads to a habituation effect defined as “well-learned action sequences, originally 

intentional, that may be activated by environmental cues and then repeated without 

conscious intention” [3]. To better capture unconscious states of individuals’ minds 

that characterized the habituation process, authors have started to integrate neurophys-

iological tools such as fMRI and eye tracking [4, 5]. Although the methods for evalu-

ating the habituation process are constantly being refined, the context in which these 

studies seem to be conducted still limits our understanding of the phenomenon. In-

deed, most research in the domain has used cross-sectional studies, not allowing ob-

serving the evolution of the habituation process over time. Interestingly, Vance et al. 

[6] were the first to measure habituation through neural activity by adopting a longi-

tudinal perspective. Nevertheless, the authors were only interested in the cognitive 

aspect of habituation. The affective state of individuals is also important to inform 

mailto:%7d@springer.com
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habituation formation since it reveals information about their satisfaction during the 

task and tell us about its effectiveness [3, 7]. Moreover, to counteract the lack of eco-

logical validity often criticized in laboratory studies, new methods for remote data 

collection must be developed [8, 9]. Indeed, collecting data in more natural settings 

could counteract some of the challenges faced by longitudinal studies. For instance, it 

could reduce the systematic attrition bias, especially for research focusing on partici-

pants for whom travelling to lab can be more challenging (e.g., people with disabili-

ties) [10]. Therefore, more research is needed in the development of longitudinal data 

collection methods evaluating the behavioral and affective dimension of the habitua-

tion process.  

 

Thus, the aim of this study is to explore the feasibility of collecting psychophysiolog-

ical data remotely over several experimental sessions. Precisely, over five days, we 

have investigated if it was possible to collect behavioral and affective data related to 

individual participants’ habituation process. To perform this study, psychophysiologi-

cal data were collected during the execution of an N-back task (i.e., memory task 

where participants have to detect green squares that appeared in N-positions before) 

with four levels of complexity [11]. Participants’ behavior (i.e., task performance) 

was used to infer their habituation process over the experiment sessions. Moreover, 

psychophysiological emotional valence and arousal were measured via Automatic 

Facial Expression Analysis (AFEA) and electrodermal activity (EDA), respectively, 

and synchronized with a cloud-based software analysis platform. Psychophysiological 

data is an interesting complement to behavioral data since it can overcome social 

desirability bias. This study is timely and relevant since the Covid-19 pandemic and 

work-from-home policies have created great challenges in the pursuit of laboratory 

studies. One of the main insights from this health crisis was the urgent need for sci-

ence to adapt to various situations [8, 12]. Thus, this research makes methodological 

contributions for researchers in conducting longitudinal studies with psychophysio-

logical data collected remotely. Finally, this research allows the collection of data in 

naturalistic settings. This is particularly important for accessibility-related research, 

where bringing participants into the lab may be more difficult [13]. Therefore, the 

development of remote methods allows for more inclusiveness in the conduct of re-

search. 

Methodology 

Design, Participants, and Context 

This longitudinal study used a 5 (Time: 1 vs. 2 vs. 3 vs. 4 vs. 5) x 4 (N-back task 

complexity levels) within-subjects design. Nineteen participants (8 women, age 

M=53, SD= 13.7) took part in this five-day study conducted remotely at their home.  

On Days 1, 3 and 5, physiological and behavioral data was collected with the help of 

a moderator. On Days 2 and 4, only behavioral data was collected without a modera-

tor.  
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This study was approved by the Research and Ethics Board of our institution and was 

part of a larger project investigating the impact of habituation in an online transac-

tional banking experience. This paper focuses on the N-back tasks performed before 

and after the banking task.  

Apparatus and Instruments 

Participants’ facial expressions were captured by their personal computer webcam via 

the Remote Liveshare Moderated Testing features of the Lookback.io (Montreal, 

Quebec) platform. EDA was measured using the COBALT Bluebox, a custom low-

cost psychophysiological sensing device based on the BITalino hardware [21], [24, 

254], [27]. To capture the changes of skin conductance response (SCR), two sticky 

sensors were self-placed by the participant on his/her non-dominant hand.  

Measures and Data Post-Processing 

Behavioral data was measured as a percentage of successful hits in the first and sec-

ond daily sessions of the N-back task. Data was aggregated by task difficulty level 

and by the task day by combining the performance of the two daily sessions together. 

The same was done for psychophysiological data measured during the first and sec-

ond daily sessions of N-back tasks. Psychophysiological emotional valence was 

measured using AFEA, an unobtrusive method used in research and industry to assess 

humans’ facial emotions via low-cost camera with minimal video resolution of 

640x480 pixels. Participants’ face video recordings were post-processed by the scien-

tifically validated AFEA software program Noldus FaceReader [14, 15]. This soft-

ware detects and classifies 6 basic emotions (i.e., happiness, anger, disgust, sadness, 

fear, and surprise) according to the Facial Action Coding System [16]. Noldus Fac-

eReader also computes an emotional valence metric based on the difference of the 

intensity of the positive emotion of happiness and the most prominent negative emo-

tion detected.  

 

Psychophysiological emotional arousal was measured via the COBALT Bluebox [24, 

25], [27]. We analyzed the phasic changes of SCR and we obtained z-score from the 

EDA data [21]. Finally, psychophysiological emotional valence and arousal were 

post-processed and synchronized using the COBALT Photobooth cloud-based soft-

ware analysis platform [17, 18], [26]. This software manages the latency between the 

two measures and determines a combined metric with one second precision in relation 

to the state of the stimulus.  

Experimental Task and Protocol 

One day before the start of the data collection, participants were asked to complete a 

consent form. All participants received a COBALT Bluebox at their home and had to 

use their personal computer. Moreover, a moderator explained to the participants how 

to install the tools (e.g., Bluebox sensors) and how to open the online platform Look-
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back. To ensure that the self-installation went properly, we followed the guidelines 

proposed by Vasseur et al. [12] and Giroux et al. [8]. These guidelines have been used 

in several studies that have demonstrated its validity [19-21]. Every day, participants 

were asked to complete the N-back task with 4 increasing levels of difficulty. In these 

tasks, participants had to perform a memory task where they had to detect green 

squares that appeared in N-positions before. They had to click on [M] when the green 

square appears in the same position and on [X] when the position was different. After 

the fifth day of the experiment, all participants received a financial compensation and 

were instructed to send back the COBALT Bluebox to our lab.  

Analysis 

To analyze behavioral data, we performed four cumulative logistic regressions (i.e., 

one per task difficulty level) modeling the probability of the Number of successful hits 

having higher ordered value over the five Task days. We also modeled the interaction 

between Task difficulty levels and Task days. To analyze the psychophysiological 

data, we performed two linear regressions with random intercept model on the de-

pendent variables of Psychophysiological emotional valence and Psychophysiological 

emotional arousal, with Task difficulty levels and Task days as independent variables. 

Finally, p-values were adjusted for multiple comparisons using the method of Holm-

Bonferroni [22].  

Results 

Behavioral Results 

The number of participants who did the second daily session, as contrasted with the 

first one, tended to decrease over days (see figure 1). As observed in Figure 1, behav-

ioral results demonstrate that higher task difficulty level (i.e., Level 4) led to less 

successful hits than lower task difficulty (i.e., Levels 1, 2, and 3). Moreover, our cu-

mulative logistic regression on the Number of successful hits revealed a significant 

effect of Task days in Task difficulty levels 1 (β = 0.3865, p = 0.0001), 2 (β = 0.5183, 

p = 0.0001), 3 (β = 0.4138, p = 0.0004), and 4 (β = 0.3702, p = 0.0009). The effect of 

Task days on the Number of successful hits did not differ significantly among the Task 

difficulty levels. 

Psychophysiological results 

Linear regression on Psychophysiological emotional valence revealed a significant 

effect of Task days. Participants’ psychophysiological emotional valence in response 

to the N-back task decreased between Days 1 and 3 for Task difficulty level 1 (β = 

0.1396, p = 0.0344) and Difficulty level 3 (β = 0.1396, p = 0.0199). Although not 

significant, psychophysiological emotional valence seems to have increased between 

task days 3 and 5. As for Psychophysiological emotional arousal, our regression 

showed no significant effect of Task days, although there was a trend indicating lower 
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EDA throughout the task Days 1, 3, and 5, for each task difficulty level (see Fig-

ure 1).  

Discussion 

The behavioral data of our feasibility showed a significant positive linear relationship 

between task days and task difficulty levels, which indicates that participants con-

stantly improve their performance over days. Therefore, it is possible to infer that as 

the days go by, participants do develop a certain level of habituation with the task. 

Conversely, our psychophysiological data revealed that the negative emotions ap-

peared only on Day 3 and tend to decrease on Day 5. The fact that participants had 

more difficulty with  
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the task on Day 1 but without expressing negative facial emotions may be explained 

by the habituation process of the remote experiment procedures themselves. Indeed, it 

is possible that the novelty of the first remote session prevented participants from 

expressing the emotions that they were experiencing during the task, which can be a 

threat to cross-sectional studies.   

 

As a first contribution, our study shows the feasibility of our methodology for collect-

ing longitudinal psychophysiological data remotely. However, not all participants 

completed the second task session of the day in the unmoderated test days. Therefore, 

the moderated tests may have contributed to the achievement of the second session of 

the day [22]. This means that researchers should provide more detailed explanations 

for participants when the sessions are not moderated to maximize the completion of 

tasks.       This contribution may lead to more flexible psychophysiological data col-

lection in a naturalistic environment without compromising validity and reliability [9]. 

As a second contribution, we provide some preliminary guidelines for researchers 

who want to study habituation over several days.  We suggest that researchers should 

be careful with the interpretation of psychophysiological data in the first session due 

to participants’ habituation to the experiment procedures. Researchers may also want 

to conduct one or few remote practice sessions in the beginning of a longitudinal 

study to familiarize the participants with the protocol and better capture their psycho-

physiological reactions to the tasks.  

 

Our study is not without limitations. The duration of our longitudinal study was lim-

ited to five days, with two of them being unmoderated, which may have decreased 

participation rate during these sessions. More research should apply our methodology 

in longer time perspectives, especially for more complex tasks. Furthermore, since the 

data collection was done at home, we did not control for the time-of-day participants 

performed the task. Therefore, their energy level could vary, which could potentially 

have affected the results. Finally, we hope that our methodological innovation will 

encourage multidisciplinary research domains to conduct longitudinal studies on ha-

bituation, learning and rehabilitation, which can have the benefit from being experi-

enced in naturalistic settings like users, students, workers, or patients’ home [13]. 
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Abstract. The aging population brings a drastic increase in age-related condi-

tions that affect cognition. Early detection of cognitive changes is important but 

challenging. Standard paper-and-pencil neuropsychological assessments of cog-

nition require trained personnel and are costly and time-consuming to adminis-

ter. Moreover, they may not capture subtle cognitive impairments associated 

with aging and age-related disorders that impact activities of daily living. Eye-

tracking during cognitive tasks has been demonstrated to provide sensitive met-

rics of cognitive changes in mild cognitive impairment (MCI) and dementia. 

However, the eye-tracking studies with older adults and individuals with cogni-

tive impairment to date have utilized specialized and decontextualized cognitive 

tasks rather than everyday activities. We propose to examine the feasibility and 

utility of web page interactions, search query characteristics, eye-tracking, and 

mouse-movement-derived measures collected during everyday web search tasks 

as a metric for cognitive changes associated with healthy and pathological ag-

ing. 

Keywords: Cognitive impairment, Eye-tracking, Web search  

Introduction 

Human longevity has increased dramatically over the past century, reshaping the 

population in fundamental ways. In the United States, this aging of the population, 

resulting from reduced birth rate and increased longevity, has significant social and 

economic consequences [1]. With population aging comes a drastic increase in the 

incidence and prevalence of age-related conditions that affect cognition such as stroke 

and other vascular pathologies, mild cognitive impairment (MCI), and dementia. In 

2020, the prevalence of Alzheimer’s disease in the United States was over six million 

individuals, whereas the prevalence of MCI was over twelve million individuals [2]. 

It is estimated that 15% of individuals with MCI develop dementia after only two 
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years [3], and that a third of individuals with MCI develop Alzheimer’s dementia 

within five years [4]. Projected increases in the number of individuals living with 

dementia and MCI will impact disease burden in the United States, placing stress on 

individuals, families, healthcare resources, and social and economic structures [2, 5].  

Clinical researchers agree on the importance of early detection of functional 

cognitive impairments in older adults; however methods to capture and meaningfully 

characterize these impairments are lacking [5]. The majority of studies examining 

neuropsychological functions in healthy aging and age-related disorders use standard 

assessments that may fail to capture subtle cognitive impairments in everyday 

activities. Eye-tracking (including pupillometry) during cognitive tasks has been used 

as a sensitive metric for cognitive changes in MCI and Alzheimer’s dementia [6]. 

However, the eye-tracking studies with older adults and individuals with cognitive 

impairment to date have typically utilized decontextualized cognitive tasks rather than 

everyday, functional activities. There is a great need for research evaluating how age-

related and pathological changes in cognitive function manifest in more ecologically-

valid tasks and contexts such as technology use. In addition, studies have shown that 

measures derived from computer usage, specifically mouse movement patterns, hold 

potential as biomarkers of MCI and dementia [7, 8].  

Nearly 70% of all seniors in the United States have internet access, with the 

highest rate (over 80%) among older adults aged 65-69 [9]. Given the pervasiveness 

of web use in the everyday lives of older adults, human interactions with websites 

represent an important functional context for examining behavior patterns associated 

with aging and age-related disorders. We propose a study examining the feasibility 

and utility of collecting web use behavior data (web search task performance, mouse 

movements, and eye-tracking measurements during web searching) as markers of 

cognitive status in healthy and pathological aging.   

Related Work  

Computer Use, Mouse Movements, and Dementia 

General computer usage has been investigated as a potential indicator of dementia. 

For example, interaction data collected on four representative computer tasks (file 

navigation, document editing, email, and web browsing) was shown to differentiate 

individuals with and without cognitive impairment [8]. Individuals with cognitive 

impairment were generally slower, entered less text, and had more frequent mouse 

clicks, though the distance of mouse movements resembled individuals without cogni-

tive impairment. The last finding is in partial contrast with another study that found 

participants with MCI made fewer but more variable mouse movements, were less 

efficient, and took longer pauses [7].  

Web searching is one of the common everyday activities of Internet users. Verbal 

expression, including the expression of information needs in textual queries, is con-
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sidered a differentiator between cognitively healthy adults and those with cognitive 

impairments. A longitudinal study (conducted over a six-month period) with 42 par-

ticipants found that older adults with lower cognitive function repeated more terms 

and used more typical English words in their queries [10]. 

Eye-tracking Measures and Dementia 

Eye-tracking (including pupillometry) is an attractive technology for detecting 

cognitive impairment, and it has been used as a sensitive metric for cognitive changes 

in MCI and Alzheimer’s dementia. Thus far, most eye-tracking studies have em-

ployed cognitive tasks that, by design, tested specific cognitive functions, most often 

memory. For example, visual paired comparison tasks  [11, 12] and attention/memory 

for objects in visual stimuli [6] were shown to be correlated with neuropsychological 

measures. Other research has demonstrated differences between individuals with 

amnesic and non-amnesic MCI on an anti-saccade task [13]. There is a lack of studies 

that demonstrate the feasibility of eye-tracking measures as a diagnostic marker for 

MCI and/or dementia. Our proposed study aims to bridge this gap in the research. 

Neuropsychological Assessments in Aging & Age-Related Disorders 

Distinguishing between cognitive changes associated with typical aging and those 

that are indicative of age-related disorders can be challenging [14]. In typical aging, 

changes in cognition can be mediated by a variety of factors, such as level of educa-

tion [14, 15], and researchers have documented increased heterogeneity in perfor-

mance on various cognitive tasks, such as those assessing attention, executive func-

tioning, and some non-verbal abilities [16]. This heterogeneity makes the distinction 

between early pathological and non-pathological cognitive changes in older adults 

particularly challenging.  

Early and accurate detection and characterization of cognitive changes is essential 

for providing individuals with appropriate clinical care [15]. Many studies have em-

ployed neuropsychological assessments to establish distinct profiles of performance 

for typically aging individuals and individuals with age-related disorders. For in-

stance, constellations of cognitive deficits have been established in Alzheimer’s de-

mentia, including impaired performance on assessments of semantic knowledge, epi-

sodic memory, and executive functioning [17]. Although neuropsychological assess-

ments are well suited to detect frank cognitive deficits, they may not be sensitive 

enough to capture the subtle changes in abilities that impact activities of daily living 

in individuals with MCI. Thus, direct observation of performance on daily tasks is 

needed to identify functional deficits in these individuals [18]. Furthermore, neuro-

psychological assessments can be costly and require an extended administration time 

[19], necessitating consideration of other tools that can help identify cognitive chang-

es in older adults. Our proposed study aims to provide an alternate tool using eye-

tracking and other measures derived from ecologically-valid internet search tasks.  
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Method 

A controlled within- and between-subject experiment will be conducted in the 

Information eXperience (IX) lab at the University of Texas at Austin, with additional 

data being collected through tele-assessment. In order to examine health information 

search behavior in older adults with and without cognitive impairment, we will collect 

eye-tracking data during ecologically-relevant web search tasks. In addition, 

participants will complete a battery of well-established neuropsychological 

assessments. The study has been aproved by the University of Texas at Austin’s 

Institutional Review Board.  

Participants 

For the pilot study, we plan to recruit 10 healthy older adults (> age 65) without 

cognitive impairment (group HOA). Additionally, we plan to recruit 10 older adults 

diagnosed with MCI or dementia (N=10 MCI/dementia; group CI). Scores from the 

neuropsychological assessment battery described in section 3.6 will be used to cor-

roborate diagnoses in line with current consensus criteria for MCI and dementia [22–

24]. In a pre-screening procedure, HOA participants must score > 26 on the Montreal 

Cognitive Assessment [25]). All participants must have normal or corrected-to-

normal vision. Participants will be compensated with a $40 gift card. 

Experimental Design 

Participants from HOA and CI groups will participate in two experimental 

sessions. In the first session, participants will conduct four web search tasks on 

health-related topics in person in the IX lab.  In the second session, participants will 

complete a 

neuropsychological 

assessment battery 

remotely over Zoom. In 

addition, half of the group 

of HOA participants will 

be invited for an 

additional session where 

we will test data 

collection with a “home-

level” eye-tracker (i.e., an 

inexpensive instrument 

solution). This will allow 

us to compare metrics 

obtained on the same user 

tasks from a high-end eye-

tracker with those from a 

Figure 13. Experimental Design 
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low-end eye-tracker to determine feasibility of in-home data collection. Comparable 

data quality between eye-tracking devices could enable using our naturalistic 

paradigm approach as a remote assessment tool in future studies. The experimental 

design is shown in Figure 13. Blue arrows indicate within- and between-group 

comparisons for statistical significance testing (inferential statistics) and predictive 

classification performance (machine learning algorithms). 

 

Web Search Tasks 

In the first experimental session, participants will be asked to perform four health-

related search tasks on Google search engine. Search results will be retrieved from 

Google in real-time in the background using SerpAPI6. A custom search engine result 

page (SERP) will be used to achieve control over the display of search results by 

including only organic search results and limiting the number of results to seven per 

page in order to ensure that eye fixations can be more accurately tracked on individual 

search results. Before performing the four search tasks, participants will perform a 

training task to get accustomed to the experimental setup.   

 
Figure 2. Our Custom Google Search Engine Results Page (SERP). 

 
6 https://serpapi.com/ 
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Two assigned search tasks. Participants will complete two assigned search tasks 

that were employed in a prior experiment with younger adults (group YA; N=30, 

mean age=24.5 years), allowing us to compare HOA and YA search behaviors in 

order to assess the effects of non-pathological aging on task performance and eye-

tracking measures. The tasks were designed using the simulated work-task approach 

in order to trigger realistic information needs [26]. The task topics are a) vitamins and 

b) low blood pressure (Table 1).  Each task will have sub-questions that will require 

participants to save webpages which contain answers to the sub-questions. Task order 

will be randomized. 

Table 1. Two assigned search tasks.  

Task 1: Vitamin A 

A family member has asked your advice in regard to taking vitamin A for health improve-

ment purposes. You have heard conflicting reports about the effects of vitamin A, and you 

want to explore this topic in order to help your cousin. Specifically, you want to know: 

1) What is the recommended dosage of vitamin A for an underweight person? 

2) What are the health benefits and consequences of taking vitamin A? Could you 

please list 5 benefits and disadvantages respectively? 

3) What are the consequences of vitamin A deficiency or excess? Could you please 

list 5 consequences of deficiency or excess, respectively? 

4) Could you please list food items that are considered good sources of vitamin A? 

Could you please pick one food item and list the exact amount of this food one 

could take without experiencing an "overdose" on vitamin A? 

Task 2: Low blood pressure 

A friend has low blood pressure. You are curious about this issue and want to investigate 

more. Specifically, you want to know: 

1) What are the causes and consequences of low blood pressure?  Considering that 

your friend is on a diet, might this be the cause to your friend’s health condition? 

2) What are the differences between low blood pressure and high blood pressure in 

terms of symptoms and signs? Could you please list 5 entries for differences in 

symptoms and signs, respectively? 

3) What are the medical treatments for low blood pressure? Which solution would 

you recommend to your friend if they have a heart condition? Why? 

Two self-generated tasks. Additionally, participants will complete two search 

tasks on health topics related to their own needs. Comparability between self-

generated tasks will be achieved by providing participants with common task types: a) 

information about dietary supplements and b) dietary restrictions related to a medical 

condition of their choosing. The self-generated search tasks will also include sub-

questions (Table 2). As with the assigned search tasks, participants will be asked to 

save webpages which contain answers to sub-questions. Task order will be 

randomized. 
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Pre-task, Post-task, and Post-session Questionnaires. Before each task partici-

pants will be asked to rate their familiarity with task topic. After each task, partici-

pants will be asked to respond to the NASA Task Load Index (NASA-TLX) six-point 

scale to assess subjective task workload [27]. At the end of the session, we will ad-

minister the eHealth Literacy Scale (eHEALS) [28] to assess participants’ perceived 

ability to use technology for health information.  

Table 2. Two self-generated search tasks.  

Task 3: Medication or supplement 

You want to find information about a medication or supplement recommended for the health 

condition you have (or your family member has). Specifically, you want to know: 

1) The names of the medication or supplement 

2) Where to buy them 

3) Side effects 

Task 4: Diet 

You want to find information about the diet recommended for the health condition you have 

(or your family member has). Specifically, you want to know: 

1) Food items 

2) Several recipes 

3) Approximate cost 

Data Collection 

Computer Interaction: Participants’ interactions with the computer will be 

captured in two ways during the web search tasks. Web page interactions, search 

queries, and mouse movement on web pages will be recorded using the web browser 

extension YASBIL [29]. Eye movements (fixations and saccades), pupil diameter, 

and interactions with the computer will be recorded by iMotions7 software using 

Tobii TX-300 remote eye-tracker. Participants will be seated 60-70 cm from the 

screen and eye-tracker. The screen resolution will be 1920x1080 pixels and the screen 

size will be 23 inches diagonally. A 9-point calibration will be performed prior to the 

search tasks. Lab illumination will be kept consistant across all participant sessions. 

For the subset of HOA participants who complete an additional session, eye 

movements will be recorded using the Gazepoint GP3 60 Hz eye-tracker. Search task 

performance and interaction measures include the number of searches/web pages 

opened, query keyword characteristics (e.g., word usage frequency), time on search 

engine result pages (SERPs), and time on other web pages. Mouse movement data 

will include a stream of mouse pointer timestamps and positions on screen. It will be 

used to calculate total distance traveled by the mouse, time taken to initiate a mouse 

 
7 https://imotions.com/ 
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movement, mouse movement curvature, and time spent idling or pausing between 

successive mouse movements [7].  

Eye-tracking. We plan to use the following eye-tracking measures: a) fixation 

measures: count, duration, rate, regressions, and type (reading/scanning) [30], b) 

saccade measures: duration, amplitude, velocity, and angle, and c) pupillometry 

measures: relative pupil dilation [31, 32]. Data will be analyzed separately for SERPs 

and content web pages. SERPs will be divided into individual search result areas, 

while content pages will be divided into “target” areas containing information 

relevant to search tasks and “non-target” areas. Eye fixations, saccades, and blinks 

will be detected by the Tobii I-VT algorithm [33, 34] implemented in the iMotions 

software. We will calculate fixation duration and pupillary measures on “target” areas 

containing information relevant to search tasks as well as transitions (saccades) 

between “target” and “non-target” areas. Additional descriptive eye-tracking 

measures will be calculated (e.g., mean, total, standard deviation, min, max). The 

selection of eye-tracking measures is informed by prior work with early-stage 

Alzheimer’s disease participants [5, 6] and studies with healthy participants [35–38].  

Neuropsychological Assessments 

We will administer a neuropsychological assessment battery to HOA and CI 

participants [39] designed to quickly and reliably assess a variety of cognitive 

domains. Specific tasks in the battery include, but are not limited to the following: the 

Montreal Cognitive Assessment (screening tool used to detect cognitive impairment 

that assesses orientation, visuospatial construction, executive functioning, abstraction, 

short term memory and delayed recall, attention, naming, repetition, and phonemic 

fluency) [25], copy, recall, and recognition of the Benson complex figure 

(visuospatial construction, visual memory), forward and backward digit span tasks  

(working memory, executive functioning) [40], [41] the Stroop task (inhibition, 

cognitive flexibility) [42], [43] [44] a phonemic fluency task [41], a task from the 

Visual Object and Space Perception battery (spatial perception) [45], an abbreviated 

16-item version of the Peabody Picture Vocabulary Test-Revised (receptive 

vocabulary) [46], [47] the California Verbal Learning Test, Second Edition-Short 

Form (verbal learning and memory) [47], as well as brief assessments of verbal agility 

(motor speech), solving mathematical problems (calculation and number processing), 

sentence repetition (phonological working memory), and sentence comprehension 

(receptive language). Participants will also complete a subset of tasks from the 

National Institutes of Health Toolbox Cognition battery including the following: a 

dimensional change card sort test (set-shifting, executive functioning), a Flanker task 

(attention, inhibitory control), and a test of pattern comparison processing speed 

(processing speed) [49]. Lastly, participants will complete the Gray Oral Reading 

Test-Fourth Edition, a norm-referenced assessment of oral reading skills that provides 

scores for reading rate, accuracy, comprehension, fluency, and overall reading ability. 

Neuropsychological assessment data will be used for confirmation of cognitive 
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profiles in the CI group and will allow for exploratory correlation analyses between 

neuropsychological data, mouse movements, and eye-tracking metrics.   

Planned Analyses 

Between-group tests will be used to determine whether significant differences can 

be found on task performance, mouse movement, and eye-tracking measures in HOA 

versus YA [38] and HOA versus CI groups. Demographic variables (e.g., age, gender, 

education level, normal/corrected-to-normal vision status, etc.) will be included as 

covariates. Inferential statistics (depending on properties of data distributions, 

analysis of variance, or non-parametric variants) will be performed to test for 

significant differences on metrics between groups. We also plan to  use techniques 

from machine learning (classification algorithms; e.g., Random Forest, Convolutional 

Neural Networks) to predict group membership (HOA versus YA; HOA versus CI) 

and perform ROC analysis (using a battery of metrics: accuracy, precision, recall, 

false positive, false negative, area under ROC curve and F-measure ) to assess 

classification performance. In this project phase, the group sizes (YA vs. HOA vs. CI) 

will be unbalanced, and the HOA and CI group size will be small; therefore we will 

generate additional data samples using two methods: a) random generation with 

replacement and b) synthetic sample generation SMOTE [51]. In the future, with a 

larger group of HOA and CI participants, we will not need to generate additional data 

samples.  

We will also compare data collected in session 2 for the 10 HOA participants who 

complete an additional session with the  home-based eye-tracker. The strength of 

within-subjects correlational analyses between eye-tracking measures and 

neuropsychological assessment scores will be examined. Analysis of variance to 

assess the differences in cognitive scores explained by the two types of eye-tracking 

measures will also be utilized.   

Summary  

Findings from this study will constitute the first steps toward establishing a web 

search behavior “phenotype” for older individuals. Once established, this phenotpye 

may serve  as a cognitive metric derived from a naturalistic and highly ecologically-

valid context. Our data for individuals with CI will elucidate whether well-

documented cognitive changes in MCI correlate with eye-tracking and mouse 

movement metrics obtained on web search tasks. Once this pattern is established in a 

larger patient sample, web search behaviors may be used as a scalable proxy for 

cognitive testing. While we selected web search tasks for this study, we expect that 

our approach would transfer to other everyday web tasks in business or leisure 

contexts. As an assessment tool, this naturalistic paradigm has the potential to be 

administered remotely (via webcam eye-tracking). Efficient, affordable and accessible 

tele-neuropsychological assessment will enable both early detection and ongoing 
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monitoring of cognitive function in a variety of clinical populations affected by or at 

risk of cognitive impairment. 
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Abstract. Technology is increasingly leveraged in the healthcare context to 

provide instant and personalized feedback that can help users improve their 

well-being. However, technologies sometimes evoke negative emotions, which 

can reduce information technology (IT) use. These emotions may be related to 

the manner in which technologies provide feedback. It is hypothesized that 

emotional ramifications of feedback can be limited by providing feedback that 

is empathetic and supportive. An experiment is proposed to evaluate emotional 

reactions to different types of feedback provided by a chatbot in real-time. The 

chatbot will generate combinations of outcome, corrective, and personal feed-

back. Emotions will be continuously monitored throughout the chatbot interac-

tion using emerging NeuroIS tools. The results will indicate how technologies 

that provide feedback can be designed to optimize emotions and promote con-

tinuous IT use. 

Keywords: feedback · emotion · NeuroIS · facial recognition · electrodermal 

activity (EDA) · feedback intervention theory (FIT) · IT use · chatbot  

Introduction 

Feedback, or information that indicates how well an individual is meeting their goals 

[1], is critical for individuals to understand and improve their performance [2, 3]. 

Feedback is not only important for accomplishing work-related or personal goals, but 

also for improving one’s health and wellbeing [4]. Digital technologies are valued for 

their ability to provide personalized health feedback in real-time [5]. For example, 

chatbots (intelligent agents that communicate through text, voice, and/or animation) 

are increasingly accepted as effective tools for providing feedback remotely [6]. 

Chatbots that provide therapy, counseling, and other mental health services have been 

shown to help individuals manage stress and depression [7].   

Despite the potential for such technologies to help users improve their health, digi-

tal technologies that provide feedback are often considered frustrating to use, as op-

posed to stimulating and encouraging [8, 9]. Prior literature suggests that emotions 

play a role in health-related technology interactions and identifies a need to evaluate 

how digital technologies for self-care affect users’ emotions [10]. Although different 

technology characteristics (e.g. usability) can contribute to emotions like frustration 
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[11], feedback itself can evoke emotional reactions. Prior studies indicate that positive 

feedback correlates with positive emotions, while negative feedback is related to 

negative emotions [12]. Negative emotions are known to reduce information technol-

ogy (IT) use [13]. For example, when a mobile app for mental health assessment 

evokes anxiety, frustration, and boredom, perceived usability (an established anteced-

ent of IT use) decreases [14]. Poor health impacts, such as weakened immunity and 

cardiovascular functioning, are also observed as outcomes of negative emotions [12].  

Since negative feedback (i.e., feedback that conveys a negative discrepancy be-

tween one’s goals and outcomes [2, 15]) is necessary to help individuals identify 

actions for improvement, it should be provided in a manner that limits negative emo-

tions. Studies suggest that social support can reduce negative emotions and enhance 

positive emotions [16, 17]. Ramifications of negative feedback may thus be limited if 

subsequent feedback that is empathetic and encouraging is provided. Empathetic 

feedback is also found to increase IT use intentions [18]. A technology’s ability to 

provide empathic feedback is therefore considered to be critical [16]. It can be in-

ferred that the manner in which feedback is provided affects users’ emotions, and 

consequently, their IT use.  

A pilot study is proposed to investigate the following research question: How do 

different types of technology feedback affect users’ emotions? Rather than view feed-

back as a single unabridged construct, this research differentiates between various 

types of feedback to explore unique effects. We draw upon feedback intervention 

theory (FIT) to evaluate how different types of feedback may be related to emotions 

in the context of general health and wellbeing. This study will respond to the call for a 

more nuanced understanding of emotional reactions to feedback [19] by continuously 

assessing users’ emotions with NeuroIS tools. NeuroIS is a developing area of re-

search that applies cognitive neuroscience theories, methods, and tools to evaluate IS 

phenomena [20-22]. Most studies that employ NeuroIS use eye tracking or functional 

magnetic resonance imaging (fMRI), but other tools can also provide valuable insight 

[23, 24]. Facial recognition and electrodermal activity (EDA) monitoring will be used 

in this study to measure immediate changes in emotions as different types of feedback 

are provided by a chatbot. Since emotions are temporary states, their complex rela-

tionships with behaviour should be dynamically assessed to capture changes over time 

[25, 26].  

Theoretical Background 

Emotions 

Emotions are “a mental state of readiness for action that promote behavioral activa-

tion and help prioritize and organize behaviors in ways that optimize individual ad-

justments to the demands of the environment” [13, p. 690]. According to the dimen-

sional perspective [27], emotions can be evaluated on the basis of valence (the extent 

to which an emotion is positive or negative) and arousal (the extent to which an indi-

vidual is activated or excited) [28]. Emotions have important implications for IT use 

[13]. Interestingly, some studies suggest that a single technology can evoke a range of 
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different emotions in users. In their investigation of a web-based portal for self-

management of asthma, Savoli et al. [29] find that some patients experience positive 

emotions while using the portal, while others feel angry, guilty, or sad. This paper 

hypothesizes that different types of feedback may be responsible for some of the vari-

ance in emotions that users experience when interacting with technologies.  

Feedback 

A feedback intervention is defined as an action taken by an external agent to provide 

information concerning aspect(s) of one's performance of a task [2]. As feedback can 

be generated and provided in diverse manners, Feedback Intervention Theory (FIT) is 

an important foundation for understanding the relationship between feedback and a 

recipient’s behaviours [30]. FIT posits five main principles, one of which asserts that 

feedback interventions change one’s locus of attention, thereby affecting behavior [2]. 

Based on this principle, Brohman et al. [26] identify three types of feedback in the 

context of digital health that may attract varying levels of attention: outcome (conveys 

information pertaining to performance results), corrective (conveys information about 

the process that led to a performance discrepancy and/or means for reducing it), and 

personal (conveys information in a manner that is caring, appears well-intentioned, is 

sensitive to emotional and cognitive needs, and offers a pathway to improvement) 

[30].  

From these definitions, it is reasonable to conjecture that different types of feed-

back provoke various emotions. Corrective feedback is likely to evoke negative emo-

tions because it highlights poor performance. Even so, corrective feedback is critical 

for performance improvement as it guides individuals to identify actions that can help 

them to reduce performance discrepancies and achieve their goals [32]. As personal 

feedback is sensitive to the emotional needs of the recipient and conveys a sense of 

care, this type of feedback may prompt positive emotions. This is supported by prior 

studies that find emotional support to be related to reductions in negative affect [16]. 

Personal feedback may thus be able to limit ramifications of corrective feedback on 

users’ emotions.  

Hypotheses 

A research model is proposed (Fig. 1) to assess how users’ emotions evolve over time 

as different types of feedback are received during a technology interaction. Our hy-

potheses suggest an overall negative effect of feedback that carries over time. Howev-

er, if feedback is supported with personal feedback, these negative effects will be 

mitigated. 
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Fig. 1. Research Model 

 

Feedback to Emotion at Time 1 (t1). Literature supports that negative feedback is 

related to intense negative emotions [33]. Negative outcome feedback may be per-

ceived as a threat, which can prompt negative emotions [34]. Emotions typically 

evoked by negative outcome feedback, including guilt and embarrassment, are recog-

nized as particularly intense and devastating [35]. Numerous studies also suggest that 

corrective feedback (which reveals a gap between outcomes and goals) is related to 

negative emotions [19]. For example, patients experience feelings of frustration when 

they are made aware of discrepancies in their blood glucose level, which is likely 

because they are reminded of their failures in managing their health [31]. Polonsky 

[36] also supports that when technologies indicate unsatisfactory health status, pa-

tients tend to feel poorly about themselves. This may trigger negative self-talk and 

incite feelings of guilt. However, if corrective feedback is accompanied by personal 

feedback, its negative impacts could be negated. Empathic feedback is found to limit 

negative affect [16] and may buffer emotions like guilt and stress [37]. Corrective 

feedback that is encouraging and sympathetic is found to provoke less negative emo-

tions [38]. Negative emotions can be evanescent and superseded by positive emotion 

[19]. Since supportive feedback delivered with empathic concern is found to be relat-

ed to positive emotions [34], a combination of corrective and personal feedback can 

be expected to have a positive effect overall on the recipient’s emotions. Thus: 
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H1: Negative outcome feedback is negatively related to emotion at t1 (H1a); Cor-

rective feedback is negatively related to emotion at t1 (H1b); Corrective feedback 

accompanied by personal feedback is positively related to emotion at t1 (H1c). 

Feedback to Emotion at Time 2 (t2). Since emotions are dynamic and temporary 

states [39], new events can prompt individuals to regulate or reappraise their emotions 

[40]. Prior work suggests that repeated exposure to feedback concerning performance 

discrepancies or issues is emotionally taxing [3, 30]. This indicates that multiple itera-

tions of negative or corrective feedback may exacerbate negative emotions. Since 

corrective feedback that encourages and supports recipients is found to reduce nega-

tive emotions [38], exposure to corrective feedback accompanied by personal feed-

back could mitigate negative emotions and prompt positive emotions. Hence: 

H2: Repeated exposure to negative outcome feedback is negatively related to emo-

tion at t2 (H2a); Repeated exposure to corrective feedback is negatively related to 

emotion at t2 (H2b); Repeated exposure to corrective feedback accompanied by per-

sonal feedback is positively related to emotion at t2 (H2c); Exposure to corrective 

feedback at t1 and corrective feedback accompanied by personal feedback at t2 is 

positively related to emotion at t2 (H2d). 

Emotion at Time 1 (t1) to Emotion at Time 2 (t2). The duration of an emotion can 

significantly vary according to a variety of factors [41]. Some emotions may thus be 

long-lasting and have lagging effects over time [39]. It has been suggested that “car-

ry-over” effects of previous emotions can impact subsequent emotions [42]. There-

fore: 

H3: Emotion at t1 is related to emotion at t2.  

Methodology 

An experimental pilot study will be performed using online chatbots to administer 

feedback to a convenience sample of 12 graduate students. The chatbots will be pro-

grammed to ask questions and provide feedback concerning dietary quality as this is a 

general area of health that can be easily monitored and understood. All participants 

will complete the Short Healthy Eating Index (sHEI) survey in Qualtrics to obtain an 

initial estimate of their dietary quality, or intake of vegetables, dairy, and other food 

groups. This 22-item tool has been systematically validated and is found to be less 

burdensome than other instruments used to measure dietary quality [43].  

Participants will then be asked to visit a designated lab at Queen’s University to in-

teract with a chatbot in a controlled environment. Participants will be randomly as-

signed to four treatment groups and one control group (Fig. 1). The first treatment 

group will be exposed to two iterations of negative outcome feedback. The second 

group will be exposed to two iterations of corrective feedback. The third group will be 

exposed to two iterations of corrective feedback accompanied by personal feedback. 

The fourth group will be exposed to corrective feedback, followed by corrective feed-

back accompanied by personal feedback. The control group will not be exposed to 

feedback (the chatbot will simply acknowledge their response). Separate chatbots will 
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be programmed to administer each of these treatments. All technology characteristics 

will be held constant across these chatbots to observe how the feedback provided 

drives variance in users’ emotions. In collaboration with HEC Montréal, the CO-

BALT Research Ecosystem will be used to capture physiological measures of emo-

tion during the chatbot interactions. This includes facial recognition technology to 

analyze valence and an EDA device to measure arousal through skin conductance 

[26]. Skin temperature will be continuously monitored during the experiment using 

the EDA device. A video recording of participants’ faces will be captured using a 

webcam and processed after the experiment using FaceReader software to evaluate 

emotional valence according to participants’ facial expressions. Multilevel analysis 

will be performed to evaluate differences in emotions between participants in the 

different treatment groups, and to determine within-subject effects of repeated expo-

sure to feedback at different time points. 

Conclusion 

By evaluating relationships between different types of feedback and emotions in a 

dynamic experiment, this proposed study will provide insight as to how technologies 

can be designed to evoke strong positive emotions in users. Well-established relation-

ships between emotion and IT use [13] suggest that this will have important implica-

tions for continuous technology use. Future iterations of this study can expand on the 

present design and evaluate IT use as an outcome of the expected relationship be-

tween technology feedback and emotions. Deployment of emerging NeuroIS tools in 

this study will additionally advance methodological practices as these tools will be 

tested to obtain physiological measures of emotion in real-time.  

Acknowledgements. Thank you to the researchers at HEC Montréal for their support 

and guidance in using the COBALT system. 
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Abstract. The concepts of Smart Production and Industry 4.0 refer to the con-

nection of physical production with digital technology and advanced analytics 

to create a more holistic and flexible ecosystem. The human worker is a central 

element, who is mentally supported in her daily routine and decision-making 

processes by data-based assistive systems. Currently, there are few studies that 

scientifically demonstrate the effectiveness of these systems. While behavioral 

methods and self-report instruments are commonly used to assess cognitive 

workload, mental fatigue, and stress, among other variables, neurophysiological 

tools provide promising complementary insights. This work outlines four im-

portant application areas for the use of neurophysiology in smart production and 

manufacturing. The current work has the goal to instigate further research in the 

study domain, both theoretical and empirical. 

Keywords: Cognitive Workload ⋅ Industry 4.0 ⋅ Mental Fatigue ⋅ Neuroscience 

⋅ Smart Manufacturing ⋅ Smart Production ⋅ Stress 

Introduction 

The concept of Industry 4.0 defines a trend away from mass production towards mass 

customization. More product variety means significant changes for people working in 

production planning. Using data-driven production processes, people are supported in 

their activities. These production assistance systems (as defined by [1]) act on histori-

cal data and, combined with the expert knowledge of humans, attempt to generate 

accurate forecasts of future events. The intention is to relieve the worker physically 

and, more importantly, mentally from their activities to attenuate or even prevent 

mental fatigue. Even though we observe a paucity of high-quality scientific studies on 

the effectiveness of assistive systems in production (however, see for example [2]), 

various studies deal with the visualization of production data and instructions directly 

in the operator's field of view using mixed or augmented reality technologies [3,4]. In 

such studies, different possibilities of assistance (e.g., during manual assembly) are 

compared based on cognitive load and effectiveness measures (e.g., the latter is often 

measured based on errors during the assembly process). The measurement of cogni-

tive load is often based on self-report instruments such as the standardized NASA-
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TLX questionnaire. However, neurophysiological tools provide promising comple-

mentary measurement options. For example, it has been proposed that neurophysio-

logical measurement (e.g., electroencephalography, in short EEG, or functional near-

infrared spectroscopy, in short fNIRS) could offer a more accurate measurement of 

cognitive load during the execution of certain activities [5,6,7,8]. Neurophysiological 

measurements have further been used in several domains which are relevant to pro-

duction and manufacturing, including user experience design [9] and technostress 

research [10,11,12,13,14]. 

Against the presented background, this work outlines four important application areas 

for the use of neurophysiology in smart production and manufacturing. The current 

work has the goal to instigate further research in the study domain, both theoretical 

and empirical. The four application areas were identified based on an existing publi-

cation [15], in which the potential of smart production and manufacturing technolo-

gies, including data-based assistive systems, predictive maintenance, and mixed reali-

ty-based services were investigated. As the present work constitutes research-in-

progress, we do not make a claim that our list of application areas is exhaustive. Ra-

ther, we consider the four areas as interesting use cases which deserve more systemat-

ic investigation in the future. However, as our description also includes first published 

research in each domain, other researchers’ work confirms the appropriateness of the 

areas (phenomena) as candidates with high potential for the complementary use of 

physiological tools for their empirical investigation. Ultimately, it is hoped that the 

current work instigates future research in the study domain. 

Application Areas 

In the following, we describe four manufacturing and production areas in which the 

use of neurophysiological measurement holds significant value, based on [15]. More-

over, based on a first literature review, we identified empirical studies which applied 

physiological measurement in these areas. We briefly describe selected studies, there-

by substantiating the potential of neurophysiological tools in manufacturing and pro-

duction.  

Assistive systems for decision-making 

Assistive systems in manufacturing aim to support workers (e.g., machine operators) 

in their decision-making process and thus relieve them physically and mentally. 

Klocke et al. [1] describe four stages of assistive systems in production engineering, 

reaching from stage 1 “simple warning lights” to stage 4 “automatically generated 

recommendations based on historic data and cause-and-effect relationships”. To date, 

there is a paucity of research examining the cognitive effects of assistive systems in 

manufacturing on workers. Gaining a deep understanding of the neurological effects 

of assistive systems (along the four stages) might open new ways to organize manu-

facturing processes in the future. Fruitful exemplary research questions to be studied 

in the future are: 
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• Can neurophysiological methods determine the level of stress, or technostress, in 

an engineering working environment? 

• Which level of assistive system in production technology causes the least cogni-

tive load? 

• Are assistive systems in manufacturing suitable means to relieve workers mental-

ly in their production environment? 

 

A limited number of studies which could constitute a useful basis for a more system-

atic future research agenda exist. As an example, Ostberg et al. [16] provide an over-

view of stress theories and the ways to determine stress in individuals. Also, they 

outline a methodology to measure stress in controlled experiments that is tailored to 

software engineering research. Importantly, their methodology explicitly considers 

neurobiological stress markers. As another example, Weber et al. [17] present a sys-

tematic review of brain and autonomic nervous system activity measurement in soft-

ware engineering. Even though these works have their origin in the development of 

intangible products (i.e., software programs), these studies also constitute a valuable 

foundation for development processes of tangible products. 

Assistive systems for manual assembly work 

Products are getting increasingly complex and personalized. A wider variety of prod-

ucts means significant changes for people doing manual assembly tasks and increases 

the complexity of those tasks. New mechanisms are needed to support the required 

flexibility, including novel types of vision-based approaches (like in-situ projections 

and smart glasses with Augmented Reality support). Studies show that especially the 

usage of smart glasses may cause high cognitive load [3, 4]. The benefits of such 

systems to reducing mental workload have previously been justified with self-report 

instruments (e.g., NASA-TLX). Neurophysiological methods have the potential to 

measure the cognitive load of workers more precisely; for a first example, please see 

[18]. Thus, the goal is to investigate the potential of neurophysiological methods for 

measuring the mental workload during manual assembly work. Exemplary research 

questions are: 

 

• Which neurophysiological tools are appropriate to detect cognitive overload and 

mental fatigue during manual assembly work? 

• Which assistive systems for manual assembly tasks cause the least cognitive 

load? 

• Which impact does the assistive system have on assembly time and error rate and 

how is this related to the operator’s neurophysiological states? 

 

Xiao et al. [19] presented an “approach for mental fatigue detection and estimation of 

assembly operators in the manual assembly process of complex products, with the 

purpose of founding the basis for adaptive transfer and demonstration of assembly 
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process information (API), and eventually making the manual assembly process 

smarter and more human-friendly” (p. 239). Importantly, the proposed approach esti-

mates the mental state of assembly operators based on EEG, specifically the Emotiv 

EPOC+ headset. Because the Emotiv instrument is not a full research-grade instru-

ment, a recent debate in the NeuroIS community on measurement quality must be 

considered when interpreting the results [20,21]. 

Virtual Reality-supported training of assembly/maintenance tasks 

Due to its interactive nature, Virtual Reality has great potential for the training of 

industrial assembly procedures and maintenance tasks. Training in a virtual environ-

ment is potentially easier, safer, and cheaper than real-world training [22]. Finding the 

ideal mix of challenge and engagement in a virtual learning environment is crucial for 

keeping the learner in a “state of flow”. According to Csíkszentmihályi [23], flow has 

a documented correlation with high performance in the fields of creativity and learn-

ing. In this application domain, the potential of VR is examined with a focus on the 

extent to which neurophysiological tools can help to increase the learning effect. A 

first user study on this effect was conducted in [24]. Exemplary research questions 

are: 

 

• Can neurophysiological tools help to determine the optimal learning state (“state 

of flow”) in a Virtual Reality training situation? 

• How can the VR environment react to deviations from the flow state (especially 

in situations of anxiety and boredom)? 

• Which neurophysiological tools are appropriate to detect the “state of flow” in a 

Virtual Reality training situation? 

 

In this context, an interesting paper was published by Rezazadeh et al. [25]; the au-

thors summarize the contribution of their study as follows: “a virtual crane training 

system has been developed which can be controlled using control commands extract-

ed from facial gestures and is capable to lift up loads/materials in the virtual construc-

tion sites. Then, we integrate affective computing concept into the conventional VR 

training platform for measuring the cognitive load and level of satisfaction during 

performance using human's forehead bioelectric-signals. By employing the affective 

measures and our novel control scheme, the designed interface could be adapted to 

user's affective status during the performance in real-time. This adaptable user inter-

face approach helps the trainee to cope with the training for long-run performance, 

leads to gaining more expertise and provides more effective transfer of learning to 

other operation environments” (p. 289). 

Virtual Reality-supported collaborative design review 

The idea of virtual design review allows users to examine prototypes in a realistic 

way starting in the earliest design stages. Many companies conduct design reviews to 
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detect errors in their products early on before the physical product is manufactured. 

The results in [26] indicate that design review can benefit from VR technology, since 

VR reveals details that may stay unrevealed in a 2D representation on the screen. 

Nevertheless, design review is a collaborative process, but VR isolates users from 

their team members sharing the same physical space. We propose to use neurophysio-

logical tools to examine the users’ well-being in VR in a collaborative working envi-

ronment. In a further step, measures could be examined to counteract the feeling of 

isolation in VR. First user studies are reported in [27,28]. Exemplary research ques-

tions are: 

 

• Can neurophysiological tools determine if VR supports collaborative design 

review in a shared space? 

• Can we measure different effects when team members are geographically sepa-

rated? 

• Can neurophysiological tools detect a feeling of isolation in design review situa-

tions, where only one team member uses VR, while others are discussing the de-

sign in real space? 

• Can we counteract this issue in real-time when a feeling of isolation is detected 

based on neurophysiological measurement?  

 

We identified relevant research in this application area. For example, Marín-Morales 

et al. [29] developed an emotion recognition system for affective states evoked 

through Immersive Virtual Environments. Based on the circumplex model of affects, 

four virtual rooms were created to elicit four possible arousal-valence combinations. 

Drawing upon this conceptualization, an experiment using EEG and electrocardiog-

raphy (ECG) was carried out. The results indicate that the use of Immersive Virtual 

Environments may elicit different emotional, which can be automatically detected 

based on analysis of neural and cardiac measures. In another study, de Freitas et al. 

[30] summarize the benefits and challenges of VR-based usability testing and design 

reviews in industry through a patents and articles review. 

Conclusion 

One of the challenges in Industry 4.0 is to put humans properly at the center of smart 

manufacturing design and to create working environments, which are not character-

ized by excessive demands and mental stress. Today humans are often not replaced by 

digitalization, but instead supported in their daily work routine. Based on their experi-

ence, humans remain the ones who make decisions, supported by data-based recom-

mendations and automatically generated forecasts. To investigate the effectiveness of 

these assistive systems in various application areas, more objective measurement tools 

are needed that allow for more definitive conclusions about outcome variables (e.g., 

mental workload of the worker). This paper presents four areas from production and 

manufacturing where we foresee considerable application potential for neurophysio-

logical tools. Research in this domain must not ignore the psycho-social aspects of 
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human-machine collaboration. As stated by Evjemo et al. [31], the synergy of the 

skills of machines and humans will be even more important in the future to increase 

productivity and quality, while still maintaining sustainable working conditions and 

environment, health and safety. Thus, it will be rewarding what future insights re-

search will reveal, and it is hoped that the use of neurophysiological measurement 

will play a role in this research as the complementary use of such tools – in addition 

to behavioral and self-report measures – usually comes along with significantly in-

creased insights in the study of human-machine interaction [32,33,34]. 
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Abstract. Electrocardiography (ECG) offers a lot of information that can be 

processed to make inferences about levels of arousal, stress, and emotions. One 

of the most popular measures is the Heart Rate Variability (HRV), a measure of 

the variation on the heart beats, which is only taken from one heart movement 

of the cardiac cycle, the R-wave. We explore the other heart movements of the 

cardiac cycle observed in the ECG with the aim of deriving new proxy 

measures for stress and arousal to enrich and complement HRV analysis. This 

article discusses existing approaches, suggests new measurements for stress and 

arousal detected in an ECG, and examines their potential to contribute new in-

formation based on their correlations with two HRV measures. 

Keywords: ECG, Heart Rate Variability, Algorithm, Experiment 

Introduction 

Heart rate (HR) and heart rate variability (HRV) are often used as proxies for 

measuring emotions [e.g., 1, 2, 3,4], (techno) stress [e.g., 5, 6, 7, 8], and arousal [e.g., 

9]. In the NeuroIS field, for instance, HR and HRV have been used to study how 

technology and interface design affect users’ stress levels [8], arousal in electronic 

auctions [9], or how to provide biofeedback to users [10]. However, not all studies 

find significant relations between emotions and HRV [11]. As these measures are 

derived from only a part of the information provided by the ECG, there is scope to 

look at the complexity of the heart cycle and examine other movements that can be 

meaningful in an arousal, stress, and emotion detection to enrich and complement 

HRV analysis [12]. With the improvements in processing speed and refinement of 

computations tools, analyzing all the waves shown in the ECG becomes feasible even 

for real-time monitoring and analysis [13, 14]. Also, the market for wearable devices 

is consolidating and increasing worldwide, which makes ECG-based measures for 

field studies and real-time applications much more accessible, but also poses some 

new challenges for data analysis [15].  

In terms of the NeuroIS research agenda, we seek to contribute to the areas of emo-

tion research and neuro-adaptive systems [17]. We expect that expanding HRV analy-

sis to other movements of the heart will help further develop robust diagnostic indices 
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for users’ mental (or emotional) state (e.g., stress) states, and contribute to refining 

approaches to deriving these states from bio-signals in real-time [17]. To this end, this 

paper explores the possibilities of using other heart movements (or “waves” as repre-

sented in the ECG) in the cardiac cycle as proxies in the evaluation of emotion, arous-

al, and stress. 

Background  

HRV and other waves in the cardiac cycle 

Studies suggest that emotions and heart movements are related, specifically that the 

duration of the heart’s movements is related to different levels of arousal, stress, and 

valence [e.g., 18-22]. The HRV is measured as the variability of the distance, in milli-

seconds (ms), between two consecutive R peaks in a predetermined lapse of time [16]. 

Analyzing variability in one part of the cardiac cycle only might lead to erroneous 

conclusion that the heart movements have not changed, which would indicate that 

levels of emotions or stress have not changed either8 (see [15] for a detailed explana-

tion of the physiology of the heart rate). Figure 1 shows a situation where we observe 

the same values for R-to-R distance, but the other waves presented on the cardiac 

cycle (the QRS complex, the PQ segment and the QT segment) are very different. 

 

  

 
8 Prior to computing indices of interest, ECG signals must be checked and pre-processed to 

identify non-normal beats (e.g., arrhythmic events or ectopic beats), which would generate 

noise at the moment of using the HR and HRV values [21]. 
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Fig. 14. Same HRV but different waves and segment’s duration (Source: Own elaboration 

based on Weinhaus & Roberts [23]) 

With HRV analysis alone, we would not be able to detect variations, let alone dif-

ferentiate between reasons for them, which might be explained by the changes in the 

length of any of the waves or a combination of them. Several authors have used other 

waves and segments to describe relations between emotional arousal and heart 

movements better, and to improve predictions of emotions. Hansen et al. [24] found 

that adrenaline caused a prolongation of QT duration and a flattening of the T-wave 

amplitude. Dweck et al. [25] showed that noxious arousal causes changes in the T-

wave. Yavuzkir et al. [13] found a positive relation between prolonged anxiety and 

PWD and no significant difference between groups for HR. Andrássy et al. [14] found 

a correlation between stress and the length of the QT segment. Dousty et al. [26] 

found evidence that R-wave amplitude increases when people listen to music, in com-

parison to silence. Lampert et al. [27] found evidence that negative emotions and 

stress trigger a decrease or absence of P-waves and happiness protects the heart from 

such condition. 

Short review of software libraries for ECG analysis 

First, analyzing the ECG to acquire the P-, Q- and T-peaks and S and R troughs is 

necessary. Table 1 contains the results of an ongoing review of currently available 

software libraries and programs that offer the required functionality. The review pro-

cedure started with an internet search for available libraries / tools that would permit 

coding new or adapting existing algorithms and have reasonably fast processing 

times9; this search is ongoing. The next step will continue with an analysis of NeuroIS 

articles like [8] to find out which tools have been generally most used in academic 

studies.  

Table 1. Short review on libraries for ECG analysis 

Library Language Detects Author(s) 

NeuroKit2 toolbox Python 

All peaks and 

troughs 

Possible beginning 

and end of waves 

[28] 

Online Adaptive QRS detec-

tor 
Matlab 

Q, R, S and T 

waves 
[29] 

Complete Implementation of 

Pan Tompkins 
Matlab QRS complexes [30] 

Python Online and Offline 

ECG QRS Detector based on 

the Pan-Tomkins algorithm 

Python 

QRS complexes in 

a real-time and pre-

recorded ECG signal 

[31] 

 
9 There are providers of proprietary software (e.g. Kubios) that does not allow to freely modify 

their analysis, which is why we exclude them from the review 
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dataset 

 

In particular, NeuroKit2 toolbox is a handy tool for ECG analysis because can 

identify all the waves presented on an ECG. However, the toolbox does not make it 

easy to adapt or switch out algorithms, or to access the variables used as identifiers 

for the waves. As our purpose is to identify and work with those values so we can 

compare them with standard HRV measures, we implemented an algorithm10 to iden-

tify the peaks and troughs of the 5 waves (P-, Q-, R-, S- and T-waves) presented in 

the ECG. 

Method 

Procedure 

Next, defining and computing proxies for arousal follows. Prior research suggests 

that the heart, as a muscle, reacts in different ways according to the situation. It is 

reasonable to conclude that, apart from the HRV, measures based on the other waves 

might also generate good proxies for emotion recognition [20]. We decided to use 

three segments of the heart’s movements to define three potential proxies for arousal 

– the QRS complex variation, the PR interval, and the QT interval. Due to the com-

plication of finding exactly when the waves start and finish, we used the distance 

between peaks and troughs as a proxy for those segments (e.g., QT segment goes 

from the first moment of the Q-wave until the latest moment of the T-wave, we meas-

ured it instead from the Q-trough until the T-peak).  

The QRS complex variation is exactly the moment when both ventricles of the 

heart contract [23]. We use the standard deviation of QRS complex length as a 

proxy11: 

 SDQRS =  
(

1) 

The PR interval contains the starting of the heart cycle and finishes at the begin-

ning of the QRS complex. We use the standard deviation of PR interval length as a 

proxy: 

 SDPR =  (

 
10 In summary, the algorithm aims to find the R values by segmenting the data frame in 10s 

intervals and looking at the maximum of each interval. Once the maximum value is ob-

tained, it uses a 15% amplitude window to finds other peaks. Finally, considering the data as 

a whole and using max values of each wave’s duration mentioned in Weinhaus & Roberts 

[23], it generates a duration window going from R to P and from R to T. For further ques-

tions about the algorithm, please contact the authors. As of the day of the submission, the 

algorithm has not been formally tested for accuracy. In a preliminary test, we visually ana-

lyzed the results and concluded that the fit appears to be very good. Formal testing is 

planned next. 
11  is the Euclidean distance function in  for period ;  is the last period analyzed in each 

segment;  is the average of the distance between the segments. 
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2) 

The QT interval represents the length between the start of the QRS complex until 

the heart is back in its resting membrane potential [23]. We use the standard deviation 

of QT interval length as a proxy: 

 SDQT =  
(

3) 

Evaluation 

As Figure 1 illustrates, we might observe the same values for the HRV measures 

while the other waves presented on the cardiac cycle are very different. This might 

indicate differences in the level of emotional arousal that we would not detect with 

HRV measures alone. The first step in the evaluation is to determine whether the 

information contained in our proposed proxies could feasibly complement HRV 

analysis. To this end, we compute correlation coefficients of our proxies with two 

standard HRV measures. One standard HRV measures, according to a review by 

Shaffer & Ginsberg [33], is the standard deviation of normal heartbeats: 

 SDNN =  
(

4) 

Another standard measure is the root mean square of successive RR interval 

differences (RMSSD; [33]): 

 RMSSD =  
(

5) 

While there are other measures that could be used, we chose these two due to their 

suitability for short-term (~5 min) and ultra-short-term (<5 min) HRV measurement 

[33]. The dataset we use in the next section for evaluating the proxies does not 

contain long-term ECG. The second step in the evaluation is to determine how well 

changes in our proxies correlate to external stimuli (i.e., changes in the situation we 

would expect to incur changes in the level of emotional arousal) and subjective 

perceptions of emotional arousal levels.  

Results 

We used a dataset from an experiment conducted by Dorner et al. [34]12, in which 

participants were exposed to arousal-inducing stimuli. ECG was acquired with bio-

PLUX sensors. The dataset also contained self-reported levels of arousal and valence 

with the self-assessment manikin scores [35] before and after each stimulus.  

The experiment investigates how interface elements like live bio-feedback affect 

financial risk-taking in online robo-advisory [34]. The experiment was conducted in 

2019 in Germany with a student sample. The data was checked for quality and com-

pleteness, leaving us with a full dataset for 125 participants and 1,862 observations 

 
12 Unpublished study; submission in preparation. For further details on the experiment, please 

contact the authors. 
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for HRV measures and our proxies. 49.73% of participants were male. The average 

age of the participants was 23.5 years (SD=5.38, min=18, max=59).  

Our aim in this preliminary analysis is to determine how strongly our proxies cor-

relate with the HRV measures. If our supposition – that information contained in our 

proxies can complement the information contained in the HRV measures – is true, we 

would expect to see correlations well below 1 (above -1). Otherwise, if our proxies 

cannot bring any additional information for arousal and stress detection, we would 

expect to see correlations close to 1 (-1). Table 2 clearly shows that the HRV 

measures do not correlate highly with our proxies. The two HRV measures RMSSD 

and SDNN are positively correlated. Both are positively but substantially less strongly 

correlated with our three proposed proxies SDQRS, SDPR, and SDQT. RMSSD 

shows near-zero correlations with SDQRS and SDPR (Table 2). The three proxies are 

positively correlated with each other. As expected, SDQRS and SDQT show one of 

the highest correlations (0.4963), since the QRS complex is contained in the QT seg-

ment. SDQT is moderately correlated with SDPR (0.5636).  

 

Table 2. Pairwise Pearson correlations 

  
HRV New proxies 

SDNN RMSSD 
SDQR

S 
SDPR 

SDQ

T 

HRV 

SDNN 1         

RMSS

D 
0.6960*** 1       

New 

proxies 

SDQR

S 
0.2062*** 0.0615** 1     

SDPR 0.1475*** 
0.0796**

* 

0.3679

*** 
1  

SDQT 0.3059*** 
0.1895**

* 

0.4963

*** 

0.5636

*** 
1 

NOTE: Significance level of pairwise correlations in parenthesis. *** p<0.01, ** p<0.05, * p<0.1 

Discussion and summary 

The heart’s reactions can reflect arousal and stress in more ways than in changing 

R-to-R variability. Combining HRV measures with measures that shed light on the 

other movements of the heart offers the potential for more robust and in-depth anal-

yses. Preliminary evidence suggests that three proxies based on other movements of 

the heart (QRS complex, PR interval, and QT interval) could serve to enrich and 

complement the information contained in the HRV measures.  

Next, we will evaluate the correlations between our suggested proxies and self-

reported perceived levels of arousal. One limitation regarding the dataset is that it 

does not contain long-term ECG measurements and does not attempt to differentiate 

between emotions beyond levels of arousal and valence; also, with the given data set 

it is not possible to control for heart diseases or prescription drugs that could generate 
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a bias in our analysis. Additionally, it is just one data set. Further research will be 

required to evaluate the applicability and robustness of our proxies for other datasets.  

We believe that our research will help further develop neuro-adaptive systems 

based on ECG real-time analysis, for instance live bio-feedback applications [10, 17]. 

Unimodal neuro-adaptive systems have been criticized due to the difficulties of iden-

tifying a user’s mental or emotional state from only one bio-signal [17]. Integrating 

multi-modal signal measurements into real-life applications has, however, been rarely 

feasible so far. Exceptions are health and sports applications like the Fitbit smart-

watch, which combine electrodermal activity (EDA) and ECG measures [36]. Our 

research is intended to help extract as much information as possible from the ECG 

signal, in effect producing several measures from one bio-signal, with the hope that 

this will make it easier to differentiate between user states and define more robust 

metrics.  

In research settings, adding sensors to acquire other bio-signals like EDA might 

not always be an option, especially in field studies. In addition, concerns have been 

raised regarding the reliability and validity of heart rate measurements by wearable 

devices [15]. Future research could investigate whether, in combination with ad-

vanced smoothing and imputation algorithms, our proposed approach could contribute 

to improving information acquisition from low-quality signals.  
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Abstract. We report on the development progress of a closed beta trial of the 

COBALT ecosystem, a suite of instruments and software developed to make 

psychophysiological research accessible to the NeuroIS community and be-

yond. We provide an overview of the ecosystem and early feedback derived 

from interview data. The current synthesis of these data indicates that the CO-

BALT ecosystem is utile, easy to use and understand, and can be implemented 

quickly within a range of experimental contexts to provide vastly improved 

time-to-insight through workflow efficiency gains. 

Keywords: NeuroIS, Psychophysiology, Beta Test, Technology, Experimental 

Design 

Introduction 

Over the past few years, researchers from the NSERC-Prompt Industrial Research 

Chair in User Experience (UX Chair) and Tech3Lab have developed the COBALT 

research ecosystem (Caption and Observation Based on the Algorithm for Triangula-

tion). COBALT research ecosystem is a set of scientific tools and software that ena-

bles the triangulated analysis of a user's psychophysiological states during ecological-

ly valid human-machine interactions aimed directly at neuroIS researchers to allow 

for in-field ecologically valid studies. The need for ecological validity and independ-

ence from a laboratory environment was identified by [1].  The platform we present in 

this manuscript aims to provide an easy to configure hardware sensing toolkit for 

psychophysiological data collection, inference, and user experience research in the 

field, which costs orders of magnitude less than laboratory grade sensors, supports 

user interface research at a distance such as in the home or workplace, records and 
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outputs signal that is of sufficient fidelity for valid psychophysiological inference to 

answer research questions, contributes an easy-to-use software toolkit for designing 

experiments and analyzing experimental data and decreases time to insight through 

easy to apply data processing tools 

The platform is based around a mobile psychophysiological sensor package and asso-

ciated cloud-based experimental design and data analysis to decrease time to insight 

for user experience testing in multiple domains ranging from entertainment to indus-

try. COBALT development was funded by the Natural Sciences and Engineering 

Research Council of Canada (NSERC), Prompt Innov, Fonds de Recherche du Qué-

bec (FRQ), and Fondation HEC Montréal. 

 A beta trial that aims to evaluate the Tech3Lab COBALT research ecosystem is 

currently being conducted with the help of NeuroIS researchers worldwide to assess 

the usefulness of this new instrument and the feasibility of making it available to the 

research community. Twelve researchers are currently participating in ongoing testing 

of the COBALT ecosystem, which began in Fall 2021. They have agreed to be inter-

viewed at different project stages. This article reports preliminary results from this 

beta test. 

COBALT Ecosystem 

The COBALT ecosystem is a set of psychophysiological instruments and analysis 

software designed and developed by HEC Montréal Tech3Lab and UX Chair. The 

COBALT ecosystem has been developed to support research related to human-

computer interactions and NeuroIS. Compared to other commercial solutions availa-

ble in the field, its main advantage is that it was developed to specifically support the 

study of psychophysiological reactions during dynamic, non-linear interactions with 

technology. The COBALT ecosystem described below is comprised of three compo-

nents: COBALT BLUEBOX, COBALT CAPTURE and COBALT PHOTOBOOTH.  

COBALT BLUEBOX. The COBALT BLUEBOX (see Fig.1) [2] is a custom low-

cost psychophysiological sensing device based on the BITalino hardware reference, 

which was tested against an established medical grade gold standard [3]. The device 

allows the recording of electrodermal activity (EDA), electrocardiogram (EKG), res-

piration (RSP), electromyography (EMG), and acceleration (ACC). Future develop-

ments will include other modalities such as GPS location and user inputs. The main 

characteristics of BLUEBOX are i) Costs orders of magnitude less than laboratory 

grade sensors; ii) Supports user interface research at a distance such as in the home or 

workplace iii) Records and outputs signals that are of sufficient fidelity for valid psy-

chophysiological inference and research.  
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Fig. 1. Cobalt Bluebox Package 

COBALT CAPTURE. Is a web-based software application that can be used to con-

duct remote experiments with the BLUEBOX and allows recording a participants’ 

computer screen and webcam in parallel. Both video feeds are synchronized automat-

ically with the BLUEBOX. Additionally, COBALT CAPTURE [2] allows the presen-

tation of video/image stimuli and customizable questionnaires. The web-based soft-

ware platform is used to conduct an experimental session; the CAPTURE platform 

records a participant’s computer screen(s) and webcam and synchronizes these data 

with BLUEBOX and is used to annotate relevant events after an experimental session. 

The COBALT ecosystem can be used in both laboratory and remote experiments [4, 

5]. In addition, the platform allows the researcher to add event markers into the re-

cording once the session is completed.  

COBALT Photobooth. The final component of the ecosystem is a cloud-based data 

processing and analysis platform (see Fig2.). Using a patented approach designed by 

HEC Montréal researchers [6], this software allows for the postprocessing and syn-

chronization of behavioral and psychophysiological data. Researchers can download 

the synchronized processed data locally in preparation for analyzing these data in 

their preferred statistical package (see [7]). 
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Fig. 2. Cobalt PhotoBooth 

Methods 

Twelve university researchers in the field of NeuroIS were selected to participate in 

this beta program via a call for participation. The university researchers consented to 

use the COBALT ecosystem in their research projects and provide feedback to the 

HEC Montréal Tech3Lab development team. This project was approved by the ethics 

committee of our institution (Certificate number 2022-4554) 

 

Our team provided detailed online training and remote support to the researchers 

using the COBALT research ecosystem. The training included the following: 

 

● A complete module about the COBALT device and accessories (unboxing, 

connection, technical parts overview, installation, troubleshooting, etc.); 

● A module on research project preparation, pretesting, and launch; 

● A module focusing on data collection; 

● A module about extraction, codification, and triangulation; and finally, 

● A module detailing data analysis and visualization procedures using specific 

tools. 

  

The training is illustrated fully through real experimental examples performed by 

the scientific and research professionals of Tech3Lab (see Fig 3.). The training is 

available at the following address: https://cours.eduzone.ca/courses/course-

v1:HECMontreal+COBALT101+2021/course/ 
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Fig. 3. Cobalt Training Environment 

Preliminary Results 

After collating and synthesizing the interview data, it was found that the interviewed 

researchers placed a high value on the possibilities offered by the combination of 

tools provided by the COBALT ecosystem package. Six respondents went so far as to 

indicate their preference for the COBALT ecosystem as an end-to-end tool for ad-

vanced psychophysiological research, and one described a preference for the Bluebox 

sensor package alone. Data from the remaining five researchers is currently undergo-

ing analysis and synthesis. 

 

The current sample of participants contains researchers from diverse academic 

backgrounds, from business management and marketing to data science and infor-

mation technology to design thinking and media communication. Despite this diversi-

ty, in response to the question: “How does the COBALT ecosystem fit your needs?”, 

all of the participants responded that they perceived the COBALT ecosystem to be 

useful when applied to their respective research studies and were able to use the tools 

to collect psychophysiological data in different contexts. For some researchers, this 

was their first opportunity to use such tools to collect data that is not typically evi-

denced in their fields. This is particularly the case for researchers in fields that rely on 

subjective self-reported measurements, such as surveys and questionnaires. Accord-

ingly, in answer to the question: “Could you tell me about your research project?” 

One researcher responded that “when it comes to understanding the effect of persua-

sion and intent in communication studies, we typically rely on self-report measures of 

what someone might do in a scenario, but this biodata gives us their actual response. 

It's not what they think they might do based on a hypothetical scenario; it’s how they 

actually feel whether they know it or not and whether they want to tell us or not. It 

reduces bias” (P06).  

 

Concerning the training provided to all researchers using the COBALT ecosystem. 

Researchers reported that the material was comprehensive, straightforward, practical 

and easily applicable. Moreover, the synthesis of the interviews showed that having 
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the learning materials available online proved to be a valuable reference resource 

during testing and implementation of COBALT within their research protocols, con-

tributing to a sense of self-sufficiency and confidence in the platform. The interview 

data showed a clear trend in which the COBALT ecosystem was easy to implement 

into existing or new experimental designs and that the learning material was devel-

oped and delivered in a way that helped clarify and simplify this technology. 

 

In response to the question: “Have you completed the training?” And” how was the 

process?” one researcher responded: “There’s many tools and moving pieces and 

things to do, but I think that given the complexity, it’s delivered in a way that greatly 

simplifies it, versus us having to learn each of these tools by ourselves” – (P05). 

 

During testing the COBALT ecosystem has been used to evaluate participants’ 

psychophysiological responses when interacting with diverse artifacts such as chat-

bots, haptic chairs and social media news sites.  

Conclusion and Next Steps 

When asked about future needs, the interviewed researchers indicated that certain 

elements of the COBALT ecosystem could use some refinement. A common theme 

that manifested was the need for additional guidance for when things do not go as 

expected and that a compilation of encountered errors and associated solutions into a 

troubleshooting guide would prove most beneficial, reducing the time required to find 

solutions. Another theme that arose was electronic data interchange format for statis-

tical analysis, mismatches in the ability to quickly process data files for analysis with-

in different applications was identified as reducing the benefits of the integrated CO-

BALT ecosystem moderately. There are research and development activities currently 

underway to address this issue. 
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Abstract. Emotional contagion is a pillar of social interaction. As such, it has 

immense potential to facilitate communication and improve collaboration. In 

the context of remote collaboration, it is especially important that working 

partners can build trust and a sense of cohesion. While digital capabilities may 

complicate socio-affective communication, we argue that some capabilities are 

better able to support processes of affective alignment. We define affective 

friction as an affective misalignment between workgroup members that may 

result in diverging affective responses to shared experiences. We propose that 

affective friction is a central element of affective alignment and a driving force 

of creative collaboration. As a result, the capacity of a medium to make 

affective friction perceptible to working partners is essential for successful 

remote collaboration. We suggest a two-stage experimental design to test our 

hypotheses. 

Keywords: online collaboration · emotional contagion · affective friction · 

media richness · social presence · media synchronicity · media naturalness 

Introduction 

Advances in technology have enabled the rise of communication technology that 

has transformed the way people work together. More recently, the COVID-19 

pandemic precipitated this transition. As we come out of the emergency response of 

the corporate world, many organizations are shifting towards hybrid work 

arrangements with a substantial part of work tasks being conducted online. Academic 

research needs to support this transition and offer frameworks to optimize and sustain 

it. Importantly, employees find it challenging to feel a sense of cohesion and 

community while sitting in different spaces than their colleagues [1–3]. Essential 

attributes of collaboration like cooperativeness [4] or trustworthiness [5] rely heavily 

on cues that are naturally present in face-to-face settings. Rich media are those that 

support the exchange of cues that are most similar to face-to-face (e.g., video-

conference), including characteristics such as immediate feedback, personalness, etc. 

[6–8]. They enable parties to communicate great amounts of affective cues [9] and 

have traditionally been associated with allowing the effective exchange of equivocal 

information [6, 7]. Leaner media, on the other hand, are less personal (e.g., e-mail) 

and provide less support for affective cues [8]. They are usually associated with the 

effective communication of non-equivocal information [6, 7]. As lean media struggle 
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to render some of these affective cues, they can inhibit social connection [10] and 

make social interaction and relationship-building more difficult. Because trust and 

shared meaning are fundamental to successful collaboration [11, 12], it is important to 

overcome these challenges and support social connection even during online 

interaction. Emotional contagion is a primitive mechanism that facilitates effective 

communication, helping people experience closeness and social connection [13, 14]. 

This suggests that hindered emotional contagion could be a contributing factor to 

some of the negative interpersonal experiences of remote collaboration. In this study, 

we propose an experimental design to analyze how affective alignment between 

remote work partners impacts their collaborative outcomes and to understand how 

different media affect the relationship between affective alignment and collaborative 

outcomes. 

Theoretical Development 

As working partners engage in a collaborative task remotely, they are likely to be 

in different moods from foregoing events and experiences [15, 16]. These assorted 

affective states create affective friction between the partners (i.e., an affective 

misalignment between workgroup members that may result in diverging affective 

responses to shared experiences), leading to miscommunication, hindered collective 

strategies, and interpretation discrepancies [17]. The digital nature of collaboration 

media can make it more challenging for partners to notice the friction [18]. Thus, the 

ability to recognize affective friction relies on a medium’s capability to render 

assorted affective states. We expect that affective media, those traditionally 

considered to make mediated interaction feel “unmediated” [19] and often associated 

with high levels of social presence [19], richness [6], synchronicity [20], and 

naturalness [21], are particularly suited to affective communication and thus more 

likely to make affective friction perceptible. On the other hand, non-affective media 

tend to muffle them, because they offer limited capability to render users’ core affect. 

 

P1. Media affectivity increases perceived affective friction. 

 

Affective friction is likely to result in repeated instances of unpleasant experiences 

(e.g., disagreements, misunderstandings, misjudgments, etc.) [17]. A well-

documented phenomenon known as the “sensitization hypothesis” posits that repeated 

exposure to interparental conflict have a strong negative impact on children’s long-

term conflict appraisal, and results in increased negative emotionality, exacerbated 

perception of conflicts, and overall heightened sensitization to conflicts [22–26]. 

While empirical evidence of the phenomenon has been constrained to parent-children 

relationships and child-adolescent age ranges, we argue that repeated exposure to 

symptomatic affective friction is likely to have similar effects for adult work 

relationships. As tension resulting from affective friction accumulates, colleagues 

may start noticing the friction and its effects, and become more sensitive to it. In 

doing so, they start paying increased attention to their diverging perceptions and ideas 

– we call this process affective transitioning (i.e., the formulation and communication 

of non-congruent core affect among team members that increase perceived affective 

friction).  
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P2. Affective transitioning increases perceived affective friction, and perceived 

affective friction feeds affective transitioning. 

 

As working partners experience affective transitioning, they are likely to open 

themselves to new and conflicting perspectives, resulting in divergent thinking, which 

“allows one to explore in different directions from the initial problem state, in order to 

discover many possible ideas and idea combinations that may serve as solutions” [27]. 

This process is generative, as new possibilities and suggested compromises act as 

“probes” that force individuals to confront their differences and reconsider what is 

essential [28]. It encourages team members to reconsider past decisions and new 

possibilities in light of new information and uncertainties [29].  

 

P3. Affective transitioning improves performance in divergent-thinking tasks. 

 

A fundamental next step for success is that working partners engage in affective 

harmonizing. Noticing the efforts made during the affective transitioning phase and 

its potential successful outcomes creates a positive feedback loop that fuels 

convergent thinking [30–32]. At this stage, working partners are likely to be 

motivated to resolve their affective friction and may start engaging in socio-affective 

interaction to create a sense of collectivity (e.g., help-seeking/giving, reinforcing, etc. 

[33]). In doing so, working partners may start experiencing matching affective 

reactions. Importantly, having gone through transitioning before harmonizing 

prevents the group from suffering the pitfalls of groupthink (i.e., a mode of thinking 

where a team’s desire to reach unanimity overpowers their ability and motivation to 

seek the best possible outcome instead of the most consensual one) [32]. Groupthink 

is likely to occur when a team has elevated perceived collective efficacy. The lack of 

friction within a group is thus likely to result in elevated perceived collective efficacy, 

which is a risk factor for groupthink [32]. When a team engages in harmonizing, the 

propensity to think alike and the motivation to reach a consensus may jeopardize the 

quality of the outcome. However, if the team has gone through transitioning first, it is 

predisposed to better assess the situation and not let its decisions be impacted by in-

group pressures.  

 

P4. Affective harmonizing improves performance in convergent-thinking tasks 

when it is preceded by affective transitioning. 

Material and Method 

We suggest a two-phase experimental approach: Study I aims at testing whether 

affective friction explains creative and collaborative performance through a 

combination of affective processes, and Study II aims at testing whether the 

affectivity of the medium moderates this effect.  

 

The task. Participants take part in an online collaborative creative task [34] based on 

the following scenario: after two years of remote teaching due to the COVID-19 

pandemic, the colleges of a university located on the West Coast of the United States 
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decide to join forces to welcome students and staff back on campus. The university 

organizes a large-scale competition to find the best solution to the following 

challenge: how might we strengthen our university community, as campus reopens, 

with solutions that reconnect people and enhance collective wellbeing, teaching, and 

learning? This scenario is based on a real challenge that was posted on 

openIDEO.org, an online platform that leverages crowdsourcing to foster open 

innovation. Using a real-life challenge strengthens its relevance, timeliness, and 

concreteness. Placing the challenge in a local university further increases personal 

relevance and self-efficacy for the participants [35].  

The task is divided into two sub-activities. For the first activity, participants are 

given 15 minutes to brainstorm and come up with as many creative ideas [34] as 

possible to address the challenge. They are informed they will be evaluated both on 

the number of ideas and the creativity of each idea. For the second activity, 

participants are given 10 minutes to agree on one idea they agree is the best overall. 

Similar studies typically provide 15 minutes for brainstorming and 10-15 minutes for 

idea selection [34–37]. 

 

Data Collection. All interactions will be recorded (video, audio, and text) for both 

studies using COBALT CAPTURE [38] to obtain facial expression, tone, speech and 

log data, and additional physiological data will be recorded for Study II (COBALT 

BLUEBOX for EDA and EKG [39] and Tobii Pro X3 120 eye tracker).  

 

Measures and Instruments. Affective Friction is measured through a Perceived 

Affective Friction questionnaire designed by the author for the purpose of this study 

(PAF). Affective Processes are measured through physiological synchrony. Divergent 

thinking is operationalized as the first activity of the task (brainstorm) and its 

Performance is measured based on common creativity evaluation techniques 

(quantity, originality, and paradigm relatedness of the ideas generated [34, 40, 41]) 

and self-reports of perceived group creativity (PGC) [42, 43]. Convergent thinking is 

operationalized through the second activity of the task (idea selection) [35] and its 

Performance is determined based on a blind assessment of the selected ideas 

conducted by two external evaluators selected for their subject-matter expertise (i.e., 

pedagogical professionals who are likely to make this kind of decision in a real-life 

situation), and a cognitive group consensus (CGC) questionnaire [43, 44]. In addition, 

overall Performance includes related measures of team processes using self-reporting 

of collaboration quality [43, 45], team performance [46], personal success [46], 

satisfaction [47] (TP). See Table 1 for a full overview. 

Table 1. Overview of measures and instruments  

Type Description 

Physiological Cardiac activity (ECG) 

Physiological Electrodermal activity (EDA) 

Behavioral Eye gaze 

Behavioral Facial expression  

Self-report Affective state: PANAS [48] 
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Self-report Cognitive group consensus (CGC) [43, 44] 

Self-report 

Team processes (TP): Collaboration quality [43, 45], Personal success [46], 

Team performance [46], Satisfaction [47], Perceived group creativity [42, 

43], Team performance [46] 

Self-report Perceived Affective Friction (developed by author) 

Evaluation Idea quality: external assessment by recruited panel of experts 

Evaluation Idea creativity: quantity, originality, and paradigm relatedness [34, 40, 41] 

 

Study I 

Participants. The experiment uses a one-factor, between-subjects design (see Table 

2), with the independent variable being Affective Processes. We will recruit 80 

participants who will each collaborate with a confederate actor, making for 20 dyads 

per condition. To prevent fatigue and reduce the risk of carryover effects, 8 different 

actors will be recruited and randomly assigned across conditions. 

 

Confederate. In natural settings, dyads may need multiple interactions over longer 

periods of time to start noticing dysfunctions. In addition, some people might be 

uncomfortable sharing affective displays in the presence of strangers and/or an 

experimenter. This type of confounds can be controlled for but not manipulated, and 

are likely to introduce variance when it comes to perceived affective friction. In this 

study, we suggest inducing artificial and perceptible affective friction with the help of 

a confederate actor. While controlled collaboration commonly uses conversational 

agents [50–54], the use of a human agent is preferred for this study given the 

complexity and dynamism of socio-affective interaction. Although uncommon, using 

an actor as a confederate is a promising method that has yielded unique insights in 

prior experimental research on collaborative behavior [49, 55]. 

Each participant will be paired with an actor, thinking they are being paired with 

another participant. The confederate is a trained actor with good improvisation skills 

and elevated emotional intelligence [56]. Additional training (including partial scripts, 

instructions on verbal and non-verbal affective cues to display, and a sample of pre-

determined solutions to the challenge) will be provided to ensure the actor can stick to 

their role under various circumstances. These instructions will be carefully crafted to 

ensure symmetrical cognitive stimulation across dyads.  

 

Table 2. Conditions of Study I  

Condition Part 1 (brainstorm) Part 2 (evaluation & selection) 

TH Affective transitioning Affective harmonizing 

TT Affective transitioning Affective transitioning 

HH Affective harmonizing  Affective harmonizing 

HT Affective harmonizing Affective transitioning 
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Conditions. The Affective Processes vary on four levels and rely on Affective 

Transitioning and Affective Harmonizing. In Affective Transitioning, the confederate 

actor manifests evident divergences from their partner both in terms of affective cues 

and idea generation. In Affective Harmonizing, the actor manifests convergence with 

their partner. The conditions vary in the alternating of each of these processes for each 

of the two activities in the task through various combinations (e.g., Affective 

Transitioning during brainstorming followed by Affective Harmonizing during idea 

selection). All interactions occur through video conferencing on Zoom (with the 

possibility to use embedded emoji reactions), and the partners can always see and 

hear each other, as well as see a shared Google Document where both partners record 

their ideas. Table 3 describes the hypotheses and measures for Study I. 

Table 3. Hypotheses of Study I  

Hypotheses Measures 

H1. Affective transitioning increases perceived affective friction. PAF questionnaire 

H2. Affective harmonizing decreases perceived affective frictions. PAF questionnaire 

H3. TH will yield the best performance.  PGC, CGC, TP, experts 

 

Study II 

Participants. The experiment uses a 2 (media affectivity: high vs. low) x 2 (affective 

friction: high vs. low) between-subjects design. We will recruit 200 participants, 

resulting in 100 collaborative dyads in total or 25 per condition (see Table 4). 

 

Conditions. Dyads will either communicate using a High Affectivity Medium (Zoom 

video conference) or a Low Affectivity Medium (Zoom chat with camera and 

microphones turned off). Their screen will be split between their interaction medium 

and a Google Document where they can both contribute. Prior to starting the 

collaborative task, participants will take part in a mood induction pre-task. 

Participants will either play an intentionally buggy Pac-man game (f-pacman) [57, 58] 

or a regular Pac-man game (r-pacman) for 5 minutes. They will be told that we are 

interested in player performance while wearing non-intrusive sensors. After the game, 

they are asked to write down their thoughts about the game in a few sentences. 50 of 

the dyads will experience the High Affective Friction condition (within each dyad, one 

participant plays the control game and the other plays the frustrating game, by random 

assignment). The remaining 50 experience the Low Affective Friction  condition 

(within each dyad, both participants play the same game – either the control or the 

frustrating version, by random assignment).  

Table 4. Conditions of Study II 

Condition Affective Friction Media Affectivity 

HH High (f-pacman, r-pacman) High (Zoom) 
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HL High (f-pacman, r-pacman) Low (Chat) 

LH Low (r-pacman, r-pacman OR f-pacman, f-pacman) High (Zoom) 

LL Low (r-pacman, r-pacman OR f-pacman, f-pacman) Low (Chat) 

 

Mood Manipulation. Each version of the game (f-pacman and r-pacman) was pre-

tested by subjects recruited through Amazon Mechanical Turk, a web service that 

coordinates demand and supply for a variety of tasks that requires human intelligence. 

Once the MTurk workers accepted the task, they were taken to a Qualtrics survey. 

The participants’ baseline mood was measured through self-report using the PANAS 

scale prior to starting the task [48]. They were then redirected to the Pac-man game13 

which they played for 5 minutes. Once the 5 minutes were up, the participants were 

asked to return to the main survey, where they answered an open-ended question 

(“Please write down any thoughts you had about the game you just played”) and the 

PANAS scale again, as a manipulation check. We controlled for game completion 

using an embedded timer as well as a completion code disclosed after 5 minutes of 

playtime and included an attention check to further maximize the quality of the 

responses. 

Physiological Analysis Strategy. To test Study II hypotheses (See Table 5), we 

propose Affective Processes as a measure of affective instability (transitioning) and 

stabilization (harmonizing) over a time period. This concept is closely related to the 

concepts of physiological synchrony, often referred to as physiological linkage or 

compliance [e.g., 59–61]. The physiological data of each participant is recorded using 

the COBALT Bluebox, which uses a system of LED signals to synchronize the 

recordings of the screen, camera, audio, cardiac and electrodermal activity within 

each participant. Cardiac activity will be recorded through 2 electrodes positioned on 

the upper chest of the participants and 1 electrode on the left lower rib. Electrodermal 

activity will be recorded through 2 electrodes placed on the non-dominant hand of the 

participant and secured with a hand-glove and wristband. For each dyad, we plan to 

time-synchronize the data by sending a parallel trigger to both devices at the 

beginning of each collaborative task. Within each dyad, we will use a set of analytical 

techniques to measure physiological synchrony, including cross-correlation [59–63], 

coherence, cross-recurrence and delayed coincidence count [61, 64]. We will further 

augment our findings by analyzing gaze data, which have been associated to affective 

expressions and intimacy [65, 66]. Prior to the experiment, hotspots will be 

predefined on the participants’ face (Zoom), conversation (Chat), and shared 

document. Using gaze overlap signals [67, 68], we will measure shared and mutual 

gaze (when both participants look at the same area of the screen or when they look at 

each other through the video). Finally, we will analyze speech and voice tone data to 

look for evidence of vocal mimicry [69].  

 
13 GitHub repositories: https://github.com/maxkonrad/frustrating-pacman, 

https://github.com/maxkonrad/regular-pacman. 

https://github.com/maxkonrad/frustrating-pacman
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Table 5. Hypotheses of Study II  

Hypotheses Measures 

H1. Perceived affective friction will be highest in HH. PAF questionnaire 

H2. HH will yield the best performance.  PGC, CGC, TP, experts 

H3. Affective processes moderate this relationship.  Cardiac activity, EDA, gaze 

 

Preliminary Findings 

Mood Induction Pre-tasks. First, we test the mood induction pre-task. 83 subjects 

(46 for f-pacman and 37 for r-pacman) were recruited for the pre-test. The selection 

criteria were based on MTurk quality criteria (master’s qualification and at least 100 

completed tasks with an approval rate above 95%) and having at least obtained a US 

High School diploma.  

Based on our attention and completion checks, we dropped 6 responses for the regular 

version (n = 31), and 2 responses for the frustrating version (n = 44).  

 

F-pacman. We operationalized “frustration” using 3 items of the PANAS scale 

(“hostile”, “irritable”, and “upset”), and the value for Cronbach’s Alpha for the 

frustration construct was α = .87. D’Agostino and Pearson’s test and the Shapiro-Wilk 

test (using SciPy [70]) both rejected the null hypothesis that our data comes from a 

normal distribution. Consequently, we tested our hypothesis (Ha: frustration scores 

are greater post-treatment) using a Wilcoxon signed-rank test, which is considered to 

be the non-parametric equivalent of the paired T-test [71] using the Python package 

Pinguin [72]. The difference between the pre and post-treatment levels of frustration 

was significant (W = 46.5, p < .0001, with a right-tailed alternative). We report a 

matched pairs rank-biserial correlation of r = -.834 [73] and a common language 

effect size of CL = .697 [74, 75], indicating that most of our participants reported 

feeling more frustrated after playing the game. The difference in median frustration 

pre/post-treatment is shown in Figure 1. 

 

R-pacman. To verify the absence of a frustrating effect in our regular Pac-man, we 

applied the same statistical tests as the frustrating condition, albeit we used a two-

sided hypothesis (H0: the median of differences between pre and post-treatment is 0). 

The difference between the pre and post-treatment levels of frustration was non-

significant (W = 23, p = .68, with a two-sided alternative). We thus accept the null 

hypothesis that there is no significant difference between the pre and post-treatment 

frustration levels of the participants for the r-pacman. 
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Fig. 1: Box-plot of self-reported frustration before and after playing the game (5-point Likert 

scale, frustration being the mean of the scores for “hostile”, “irritable”, and “upset”). The left 

box-plot shows the results for f-pacman (p < .0001), the right box-plot shows the results for the 

r-pacman (p = .68). 

Expected Contributions and Conclusion 

The suggested experimental design compares different combinations of affective 

processes to understand their impact on a creative task’s outcome. Importantly, this 

work addresses questions that are fundamental in the post-pandemic corporate world. 

It explores how medium affectivity impacts the perception of affective friction among 

team members and subsequently results in differentiated affective processes that 

improve or worsen collaborative outcomes. This is an important avenue for improving 

team processes and management in the context of increased hybrid and remote work 

arrangements. Moreover, psychophysiological data have been under-represented as a 

method to capture emotional alignment during online creative collaboration. 

Capturing and measuring affective friction and processes would constitute an 

important methodological contribution to the field of NeuroIS. Moreover, the use of 

an online Pac-man game is compatible with online experiments, allowing other 

researchers to design experiments that can be conducted remotely. Finally, while 

using a confederate actor is common in experimental research, it is rare to use an 

actor for a collaborative task – especially in studies about affective processes. The 

success of this study would thus democratize the use of confederate actors in research 

on team processes and online collaboration, potentially opening a wealth of much-

needed research in the context of a complete re-invention of work relationships.  
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Abstract. Text entry in Augmented and Virtual Reality applications remains a 

major challenge for a comprehensive and ubiquitous usability of this technolo-

gy. Therefore, researchers have proposed several solutions for text entry in 

Augmented Reality. Hands-free gaze typing is a popular approach to ensure 

mobility and both fast and accurate typing. However, prior studies struggle with 

the missing expertise of participants. We propose a study design that eliminates 

the learning process and gives an outlook to future gaze typing performance. In 

particular, we focus on the time-dependent effects of different dwell times on 

typing performance. By focusing on user-specific limitations, the results of this 

study are a prerequisite to user-adaptive gaze typing without fatigue. 

Keywords: Gaze Typing · Augmented Reality · Dwell Time · Eye Tracking · 

NeuroIS 

Introduction 

Eye tracking is becoming increasingly relevant in research14 and business as sensors 

are becoming more powerful and cost-effective [1]. Primarily, eye tracking technolo-

gy is used to study human attention allocation behavior to improve user experiences, 

marketing campaigns, or detect fatigue while driving [2]. However, eye tracking can 

also be leveraged as active element of user interaction. Gaze typing allows users to 

type solely by using their eyes, i.e., by fixating the respective letters on a virtual key-

board for a certain time [3]. This hands-free interaction mode is particularly useful for 

future Augmented Reality (AR) and Virtual Reality (VR) applications as traditional 

input devices are usually not available [3]. With built-in eye tracking sensors, no 

additional controllers, keyboards, or gloves are required. Therefore, gaze typing ena-

bles mobility and concurrent task execution. 

Various studies explore the parameters of gaze typing and its achievable speeds to 

improve usability and performance [3–5]. Moreover, longitudinal studies show the 

importance of the learning effect on typing speeds [6, 7]. However, the performance 

development while writing longer texts has not yet received much attention. Explor-

ing this effect with users, who are unfamiliar with the system, is confounded as they 

 
14 Number of yearly results on Scopus for “Eye Tracking” is steadily increasing since 2004 

from 294 to 3,074 in 2021. 

mailto:%7d@springer.com
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need to simultaneously put effort into learning the system. Still, a hypothetical expert 

gaze typist will likely experience fatigue over extended periods of time at their peak 

typing speed thus limiting the long-term performance. 

Hence, we will approach the issue from a different perspective. By excluding the 

learning effect and measuring time-dependent performance at varying dwell times 

during typing in a realistic AR context, we explore human limitations in gaze typing. 

The overall goal is to create gaze typing that is proactively adapting instead of retro-

spectively reacting to user fatigue. This would enable users to type short texts at their 

peak performance and economically utilizing cognitive resources for long texts. With 

the proposed study design in this article, we want to make a first step towards reach-

ing this overarching research goal and seek to answer the following research question: 

What is the influence of dwell time and text length on gaze typing performance? 

In this research-in-progress paper, we propose a design for a laboratory study to 

answer the research question and demonstrate its implementation in an AR system. 

Theoretical Background 

Eye Tracking. Eye movement can be largely characterized by fixations and saccades 

[8]. According to Pannasch et al. [8], saccades are defined as “fast sequential move-

ments, [that] are necessary to bring the fovea from one point to another” [p.1] and 

fixations as “periods in between of saccades, when the eyes are relatively stable” 

[p.1]. Saccades can be triggered by different events and are further categorized into 

visually guided and memory-guided saccades among others [9]. Visually guided sac-

cades are either reflexive to a sudden visual event or scanning unknown areas. 

Memory-guided saccades move the eyes to gaze towards a memorized location with-

out external stimulus [9]. 

Today, eye tracking is usually performed by capturing the corneal reflection with 

video cameras [10]. Eye trackers are used for interactive and diagnostic purposes in 

application domains such as neuroscience, aviation, automobile driving, print adver-

tising, and user experience research [2]. The interactive use of eye trackers, called 

gaze-based interaction, has also gained relevance in VR and AR applications when 

traditional means of input are not available or when user mobility would be limited 

[3]. Gaze-based interaction can be the sole mode of input or used for target selection 

in combination with a controller or gesture to confirm a gaze-selected action. 

Gaze Typing. New device factors often ask for new types of text entry, e.g., numpads 

on mobile phones, touch keyboards on smart phones, and voice recognition on smart 

speakers. There are several approaches to text entry in AR and VR ranging from 

physical keyboards to wrist- or gesture-based, and novel 3D techniques [3]. Each 

technique has benefits and drawbacks in different contexts. New layouts require more 

training than layouts a user is already familiar with [11]. In general, the goal of new 

layouts is to maximize the text entry rate and minimizing the error rate at the same 

time [3]. 

Gaze typing relies solely on eye tracking to enter text. A common form is the dis-

play of a virtual keyboard on a screen. By gazing at a key for more than a given 

threshold, the eyes “press” the key and type the respective character [3]. The main 
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advantage of gaze typing is its hands-free character, which has been leveraged in 

several accessibility studies [12, 13]. Additionally, the eyes can move quickly and 

accurately. Studies therefore indicate a potential of high text entry speeds and low 

error rates [6, 14, 15]. 

The time between the beginning of the initial fixation and the activation of the key 

press is called dwell time and is an important variable when designing gaze typing 

interaction. The dwell time is necessary to differentiate meaningful from unmeaning-

ful gaze events, i.e., intended typing from a character search. As soon as the first 

fixation is registered within the Area of Interest (AOI) of one key, the system 

measures the visit time on this particular key. If one of the successive fixations targets 

an area outside the AOI before the dwell time threshold has been reached, the key 

press is aborted. Otherwise, if all successive fixations stay within the AOI longer than 

the dwell time, the key is pressed once. 

Short dwell times can cause the Midas touch effect, that is, the unintended selec-

tion of every key the user is passing over [4, 16]. Thus, longer dwell times reduce the 

number of errors. However, overly long dwell times lead to adverse effects as the user 

is not able to hold the gaze for long periods (“gaze-hold problem”) [4]. Additionally, 

long dwell times slow down text entry speeds as the user must stay fixated to one 

character until the dwell time has passed. Longitudinal studies show that trained users 

are able to deal with shorter dwell times around 200 msec while still maintaining low 

error rates [6, 7]. Hence, this tradeoff between entry speed, error rate, and training 

determines the success of the application of eye gazing in VR and AR. Feasible dwell 

time depends on different factors. Following the human performance model of Kris-

tensson and Vertanen [15], the gaze typing interaction consists of overhead time and 

dwell time. The overhead time includes saccades to transition between keys and error 

correction. While the dwell time is internal to the application, the overhead time de-

pends on the user. 

Design Considerations for an Experimental Design to Study Time-Dependent 

Gaze Typing Performance 

To explore the limitations of gaze typing of future experienced typists, we plan to 

conduct a laboratory experiment. In general, the typing performance is highly influ-

enced by the dwell time [15, 17]. Accordingly, it should be set as low as possible to 

support fast text entry. In contrast, the ability of users to concentrate is limited. There-

fore, we presume that proficient gaze typists experience fatigue while typing a text 

section and cannot maintain the speed associated with a low dwell time. 

Task. MacKenzie [18] discusses different tasks for text entry evaluation. While a text 

creation task is closer to typical usage, it has several issues for performance meas-

urement. Text creation includes aspects unrelated to the keyboard interaction such as 

thinking about content, phrasing, and grammar [18]. Additionally, error detection is 

more complex as the user intention cannot be inferred during text entry [18]. Finally, 

text creation complicates comparability between subjects because of differences in 

vocabulary and, therefore, the distribution of letters and words [18]. 
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For these reasons, scientists typically rely on text copying tasks that try to mimic 

text creation [17–20]. A typical task is as follows: The study participant is presented 

with one sentence for example from the phrase set of MacKenzie and Soukoreff [21]. 

After memorizing the sentence, the participant is asked to write the text as quickly as 

possible with the given keyboard [18]. 

Gaze typing experiments usually study the performance of prototypes with respect 

to typing speed and accuracy [3]. Due to typically novel keyboard designs and the 

unfamiliarity of participants with them, the performance of a potential expert typists 

cannot be trialed in one session. Longitudinal studies show that the average typing 

speed increases over multiple sessions, although participants cannot be considered 

experts afterwards [6, 7]. Novice typists have to search for characters on the keyboard 

during typing and are not accustomed to the dwell time. During this process, the fast 

eye movements can be considered as scanning saccades in combination with longer 

fixations required for pattern identification. In contrast, potential expert typists can 

use memory-guided saccades to quickly and accurately jump between keys after suf-

ficient training. Thus, this study eliminates the training effect regarding interaction 

type, keyboard layout, and typing task, by approximating memory-guided saccades 

with reflexive saccades. Instead of displaying a phrase that the participant must type, 

the keyboard visually highlights the next key that shall be “pressed.” This highlight-

ing cues a reflexive saccade. In essence, participants follow the highlighted keys to 

gaze type sentences from the phrase sets of MacKenzie and Soukoreff [21] at varying 

dwell times without relying on their gaze typing skill. 

Text copying tasks introduce additional subtasks such as comparing the specified 

text with the typed text, which reduces text entry performance [18]. However, this 

study design does not require participants to memorize and compare texts when fol-

lowing the highlighted keys. Thus, we expect a higher external validity regarding real 

text creation. 

Evaluation Procedure. The experiment begins with a calibration of the eye tracker. 

The participant is introduced to the task and performs a trial round. The task is to 

follow and focus the highlighted character as quickly and accurately as possible. After 

the dwell time threshold has been reached the next character of the sentence is high-

lighted on the keyboard. Afterwards, the task is performed at decreasing dwell time 

levels. The levels are 600 msec, 450 msec, 300 msec, 150 msec, and 0 msec [17]. 

This could be adjusted after our pretest. There are two consecutive trials at each dwell 

time level to account for inter-treatment fatigue. As we want to measure the time-

dependent effects on intra-treatment performance, there is a relaxation phase of 3 

minutes between each treatment to reduce effects on inter-treatment performance 

[14]. 

Each treatment ends regularly after 5 minutes. Participants can abort the treatment 

if they are not able to maintain the increasingly fast speeds. If the error rate exceeds 

15 % the participant is unlikely to keep up and the treatment ends as well. This 

threshold requires finetuning during the pretest, too. 

Measurements. The performance is measured as a function of time to derive a rela-

tion between dwell time, text length, and performance. Measures include the overhead 

time between dwells, the number of lost focuses for one keypress, the minimal dis-
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tance between the gaze-intersection with the keyboard and the key border, and the 

error rate. After each round, the participants answer the NASA-TLX questionnaire to 

supplement self-reported task loads [22]. 

Participants and Compensation. Participants will be recruited from the participant 

panel of a large European university. For the 100-minute experiment, we plan to 

compensate each participant with 20 €. Further, the three participants with the highest 

performance will be rewarded with an additional 5 € to motivate concentration. We 

decided against an entirely performance-based compensation to avoid pushing partic-

ipants over their limits in an unrealistic manner. 

Application. We chose to implement the experiment in an Augmented Reality con-

text. Most research in the domain of virtual keyboards is currently conducted using 

Virtual Reality technology [3]. However, Augmented Reality systems are more de-

pendent on mobile means of text entry as VR systems are limited in their mobility in 

order not to interfere or collide with real objects. In a professional VR application, a 

hardware keyboard can most likely be used with a mapped virtual representation 

within the VR environment. The application is implemented in Unity 2020.3 for an 

off-the-shelf Microsoft HoloLens 2 Augmented Reality head-mounted display using 

the Mixed Reality Toolkit 2.7.3. The HoloLens 2 is a state-of-the-art standalone AR 

device with build-in eye tracking capabilities. 
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The eye tracker updates at 30 Hz, is specified with a spatial accuracy of 1.5°, and 

has been evaluated previously for accuracy and precision [23]. Although it is not as 

capable as external sensors, it is sufficiently accurate for this use case. The API only 

grants access to the combined fixation point. The video stream of the IR cameras, 

independent data per eye, and eye blinking data is not available. While this is a draw-

back, future eye trackers in consumer devices will likely comprise of the same limita-

tions for privacy reasons. We implemented the application based on Microsoft’s usa-

bility recommendations15 for colors, contrast, object positioning and size, and audio. 

Figure Fig. 15 depicts the gaze typing keyboard in a simulated environment. A vid-

eo16 of the application shows different dwell time levels combined with an overhead 

time that simulates the human reaction time. The measurement display and the over-

head time are included for demonstration purposes and will be deactivated for the 

experiment. Furthermore, Figure 2 lists all relevant measurements of the keyboard 

and its components in an isometric projection. The keyboard fits within the field of 

view of the HoloLens 2 without the need for users to turn their heads.  

 
15 https://docs.microsoft.com/en-us/windows/mixed-reality/design/ (Accessed: 23.04.2022) 
16 https://www.youtube.com/watch?v=GQayxnlKVqU 

Fig. 15. Augmented Reality application with highlighted character 

Fig. 2. Dimensions of the gaze typing keyboard 

https://docs.microsoft.com/en-us/windows/mixed-reality/design/
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Discussion 

This paper proposes a novel experiment design to explore human limits to inform 

future gaze typing implementations. Depending on the dwell time level, we expect 

that participants will start to struggle concentrating on the task after some time. The 

performance measures will likely represent this effect. For lower dwell time levels, 

the effect is expected to appear earlier during the task. 

By conducting two consecutive trials at each dwell time level, we expect an ap-

proximated step function. The second round on the same level might show a slight 

decrease in performance. If this effect is too prominent in the pretest, the relaxation 

phase will be extended. As the overhead time can vary between participants, we do 

not expect that there will be one cutoff point where all participants experience con-

centration loss. However, understanding these differences between individuals will be 

the prerequisite for designing proactive user-adaptive gaze typing. A proactive system 

would be able to increase dwell time to decrease task load before typists experience 

fatigue. 

There are some limitations to this experiment design. The limited spatial and tem-

poral resolution of the eye tracker was already mentioned. Moreover, the overhead 

time in this experiment does not contain the tasks of character processing and finding 

on the keyboard layout and error correction. Thus, this factor must be added when 

comparing the results with other gaze typing studies even if expert typists are able to 

minimize it. Furthermore, there is a possible secondary training effect on concentra-

tion to type longer texts that this study cannot eliminate. 

Concluding Notes and Future Research 

The results of this study will enable the development of proactive user-adaptive eye 

gazing systems by complementing previous studies with a different perspective. Addi-

tionally, future systems do not have to rely on the exact fixation of singular characters 

[14, 15]. Intelligent dwell-free gaze typing similar to swipe keyboards on smartphones 

could even improve gaze typing performance [14]. The particularization of the human 

performance model [15] similar to the keystroke-level model [24] with a focus on the 

cognitive processes could also help to unveil cognitive limitations. By better under-

standing human limits, the usability and comfort of these systems can be improved 

with the results of this study leveraging gaze typing as attractive and competitive 

means of text entry in AR and VR environments.  
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Abstract. NeuroIS researchers have become increasingly interested in the de-

sign of new types of information systems that leverage neurophysiological data. 

In this paper we describe the results of machine learning analysis which vali-

dates a method for the passive detection of mind wandering. Following the 

presentation of the results, we describe ways that this technique could be ap-

plied to create a neuroadaptive online learning and virtual meeting tool which 

may improve users' retention of information by providing auditory feedback. 

Keywords: Electroencephalography (EEG) · Machine learning applications · 

Neuro-adaptive systems · Mind wandering 

Introduction 

Since its inception as a field that leverages neurotechnology to give insights into in-

formation systems (IS) phenomena, NeuroIS has developed a range of specific inter-

ests. Researchers have flagged emotion, attention, and decision making as promising 

areas of inquiry [1]. These areas promise to contribute to making more human-

centered systems, or even designing systems that can adapt to a user’s cognitive states 

[2]. Attention-adaptive systems, in particular, have the potential to contribute to radi-

cally new information technology (IT) use experiences, and have begun to gain trac-

tion in the community [3]. 

Mind wandering is an attention-related phenomenon which describes when con-

scious experience becomes detached from an external environment toward one’s 

internal thoughts or feelings [4]. It is known to have various effects on creativity, 

attention, and other cognitive processes [5, 6]. Moreover, it has been identified as a 

topic of interest by IS researchers [7, 8, 9, 10] as well as in learning systems [11, 5]. A 

system adaptive to mind-wandering episodes could contribute to IT use experiences 

and might be particularly important for systems related to improved online learning, 

or remote meeting technologies, as well as other applications. 

In this paper, we take the first steps towards such a system by identifying machine 

learning algorithms which can reliably detect the mind wandering based on its EEG 

signal correlates. We describe an offline machine learning experiment that leverages 

previously published data [11]. The techniques used in this experiment apply those 

used by brain-computer interfaces, with an aim towards improved systems design [12, 
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13]. The goal of the experiment is to apply classifiers to unlabeled data to demonstrate 

the technique’s feasibility. Following the description of our methods and results, we 

discuss and provide details about how these findings can be applied to develop an 

adaptive mind wandering system, which could be applied to create novel online class-

rooms, personal performance tools or cognitive wellness systems. 

Methods 

Data acquisition and description 

The data analyzed in this experiment were previously disseminated in the literature 

and we encourage readers to refer to the paper for more details on the methods and 

justifications for design choices [11]. Participants attended a long lecture as two tones 

were played in the background, one at 500 Hz played 80% of the time and one at 

1000 Hz played 20% of the time. Participants were not given a task to complete relat-

ed to the tones. They were prompted 10 times at pre-programmed intervals about their 

degree of experienced mind wandering, based on a Likert scale from 1 (“completely 

on task”) to 5 (“completely mind wandering”). The data of interest comprised 1.2 

second epochs extending from 200 ms prior, to 1000 ms after, the onset of each audi-

tory tone. Epochs which occurred in the 10 seconds preceding an experience sample 

prompt were labelled according to the degree of reported mind wandering. The re-

maining data represented nearly 73 minutes of the total experiment and were unla-

beled. Of the 52 participants who were described in the original study, we included in 

the present analyses only the 11 who used the full range of the Likert scale (i.e. partic-

ipants whose minds both wandered and remained on task at various times in the ex-

periment). Each participant’s data was divided into two subsets for the machine learn-

ing analysis. The classification dataset consisted of the epochs that were labelled with 

the extremes of the Likert scale; epochs that preceded a response of 1 and those that 

preceded a response of 5. The unlabeled dataset consisted of the approximately 3500 

epochs that were unlabeled throughout the experiment, to which we applied the classi-

fier.  

 

Data preparation and classification 

Data from both datasets were converted to power spectral density using the multitaper 

method [14]. The tapers generated consisted of frequencies between 1 and 30 Hz over 

32 electrodes, which were then normalized and transformed into a two-dimensional 

array. To ensure a balanced dataset for machine learning, we conducted up-sampling 

of the minority classes, which generated synthetic data based on the distribution of the 

data [15]. Each participant’s data was analyzed individually. Machine learning classi-

fiers were created for each participant’s data from the classification dataset. All  clas-

sifiers were trained to discriminate between “completely on task” and “completely 

mind wandering” trials, using Scikit-Learn’s linear discriminant analysis classifier 

with 2/3 of the labelled data. The classifiers were tested for accuracy on 1/3 of the 
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labelled data. The classifiers were then applied to the unlabeled data from each partic-

ipant. 

 

Assessment and visualization 

Each classifier was assessed individually for accuracy. We created visualizations 

using the classifications of the unlabeled data were retrieved and averaged and 

smoothed across 100 second segments to assist with visualization and interpretability. 

Visualizations were created on the smoothed data and compared to the original Likert 

scale responses made throughout the experiment [16]. 

Results 

The results of the up-sampling and classification tasks are provided in Table 1. The 

classifiers trained on 6 of the 11 participants performed with over 80% accuracy. All 

visualizations and analysis are provided as a Jupyter notebook appendix, which is 

available online.17 

Table 6. Summary of labels, total support (after up-sampling) and classification accuracy for 

predicting labelled data  

Participant Likert 1  

labels† 

Likert 5  

labels† 

Total  

support‡ 

Accuracy 

1 56 14 112 0.973 

2 13 15 30 1.000 

3 13 13 26 0.444 

4 9 29 58 0.900 

5 29 14 58 0.700 

6 26 11 52 0.833 

7 28 26 56 0.789 

8 22 13 44 0.800 

9 14 35 70 0.750 

10 36 38 76 0.846 

11 13 28 56 0.789 
†Denotes actual trials 
‡Denotes data investigated with up-sampling; a balanced number for each class. 

Discussion 

The results of the machine learning classifiers suggest that they can accurately classi-

fy mind wandering based on the limited data that they were given. The application of 

the classifiers to the unlabeled data demonstrate that the classifiers might predict mind 

wandering, though we did not test these relationships statistically. We are nonetheless 
 

17 https://github.com/cdconrad/2022-towards-adaptive 

https://github.com/cdconrad/2022-towards-adaptive
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led to believe that we have some evidence that the classifiers 1) performed classifica-

tion with a degree of accuracy and that 2) they were applied in a way that demon-

strates their use for creating an adaptive mind wandering system. It is not surprising 

that the linear discriminant analysis technique worked well, as it is commonly used in 

the development of brain-computer interfaces to achieve a mechanically similar task 

[10]. Nevertheless, the findings would benefit from future research, ideally on a larger 

sample. Future researchers can apply our proposed technique and make improvements 

to it to create adaptive interfaces that can improve users’ experience. 

A potential limitation of our findings is that there is no way to truly validate the re-

sults of the machine learning classifiers on the unlabeled data that we retrieved from 

the original experiment. However, this is likely true of many applications of a live 

adaptive system, and the samples that we had labels for suggested that the classifiers, 

on average, performed similarly to many brain-computer interface paradigms. Future 

experiments can be conducted to validate their accuracy over time with various label-

ing methods. A second limitation of our findings is that the data is that we had to rely 

on synthetic data generated by up-sampling to gather sufficient data for classification. 

Though up-sampling is leveraged by many machine learning researchers to conduct 

similar classification tasks, this criticism warrants consideration; it is possible that the 

classification results were the product of overfitting.  

Towards a mind wandering adaptive experience 

The findings described by the experiment suggest that it is possible to create computer 

programs that are adaptive to a users’ mind wandering state. In this final section, we 

will outline some of the characteristics of such a system for future work. 

Proposed system design 

Like brain-computer interfaces, a useful neuroadaptive system would consist of two 

phases: a training phase, and a test phase [3, 12]. In the case of a mind wandering 

system, a training phase should involve the creation of the classifiers. The experiment 

described in the previous sections outline a feasible design for creating such classifi-

ers by leveraging the experience sampling technique over an extended period of time 

[5, 13]. A major limitation of this approach is the amount of time that would be re-

quired to generate sufficient labels for the task. Furthermore, the Likert scale did not 

guarantee that any given user would generate sufficient labels for an adaptive system.  

An alternative approach is to ask participants to conduct a very boring task that is 

likely to trigger mind wandering over a period of 20 to 30 minutes. Such an approach 

could similarly use mind wandering prompts, though ideally adapted from the Likert 

scale to give a binary classification (i.e., yes/no), or could use a behavioural measure 

such as missed cues. The labels should be sufficient to conduct machine learning, 

though the up-sampling technique described in this paper can be used to overcome 

imbalanced datasets. 

Once the classifiers have been created, they can be applied to determine whether a 

computer should administer a stimulus. Given that applications of adaptive systems to 
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virtual workplaces or classrooms should encourage productivity, it is important that 

the stimulus is minimally disruptive, and ideally does not require the modification of 

the workplace software. One approach could be to create an auditory stimulus, such as 

a beep, that is administered by the neuro-adaptive program. Such stimuli could help 

remind participants to attend to the task, potentially encouraging them to return to a 

meta conscious state where they are aware of their surroundings. A study can then be 

conducted to determine whether the adaptive system helped participants perform 

better at information retention. Given that we have demonstrated the classifiers can be 

developed in the Python programming language, such an application could be made 

using common Python-based interface development tools. Figure 1 summarizes the 

design of such a system. 

 
Fig. 1. Overview of a simple auditory feedback mechanism for a virtual meeting. 

Other system applications 

If successful, such mind wandering adaptive information systems could have addi-

tional applications beyond reminders. For example, wearable technologies are in-

creasingly employing data visualization to encourage desirable behaviour. The system 

could be similarly applied to provide feedback to participants about their ability to 

attend to long videos. The system could alternatively be used to passively measure 

mind wandering as various information system designs are prototyped; it could be 

that by keeping Zoom videos on, harmful mind wandering is limited. 

 Regardless of application, the generic system will leverage the training rou-

tine, which will continue to limit the system’s applicability. Future work on this topic 

would benefit by identifying techniques for generating labels of mind wandering 

events in as little time as possible. It would also benefit by identifying labels that can 

distinguish varieties of mind wandering, some of which may not be harmful to a us-

er’s productive experience with a technology. 
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Abstract. Neuro-Information-Systems (NeuroIS) research contributes to a bet-

ter understanding of cognitive and affective processes related to the develop-

ment, adoption, and use of digital technologies. Among others, heart rate (HR) 

and heart rate variability (HRV) can be used to measure physiological states—

more specifically, autonomic nervous system (ANS) activity. Based on a previ-

ous systematic literature review in which we surveyed the existing NeuroIS lit-

erature on HR and HRV (Stangl and Riedl, 2022 [1]), in the current paper we 

review completed empirical studies with a focus on the papers’ methodological 

aspects. Thus, this review provides methodological insights to advance the re-

search on HR and HRV with a focus on NeuroIS research. 

Keywords: Heart Rate (HR) · Heart Rate Variability (HRV) · NeuroIS ·  

Methodological Practices · Methodological Review 

Introduction 

Neuro-Information-Systems (NeuroIS) research contributes to a better understanding 

of users’ cognitive and affective processes that explain why and how certain effects 

occur in the use of information and communication technologies [2, 3]. Heart rate 

(HR) and heart rate variability (HRV) are two important physiological indicators 

which are relevant to IS research (e.g., [2–5]). To advance the field of HR and HRV 

in NeuroIS research from a methods perspective, this paper provides insights from a 

methodological perspective, which refers according to Chong and Reinders [6] to “a 

type of systematic secondary research (i.e., research synthesis) which focuses on 

summarising the state-of-the-art methodological practices of research in a substan-

tive field or topic” (p. 2). 

The foundation of this paper is a recently published systematic literature review 

which surveyed the existing NeuroIS literature on HR and HRV with a focus on 

measurement based on wearable devices [1]. However, this current paper goes beyond 

this original article by analyzing methodological aspects of existing empirical litera-

ture in a more substantive way. Thus, the main objective of the current paper is to 

support the mainstream IS researcher by analyzing the previous research in detail 

from a methods perspective. Based on the results of our systematic analysis of the 
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NeuroIS literature published in peer-reviewed academic journals and conference pro-

ceedings in our previous work [1], we address the following research question: How 

were the existing empirical NeuroIS studies that used HR and HRV measurements 

methodologically designed? More specifically, our analyses reveal aspects related to 

measurement focus, measurement task, measurement method, measurement metrics, 

research setting, and study participants. 

The remainder of this paper is structured as follows: The following Section 2 out-

lines methodological fundamentals of HR and HRV, focusing on methods commonly 

used to determine HRV. The knowledge presented in this section summarizes major 

HR and HRV insights, with the main goal to provide brief guidance for mainstream IS 

researchers in choosing suitable HRV measurement methods for their own research. 

Section 3 describes the research methodology consisting of a brief overview of our 

literature search and the paper selection process. Results are presented in Section 4. 

Finally, in Section 5, we make concluding remarks and address implications for future 

research. 

Methodological Fundamentals of HR and HRV  

The human heart is a remarkable organ with four unique morphological and function-

al chambers [7]. However, the heart of a healthy individuum beats irregularly [8] due 

to variations in cardiovascular variables such as heart rate, arterial blood pressure, and 

stroke volume [9], which may affect brain activity and subsequently sensory and 

cognitive performance [10]. Also, it is possible that information processing in the 

brain affects HR and HRV, signifying the relationship between the central nervous 

system (here with a focus on the brain) and the autonomic nervous system (ANS) 

[11]. Moreover, this variability of heartbeats may be affected by the temporal varia-

tion and magnitude variation of the pulse wave [12]. This means that even if the pulse 

is constant, the heartbeats do not follow each other according to a constant length of 

time, which consequently leads to variable intervals between the heartbeats of healthy 

subjects [13]. HRV is the oscillation in the interval between consecutive heartbeats as 

well as the oscillations between consecutive instantaneous HRs [14]. The variation in 

time intervals between successive heartbeats is referred to as sinus RR intervals over 

time, hereafter RR interval [15], and can reflect changes of the ANS (e.g., [16, 17]). 

In this context, NN intervals refer to RR intervals adjusted for ectopic beats (i.e., 

heartbeat is too fast or too slow due to depolarizations of the sinoatrial node) [14]. 

However, a higher variation of the intervals between the heartbeats indicates a greater 

the ability of the ANS to regulate itself [18]. For further details on HR fundamentals 

and measurement, such as information on how ANS regulates bodily functions, we 

refer the reader to Stangl and Riedl [1].  

Various methods can be used to measure and consequently analyze the variations 

between heartbeats, such as time domain, frequency domain, time-frequency domain, 

and nonlinear methods [19]. Although the methods share some common characteris-

tics, they are not considered directly equivalent [20]. We briefly summarize the main 

characteristics of the methods commonly used to determine HRV in the remainder of 

this section. 
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Time Domain Method. This relatively simple method to assess autonomic func-

tion [21] can be applied to measure consecutive HR samples or sequences of RR 

interval durations [22]. Measures recommended for this method include SDNN and 

HRV triangle index (both estimate total HRV), RMSSD (estimates short-term com-

ponents of HRV), and SDANN (estimates long-term components of HRV) [14]. As 

an example, Umetani et al. [23] investigated the effects of age and gender effects on 

the normal range of time domain HRV over nine decades in healthy subjects. For 

further methodological information to perform time domain methods, we refer the 

reader to [14, pp. 1043-1045]. 

Frequency Domain Method. This method, which is also known as power spec-

trum analysis, decomposes the HR signal into its frequency components and quanti-

fies them in terms of their relative intensity [24], providing insight on how power 

(variance) distributes as a function of frequency [14]. Among the measures recom-

mended for this method is the oscillatory pattern, which characterizes the spectral 

profile of short-term variability in heart rate and arterial pressure associated with 

vasomotor and respiratory activity [25]. The oscillatory pattern can be classified as 

ultra low frequency (ULF, ≤0.003 Hz), very low frequency (VLF, from 0.003 to 0.04 

Hz), low frequency (LF, from 0.04 to 0.15 Hz), and high frequency (HF, >0.15 to 0.4 

Hz) oscillations [14]. This method provides insights into the neural control of the 

cardiovascular system embedded in the time series of biological signals [25]. For 

further methodological information to perform frequency domain methods, we refer 

the reader to [14, pp. 1045-1048]. 

Time-Frequency Method. This method combines elements of time domain and 

the frequency domain methods. Specifically, it consists of the frequency components 

of the frequency domain method and considers the sequences of RR intervals between 

the consecutive heartbeats of the time domain method [26]. For example, Konok et al. 

[27] used specific time domain (i.e., SDNN) and frequency domain metrics (i.e., VLF, 

LF, HF, LF/HF) in their research to measure sympathetic and parasympathetic activi-

ty of the ANS. Another method is the calculation of the continuous wavelet transform, 

which can provide insight into ANS activity and its control mechanism via the calcu-

lation of time-frequency maps of time-varying coherence [28].  

Nonlinear Method. Due to the spontaneity and adaptability of the heart beat regu-

lation, methods in the time and frequency domain often cannot adequately capture the 

complex dynamics of the heart [29]. Voss et al. [30] argue that nonlinear methods can 

contribute to HRV analysis because they can describe beat-to-beat dynamics and 

renormalized entropy, which compares the complexity of power spectra at a normal-

ized energy level. Also, a combination of the different methods is possible. As an 

example, Gao et al. used a combination of time domain, frequency domain, and non-

linear metrics to analyze the fatigue state of agricultural workers [31]. However, 

methods recommended for nonlinear methods include correlation measure, divergent 

fluctuation analysis, approximate entropy, and sample entropy, even though some of 

these methods are not strictly nonlinear [19]. For further methodological information 

to perform nonlinear methods, we refer the reader to [14, p. 1050]. 
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Review Methodology 

The starting point for our review was a recently published review by Riedl et al. [32], 

which investigated the development of the NeuroIS research field during the period 

2008-2017. For the subsequent literature search, we considered peer-reviewed publi-

cations included in the Senior Scholars’ Basket of the Association for Information 

Systems (AIS), existing NeuroIS Retreat conference proceedings as well as further 

academic journals and AIS conferences. For our literature search, we used generic 

terms that represent the NeuroIS field and terms representing the various methods of 

measuring HR and HRV highlighted in the publications. The review process was 

based on existing recommendations for conducting literature searches [33–35], and it 

comprised a literature base of 23 completed empirical studies which were published 

in the period January 2011 to 2021. For further details on the review methodology, 

please see [1].  

The following exclusion criteria (EC) were applied to select papers for further 

analyses. 

EC1: We excluded papers if, based on current knowledge, the used device is not 

recommended for HR and HRV measurement for consumer, clinical, or research 

purposes according to validation studies (i.e., we therefore excluded [36–39]).  

EC2: We excluded papers if the validity of the measurement method used for HR 

and HRV measurement could not be ensured continuously (i.e., we therefore excluded 

[40]). 

Finally, we merged overlapping papers that used the same research methodology 

(i.e., identical research setting) with same research objective and overlapping research 

outcome in each completed empirical study. In particular, we merged Adam et al. [41, 

42] as well as Lutz et al. [43, 44], considering the more comprehensive paper version 

for further analysis (i.e., [42, 44]). As a result of the application of the exclusion crite-

ria and the merging of papers, we ended-up with 16 publications that were included in 

our review, including 12 peer-reviewed journal papers and 4 peer-reviewed confer-

ence proceedings papers. 

Review Results 

In this section, we present the main findings of our literature review, guided by our 

research question. As indicated in Table 1, we analyzed six metrics: measurement 

focus, measurement task, measurement method, measurement metrics, research set-

ting, and study participants. 
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Table 1. Overview of Research Question and Metrics 

Research Question Metrics 

How were the existing empirical NeuroIS studies 

that used HR and HRV measurements methodologi-

cally designed? 

• Measurement Focus 

• Measurement Task 

• Measurement Method 

• Measurement Metrics 

• Research Setting 

• Study Participants 

Measurement Focus. To get an overview of the measurement focus, Table 2 shows 

details with the corresponding references. Specifically, we found the following re-

sults: Out of the 16 papers, the measurement focus was on HR in 9 papers (56%), on 

HRV in 3 publications (19%), and on both in 4 publications (25%).  

Table 2. Measurement Focus in HR and HRV Papers in Reviewed Publications 

Measurement Focus References Sum Percentage 

HR [42, 45–52] 9 56% 

HRV [44, 53, 54] 3 19% 

Both [27, 55–57] 4 25% 

Measurement Task. To get an overview of the various tasks used to measure HR and 

HRV in NeuroIS research, Table 3 classifies the tasks with the corresponding meas-

urement purpose of the N = 16 HR and HRV publications along the identified meas-

urement focus.  

Table 3. Task with Measurement Purpose in HR and HRV Papers in Reviewed Publications 

Measurement Focus Task with Measurement Purpose Reference 

HR 

Bidders’ arousal during auction [42] 

Bidders’ arousal during auction to increase performance [45] 

Participants’ humor appraisal of content [46] 

Participants’ perceived anxiety when being unable to 

answer mobile phone calls while performing cognitive tasks 
[47] 

Participants’ arousal while playing a pattern recognition 

game 
[48] 

Participants' arousal when various IT events happen while 

writing an essay 
[49] 

Participants' arousal during computer mediated and face to 

face communication 
[50] 

Bidders’ levels of arousal during bid submission in auctions [51] 

Participants' arousal and valence when reading news from a 

mobile device, listening to pre-recorded audio track of 

someone reading the news, and listening to an actual person 

presenting the news, i.e., who reads out loud 

[52] 
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HRV 

Participants’ affective information processing when reading 

real and fake news 
[44] 

Participants’ perceived stress during daily life [53] 

Participants' arousal while doing computer-simulated tasks 

with different demand level manipulations 
[54] 

Both (HR + HRV) 

Participants’ perceived anxiety when being separated from 

the mobile phone while doing cognitive tasks 
[27] 

Participants’ effect of respiration when performing tasks on 

a PC and on a mobile device 
[55] 

Participants’ perceived stress when doing a public speaking 

task 
[56] 

Participants’ perceived cognitive absorption while doing an 

Enterprise Resource Planning (ERP) system training ses-

sion 

[57] 

Measurement Method. Based on the analysis of N = 16 publications, we identified 

three different measurement methods to perform HRV measurements in NeuroIS 

reseearch (see Table 4). Specifically, we found the following results: Out of the 7 

papers that used methods to calculate HRV, time domain methods were used in 4 

papers (57%), time-frequency methods were used in 2 (29%) papers, and frequency 

domain method was used in 1 paper (14%). Notably, the 2 papers that used a time-

frequency method (i.e., [27, 55]) each used a combination of specific time domain and 

frequency domain metrics in their research. 

Table 4. Measurement Methods in HR and HRV Papers in Reviewed Publications 

Measurement Method References Sum Percentage 

Time Domain Method [44, 53, 56, 57] 4 57% 

Time-Frequency Method [27, 55] 2 29% 

Frequency Domain Method [54] 1 14% 

Measurement Metrics. The analysis of N = 16 publications revealed that eight dif-

ferent metrics related to the HRV calculation have been used in NeuroIS research (see 

Table 5). Specifically, we found the following results: Out of the 7 papers that used 

methods to calculate HRV, 4 different metrics were used to perform a time domain 

method (i.e., Bavesky Stress Index, NN50 Index, RMSSD, SDNN), and 4 different 

metrics were used to perform a frequency domain method (i.e., VLF, LF, HF, 

LF/HF). Interestingly, there are more than 70 published metrics for calculating HRV 

in the scientific literature [19]. In fact, Smith et al. [58] surveyed the existing litera-

ture on published methods of HRV analysis for very short-term analysis and identi-

fied 136 methods, 70 of which were unique and appropriate for very short-term HRV 

analysis. Bravi et al. [59] identified more than 70 HRV analysis techniques currently 

used in the biomedical field to analyze physiological signals in the clinical setting.  
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Importantly, Konok et al. [27] and Tozman et al. [54] used the analysis software from 

Kubios Oy18 to calculate HRV. This software is considered as an advanced and easy 

to use HRV analysis software [60] and has also been used in other scientific publica-

tions (e.g., [61–65]).  

Table 5. Overview and Description of HRV Metrics in Reviewed Publications 

HRV Metric Description Reference 

Bavesky Stress Index 

A HRV metric reflecting cardiovascular system 

stress, whereat high SI values indicate lowered 

HR variability and increased sympathetic activity. 

[66, 67] 

HF 
Power of the signal in the high-frequency range 

(0.15–0.4 Hz) 
[14] 

LF 
Power of the signal in the low-frequency range 

(0.04–0.15 Hz) 
[14] 

LF/HF Ratio LF [ms2]/HF [ms2] [14] 

NN50 Index 
Number of consecutive RR intervals that differ 

more than 50 milliseconds 
[62] 

RMSSD 
Square root of the mean of the sum of the squares 

of differences between adjacent NN intervals 
[14] 

SDNN Standard deviation of all NN intervals [14] 

VLF 
Power of the signal in the very low-frequency 

range (0.003-0.04 Hz) 
[14] 

Research Setting. Based on the analysis of N = 16 HR and HRV publications, we 

identified two different research settings to perform heart-related measurements (see 

Table 6). With the exception of Buettner et al. [53], all studies were conducted in the 

laboratory or laboratory-like settings. With this research setting, “the researcher can 

control to a great extent, the laboratory can block or minimize certain stimuli that 

might interfere with observing the effects of the variables of interest” [68, p. 435]. For 

an overview of the tools used in NeuroIS research with a discussion of the strengths 

and weaknesses of each method per research setting, we referrer IS researchers to 

Riedl and Léger [5, pp. 47-72]; for a more detailed discussion of methods used in 

cognitive neuroscience, we refer the reader to Senior et al. [69]. 

Table 6. Research Setting in HR and HRV Papers in Reviewed Publications 

Research Setting References Sum Percentage 

Laboratory Setting [27, 42, 52, 54–57, 44–51] 15 94% 

Natural Setting [53] 1 6% 

 

 
18 Kubios Oy, https://www.kubios.com (accessed on March 13, 2022). 

https://www.kubios.com/
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Study Participants. The sample sizes of the completed empirical studies (N = 16) 

ranged from 17-851 participants with a median of 66. Female participation ranged 

from 19%-73% with a median of 49% (note that information on female participation 

was not provided in 3 out of 16 studies). Participants’ age range was from 18-55 with 

a median age of 23 years (note that information on age was not provided in 10 out of 

16 studies). When analyzing sample sizes per measurement focus, we found the 

following sample sizes: HR (73, based on 9 studies; please note that one study (i.e., 

[45]) reports two laboratory experiments with different sample sizes), HRV (42, based 

on 3 studies), and HR and HRV (51, based on 4 studies). Most of the studies (12 out 

of 17 studies) relied on student subjects. One study recruited university staff in 

addition to students (i.e., [46]). One study used professionals from a hospital (i.e., 

[55]). Finally, two studies (i.e., [49, 53]) did not provide further information on study 

population. Table 7 summarized details on study participants. 

Table 7. Study Participant Information in Reviewed Publications (N = 16) 

ID Participants Male Female Age Mean Age Study Population 

[27] 93 42 51 18-26 21 Students 

[42] 91 79 17 - 22,64 Students 

[44] 42 - - - - Students 

[45] 
36 24 12 20-28 23,39 Students 

68 52 16 18-27 22,06 Students 

[46] 25 13 12 20-35 26,3 Students and Staff 

[47] 40 27% 73% - 21,1 Students 

[48] 156 76 80 - - Students 

[49] 103 - - - - - 

[50] 73 21 52 - - Students 

[51] 120 93 27 - - Students 

[52] 17 5 12 20-30 22,47 Students 

[53] 851 490 361 - 43,7 - 

[54] 18 12 6 - 19,23 Students 

[55] 28 12 16 19-55 29 Professionals 

[56] 66 33 33 20-33 24,17 Students 

[57] 36 - - - - Students 

Implications and Concluding Remarks 

From a methodological perspective, HR and HRV can be measured with different 

measurement methods. We surmise that technological progress will create even more 

opportunities for researchers working in this field. For example, there are studies 

showing that HR and HRV can be measured with novel methods, such as smart cloth-

ing [70, 71], smart speaker [72], or through the ear canal [73]. To the best of our 

knowledge, such measurement methods are not yet used in NeuroIS research to col-

lect HR and HRV data. However, in addition to the capabilities of measurement 

methods for data acquisition, it is essential for NeuroIS researchers to evaluate the 
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data collection method against the general quality criteria for measurement methods 

in psychometrics and psychophysiology. In this context, Riedl et al. [74] proposed six 

quality criteria to be considered in NeuroIS research, which are outlined in Table 8. 

Table 8. Quality Criteria for Measurement Methods in NeuroIS Research. Source: 

Riedl et al. [74, p. xxix] 

Criterion Description 

Reliability 

The extent to which a measurement instrument is free of measurement 

error, and therefore yields the same results on repeated measurement of 

the same construct. 

Validity 
The extent to which a measurement instrument measures the construct 

that it purports to measure. 

Sensitivity 
A property of a measure that describes how well it differentiates values 

along the continuum inherent in a construct. 

Diagnosticity 
A property of a measure that describes how precisely it captures a target 

construct as opposed to other constructs. 

Objectivity 
The extent to which research results are independent from the investiga-

tor and reported in a way so that replication is possible 

Intrusiveness 
The extent to which a measurement instrument interferes with an ongo-

ing task, thereby distorting the investigated construct. 

Based on the analysis of the state-of-the-art methodological practices, we can draw 

two major implications for NeuroIS research on HR and HRV. First, there is no sci-

entific standardized state-of-the-art methodological practice for calculating HRV. As 

outlined, Smith et al. [58] identified 70 unique HRV methods for very short-term (30 

beat) analysis. Additionally, Bravi et al. [59] identified more than 70 HRV analyses 

techniques suitable for clinical applications. Although the number of completed em-

pirical studies using HRV as a metric is small and hence definitive conclusions are 

hard to draw, standardized reporting of the methods is fundamental, especially to 

conduct potential replication studies; in this context, consider the following statement: 

“[replications provide] an even better test of the validity of a phenomenon” [75, p. 

521]. However, regardless of the numerous methods used to calculate HRV and given 

the possible consequences from the replication crisis point of view, this finding re-

garding the calculation of HRV is remarkable. Indeed, such a scientifically reliable 

and valid metric for HRV assessment would allow research studies to be better com-

pared with each other and, together with large prospective longitudinal studies, would 

further contribute “to determine the sensitivity, specificity, and predictive value of 

HRV in the identification of individuals at risk for subsequent morbid and mortal 

events” [14, p. 1060]. NeuroIS researchers should therefore provide methodological 

details of the empirical work (e.g., online appendices on the journal's website or at 

least during the review process), as the variety of research design decisions, including 

possible effects of methodological aspects such as the metric used to calculate HRV, 

may affect the confirmation and/or rejection of the research hypothesis [74]. 
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Second, the range of study participants in completed empirical studies of HR and 

HRV in NeuroIS research is extensive. Indeed, the study with the smallest number of 

study participants was 17 [52] and the study with the largest number of study partici-

pants was 851 [53]. To have a benchmark, the average sample size in NeuroIS studies 

between 2008 and 2017 is 45 study participants, ranging from a minimum of 5 to a 

maximum of 166 with a median of 30 study participants [32]. To estimate the effect 

size and the required sample size, a power analysis could be performed prior to data 

collection, for instance with G*Power [76]. Notably, we found that 3 papers (i.e., [27, 

47, 55]) have performed such an analysis in advance. From an ethical perspective, 

such an analysis would subsequently also prevent studies from having either too little 

or too much statistical power [77].  

This paper reviewed completed HR and HRV empirical studies with a focus on the 

papers’ methodological aspects, centered on the following research question: How 

were the existing empirical NeuroIS studies that used HR and HRV measurements 

methodologically designed? Specifically, we analyzed measurement focus (see Table 

2), measurement task (see Table 3), measurement method (see Table 4), measure-

ment metrics (see Table 5), research setting (see Table 6), and study participants (see 

Table 7). Together with our recently published systematic literature review on a relat-

ed topic [1], the aim of the current paper is to contribute to HR and HRV research in 

NeuroIS by advancing the field from a methodological perspective. 
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Abstract. Heart rate (HR) and heart rate variability (HRV) measurements are 

important indicators of an individual´s physiological state. In Neuro-

Information-Systems (NeuroIS) research, these physiological parameters can be 

used to measure autonomic nervous system (ANS) activity, contributing to a 

better understanding of cognitive and affective processes in the Information 

Systems (IS) discipline. Based on a previous systematic literature analysis 

(Stangl and Riedl, 2022 [1]), in the present paper we review the major empirical 

results of NeuroIS research based on HR and HRV measurement. Thus, this re-

view provides insights to advance the field from an empirically grounded per-

spective. 

Keywords: Heart Rate (HR) · Heart Rate Variability (HRV) · NeuroIS ·  

Autonomic Nervous System (ANS) · Empirical Studies 

Introduction 

Heart rate (HR) and heart rate variability (HRV) are important indicators of an indi-

vidual’s physiological state [2], and both indicators can be used to measure autonomic 

nervous system (ANS) activity. HRV, defined as the variability of the time interval 

between heartbeats [3, 4], is affected by autonomic, respiratory, circulatory, endo-

crine, and mechanical influences of the heart [5]. HR and HRV measurements are 

critical in various Information Systems (IS) research domains, such as digital health 

[6–8], human-computer interaction [9–11], or technostress [12, 13]. Moreover, HR 

and HRV are also used in various other domains. For example, Penzel et al. [14] cre-

ated a model for the temporal sequence of sleep stages and wake states based on HR 

data. HRV is also a potential predictor of physical morbidity and mortality [3]. Hence, 

the dynamics of HR, along with the related HRV measure, are important indicators to 

assess human health, as well as physiological and psychological phenomena.  

In the present paper, we provide insights on HR and HRV in NeuroIS research 

from an empirically grounded perspective. NeuroIS contributes to a better understand-

ing of users’ cognitive and affective processes that explain why and how certain ef-

fects occur in the use of digital technologies (e.g., [10, 11, 15, 16]). The foundation of 

the present paper is a recently published systematic literature review which surveyed 
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the existing NeuroIS literature on HR and HRV with a focus on measurement based 

on wearable devices [1]. However, the current paper goes beyond this original review 

by presenting major empirical research findings. Thus, the objective is to support the 

mainstream IS researcher by analyzing the previous research on HR and HRV in the 

NeuroIS literature to develop a “big-picture” view. Based on the results of our origi-

nal analysis of the NeuroIS literature published in peer-reviewed academic journals 

and conference proceedings [1], in the present paper we address the following re-

search question: What are the main research findings of existing empirical NeuroIS 

studies which use HR and HRV measurement? 

The remainder of this paper is structured as follows: The following Section 2 out-

lines the genesis and progress of HR measurement. The knowledge presented in this 

section summarizes important milestones with the aim of providing a brief overview. 

Section 3 describes the research methodology of this literature review. Results are 

presented in Section 4. Finally, in Section 5, we make concluding remarks and ad-

dress implications for future IS research based on HR and HRV. 

Genesis of Heart Rate Measurement and Opportunities for NeuroIS  

The origin for HR measurement was first documented by Stephen Hales in 1733 [17], 

who reported variations in blood levels when he performed invasive measurements of 

arterial blood pressure by inserting a cannula into the carotid artery of a mare and 

connecting it to a glass cylinder (see Figure 1). However, the groundwork of today´s 

HR measurement was laid in 1906, when Cremer [18] succeeded for the first time in 

recording an electrocardiogram (ECG) of a fetus. In 1958, the clinical relevance of 

HRV was investigated for the first time by Hon [19] and later by Hon and Lee (e.g., 

[20, 21]), using electrodes to measure and monitor instantaneous fetal HR. One of the 

major conclusions was that electronically based evaluations provide a more accurate 

indication of changes in HR interbeat intervals in fetal distress during normal and 

abnormal labor than was possible with clinical methods at the time [19–21]. As a 

result, since the 1970s, more studies have been performed to investigate the relation-

ship between cardiovascular parameters and pathophysiological situations. For exam-

ple, Murray et al. [22] used the electrocardiographic computer technique to examine 

resting HRV to detect possible autonomic nerve damage in diabetic patients. Also, 

Wolf et al. [23] found that patients who required treatment for acute myocardial in-

farction (i.e., heart attack), had lower HRs compared with patients without myocardial 

infarction, using a 60-second ECG rhythm strip. Since the 1980s, with the rise of 

computer technologies for processing biological signals, HRV measurement studies 

have become more established in clinical practice. Indeed, studies from this period 

with Holter recordings showed a correlation between a myocardial infarction and a 

lower HRV (e.g., [24, 25]). In addition, the possibilities of computer technologies 

allowed specific experiments to be performed to measure ANS activity. Akselrod et 

al. [26] introduced, for example, power spectral analysis of HR fluctuations in trained 

dogs to quantitatively assess the function of beat-to-beat cardiovascular control.  

Since the introduction of the first pulse measuring device by Anastasios Filadelfeus 

[27] in the 19th century, research in the field of HR and HRV has made progress, 
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especially due to the development of technological capabilities; see Figure 2 for the 

measurement device with a description, Figure 3 for the application of the measure-

ment device, and Figure 4 for exemplary recordings of the measurement device, all 

introduced by Anastasios Filadelfeus. Indeed, besides ECG as a measurement method, 

there are other methodological approaches in HR and HRV research, such as meas-

urement with a chest strap or light-based technology for measuring blood volume 

pulse (please see [1] for an overview of methodological approaches identified in Neu-

roIS literature to perform heart-related measurements). Such a technological progress 

has many implications, and also important ones for IS research as it enables different 

research avenues. As an example, Riedl and Léger [10] outline that biological states 

and processes could be used in real time to develop adaptive systems that can posi-

tively impact practical and relevant outcome variables such as health, well-being, 

satisfaction, and productivity. Conroy et al. [28] used HR, among other indicators, to 

continuously monitor changing health status to aid military workforce readiness dur-

ing the COVID-19 pandemic. 

From a NeuroIS perspective, it can be expected that the ongoing technological pro-

gress will enable cheaper and more mobile measurements in the future [29]. This 

would also lead to further field studies in the future. Indeed, Riedl et al. [30] found 

that empirical NeuroIS studies are predominantly conducted in the laboratory. More-

over, further technological progress would advance NeuroIS research by encouraging 

to collaborate with industry, especially in the context of IS design, by providing neu-

roscience-based advice for the design of digital products and services [31].  

  

 

Figure 1. Stephen Hales measuring blood pressure in a horse (Source: [32, p. 69]).
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Figure 2. Measurement device introduced by Anastasios Filadelfeus (Adapted repre-

sentation from source: [27, p. 363]). Number 1: The part to be attached to the wrist; 

Number 2: The recording of the measurement on the cardboard tape; Number 3: A 

square box made of perforated aluminum, which supports the weight of the box 

(Number 5) that creates the pressure on the artery; Number 4: A regulator that applies 

the pressure on the artery; Number 5: A slider to adjust all the above parts (Number 3-

4) of the measurement device and also to adjust the levers and scales (Number 9-10) 

parallel through the perforation of the diagram; Number 6: A disc of woven wire of 

similar shape; Number 7: The measurement unit; Number 8: A curved plate that 

moves around the center and rests on a on the arm; Number 9 and 10: Levers and 

scales; Number 11: A handle for starting or stopping the measurement. 

 

 

Figure 3. Application of the measurement device introduced by Anastasios 

Filadelfeus (Source: [27, p. 366]). 
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Figure 4. Exemplary recordings with the measurement device introduced by  

Anastasios Filadelfeus (Source: [27, pp. 364-365]) 

Review Methodology 

The starting point for our literature analysis was a recently published review by Riedl 

et al. [30], which investigated the development of the NeuroIS research field during 

the period 2008-2017. For the subsequent literature search, we considered peer-

reviewed publications included in the Senior Scholars’ Basket of the Association for 

Information Systems (AIS), existing NeuroIS Retreat conference proceedings as well 

as further academic journals and AIS conferences. For our literature search, we used 

generic terms that represent the NeuroIS field and terms representing the various 

methods of measuring HR and HRV highlighted in the publications. The review pro-

cess was based on existing recommendations for conducting literature searches [33–

35]. In total, our literature base consists of 23 completed empirical studies which were 

published in the period January 2011 to 2021. For further details on the review meth-

odology, please see [1].  

Here, we review the major research results of completed empirical studies. The fol-

lowing exclusion criteria (EC) were applied to select papers for further analyses. 

EC1: We excluded papers if, based on current knowledge, the used device is not 

recommended for HR and HRV measurement for consumer, clinical, or research 

purposes according to validation studies (i.e., we therefore excluded [36–39]).  

EC2: We excluded papers if the HR and HRV measurement could not be ensured 

continuously (i.e., we therefore excluded [40] due to unexpected technical problems 

in the collection of HR data). 
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Finally, we merged overlapping papers that used the same research methodology (i.e., 

identical experimental design) with same research objective and overlapping research 

outcome in each completed empirical study. In particular, we merged Adam et al. [41, 

42] as well as Lutz et al. [43, 44], considering the more comprehensive paper version 

for further analysis (i.e., [42, 44]). As a result of the application of the exclusion crite-

ria and the merging process, we ended-up with 16 publications that were included in 

our review, including 12 peer-reviewed journal papers and 4 peer-reviewed confer-

ence proceedings papers.  

Review Results 

In this section, we present the main findings of our literature review, guided by our 

RQ. An overview of the content of this section related to our RQ and the correspond-

ing metrics is provided in Table 1. 

Table 1. Overview of Research Question and Metrics 

Research Question Metrics 

What are the main research findings of existing 

empirical NeuroIS studies which use HR and HRV 

measurement? 

• Measurement Purpose 

• Insights 

Measurement Purpose. To get an overview of the measured constructs, Table 2 

shows details with the corresponding references. Specifically, we found the following 

results: Out of the 16 papers, the measurement purpose (i.e., investigated construct) 

was arousal in 7 papers (44%), anxiety (i.e., anxiety caused by separation from mobile 

phone) in 2 publications (13%) [45, 46], stress in 2 publications (13%) [47, 48], and 

five further papers investigated the following constructs (6% in each case): affective 

information processing [44], arousal and valence [49], humor appraisal [50], cogni-

tive absorption [51], and voluntary and autonomic effect of respiration [52].  

Table 2. Measurement Purpose (Constructs) in HR and HRV Papers in Reviewed Publications 

Measurement Purpose (Constructs) Reference(s) Sum Percentage 

Arousal [42, 53–58] 7 44% 

Perceived Anxiety [45, 46] 2 13% 

Perceived Stress [47, 48] 2 13% 

Affective Information Processing [44] 1 6% 

Arousal and Valence [49] 1 6% 

Humor Appraisal [50] 1 6% 

Perceived Cognitive Absorption [51] 1 6% 

Effect of Respiration [52] 1 6% 
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Insights. Based on the analysis of N = 16 HR and HRV publications, we identified 

several findings. In the following, we present example findings. Our full analysis is 

presented in Table 3. HR can be affected by emotional stimuli. For example, Adam et 

al. [41] found that, on average, HR is increases during Dutch auctions if compared to 

a baseline condition, while HR is higher in fast auctions than in slow ones [42]. Inter-

estingly, in an experiment by Ortiz de Guinea and Webster [55] HR decreased after an 

unexpected IT-mediated interruption. In another study, Cipresso et al. [52] demon-

strated that HRV decreased with increasing anxiety. Further, Léger et al. [51] found 

that participants with lower HR and higher HRV (interpreted as “experiencing a lower 

level of cognitive effort when using the software”, p. 279), reported a higher level of 

cognitive absorption than others. Table 3 summarizes the main insights of the empiri-

cal studies on HR and HRV in NeuroIS research. 

Table 3. Insights in HR and HRV Papers in Reviewed Publications 

Metric Effect Description Reference 

HR Increasing 

In fast auctions (if compared to slow ones) [42] 

If interaction with mobile phone is not possible [45] 

When separated from mobile phone (partial support) [46] 

During public speaking [48] 

When watching and listening to a story face-to face 

(highest in comparison than when reading a written 

story or listening to a recorded audio of a person 

reading a story without another person present at each 

time) 

[49] 

When processing humorous content [50] 

During arousal [52] 

In auction game (if compared to baseline) [53] 

When decision performance is low [53] 

During poor performance [54] 

In socially anxious individuals in communication 

processes 
[56] 

When interacting with human counterparts in auction 

game (if compared to computerized ones) 
[57] 

HR Decreasing 
During low level of perceived cognitive absorption [51] 

During unexpected IT-mediated interruption [55] 

HRV Increasing When cognitive effort is low during software usage [51] 

HRV Decreasing 

During cognitive processing in reading and writing 

tasks 
[44] 

When stress is increasing [47] 

When sympathetic activity is increasing [48] 

When anxiety is increasing [52] 

When task demand is increasing [58] 
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Implications and Concluding Remarks 

The aim of this article was to review the main empirical results of HR and HRV in 

NeuroIS research. HR and HRV are indicators of an individual’s physiological state 

that also reveal information about ANS activity. For example, HRV as biomarker can 

provide significant information about the individual´s health status [59]. Due to the 

ongoing technological progress, a variety of research opportunities for NeuroIS can 

be expected in the future, and with them more opportunities for researchers in the 

field of HR and HRV research. As an example, Firstbeat Bodyguard 2 (BG2) from the 

Firstbeat Technologies Oy19 is a device for monitoring HR beat by beat in real time 

[60]. The device consists of an ECG with electrodes and determines HRV with a 

resolution of 1 millisecond, resulting in accurate data compared to a clinical ECG 

derived HRV [61]. Such technological possibilities allow HR and HRV to be meas-

ured and analyzed in real time in everyday life, as Figure 5 shows. From a NeuroIS 

perspective, such measurement devices might enable long term field studies for vari-

ous measurement purposes to measure ANS activity for HR and HRV research. 

 

 

Figure 5. HRV measurement in an individual’s daily life with Firstbeat BG2 (Source: 

[60, p. 1]). HR increases during physical activities and due to stress responses (i.e., 

HRV decreases) while HR decreases during recovery phase (i.e., HRV increases). 

However, in addition to the collection of accurate data, also the processing and analy-

sis of HR and HRV data is important in NeuroIS research. Indeed, HR and HRV can 

be affected by various stimuli and consequently increase or decrease (see Table 3 for 

insights from NeuroIS research). As an example, Figure 6 shows how respiration can 

affect the variation in time intervals between the successive heartbeats (i.e., RR inter-

val) [62]. From an empirical perspective, NeuroIS researchers must ensure that the 

results of HR and HRV research are independent of the investigator and are reported 

in a way that allows replication [63]. Otherwise, failure to adhere to objective ideals 

in data collection, processing, analysis, and reporting may lead to false-positive re-

sults [64, 65]. For various empirical aspects that NeuroIS scholars need to consider 

for objectivity, such as developing strategies to handle outliers, baseline measure-

ments to assess study participant response, subject-experimenter interactions (e.g., 

greeting, attaching sensors, or announcing task instructions), or maintaining constant 

room temperature, humidity, and light conditions during experiments, we refer the 

reader to the concept of objectivity discussed by Riedl et al. [63, pp. xix-xxvi]. 

 
19 Firstbeat Technologies Oy, https://www.firstbeat.com (accessed on April 19, 2022). 



289 

 

Figure 6. Influence of respiration on HR measurement (Source: [60, p. 3]). HR in-

creases during inhalation (HRV decreases), while HR decreases during exhalation 

(HRV increases). 

Based on the analysis of the results, we see two major implications for NeuroIS re-

search on HR and HRV. First, HR and HRV can be used in many settings with differ-

ent measurement purposes. In other words, HR and HRV can be used as physiological 

indicator for many psychological phenomena which are also of high relevance in IS 

research, including constructs such as arousal, stress, anxiety, or cognitive absorption. 

Specifically, our analysis of the existing NeuroIS literature on HR and HRV identified 

eight different measurement purposes (constructs) in 16 papers. In general, HR and 

HRV are important indicators of an individual’s physiological state and can provide 

an index of ANS activity [2, 39] to objectively measure a person's ability to respond 

to environmental demands [66]. However, our analyses indicate that HR was predom-

inantly investigated as indicator to measure ANS activity in NeuroIS research (see 

Table 3). As the research on HRV is still in a relatively nascent stage [1], we hope 

that the results of this review of major empirical results in NeuroIS research will en-

courage researchers to continue to advance this research field with empirical work 

and insights. Specifically, HRV as a metric for physiological measures related to ANS 

activity [63] is suitable for various measurement purposes (see Table 2). 

Second, we found some unexpected results in HR and HRV research. Indeed, the 

HR surprisingly decreased after an unexpected IT-mediated interruption in the exper-

iment by Ortiz de Guinea and Webster [55]. Stress-related disturbances such as unex-

pected IT-mediated interruptions typically lead to an increase in HR and a decrease in 

HRV [67], as the response towards stressors activates specific cognitive and affective 

processes and underlying brain mechanisms [68] which come along with activation of 

the sympathetic division of the ANS, including the release of stress hormones such as 

adrenaline, noradrenaline, and cortisol [13, 68]. In this context, it is critical for IS 

scholars to consider research findings in other disciplines. As an example, Moghta-

daei et al. [69] indicate that the regulation of hormones plays a crucial role in cardio-

vascular functions in both normal and diseased states. From an IS perspective, such 

research findings are important because they can advance the understanding of IS 

constructs (e.g., arousal, stress) and the development of IS and corresponding user 

interfaces that improve the efficiency of human-computer interaction [9] and contrib-

ute to consideration of humanistic values such as health, well-being, and satisfaction 

[10, 11].  



290 

Table 4 outlines our review results for our research question: What are the main re-

search findings of existing empirical NeuroIS studies which use on HR and HRV 

measurement? In this paper, we reviewed major research findings of completed em-

pirical studies, focusing on the measurement purpose (i.e., the investigated constructs 

and phenomena) and concrete insights. Together with our recently published system-

atic literature review [1], the aim of this review was to contribute to HR and HRV 

research in NeuroIS by advancing the field from an empirically grounded perspective. 

Table 4. Overview of Implications for Research 

Metric Implications 

Measurement Purpose 

Our review indicates that that arousal as a construct has been 

studied primarily in NeuroIS research on HR and HRV (see 

Table 2). HR as a measure, along with the related HRV measure, 

contributes to a better understanding of the various ANS activi-

ties, which are of great importance for IS research, such as per-

ceived anxiety or stress. 

Insights 

Our analysis of insights from HR and HRV papers in reviewed 

publications revealed that HR has been predominantly studied as 

an indicator to measure ANS activity in NeuroIS research (see 

Table 3). However, with the rise of computer technologies, the 

importance of HRV as a measure in clinical practice has become 

widely established since its first recognition in 1958. We suspect 

that technological progress will enable long-term field studies for 

various measurement purposes to measure HR and HRV as an 

indicator of ANS activity for NeuroIS research.  
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Abstract. In today’s fast-paced world, our brain spends almost half of our wak-

ing hours distracted from current environmental stimuli, often referred to as 

mind wandering in the scientific literature. At the same time, people frequently 

have several hours daily screen time, signifying the ubiquity of digital technol-

ogies. Here, we investigate mind wandering while using digital technologies. 

Measuring mind wandering (i.e., off-task thought), however, comes with chal-

lenges. In this research-in-progress paper, we present an experimental approach 

based on EEG, eye-tracking, questionnaires, and performance data to measure 

wind wandering. Our work draws upon the Unusual Uses Task, a widely used 

task to measure divergent thinking (as a proxy for mind wandering). We de-

scribe the experimental setup and discuss initial findings. 

Keywords: Mind-wandering · EEG · Eye-tracking · Unusual Uses Task ·  

NeuroIS 

Introduction 

Mind-wandering episodes are described as a shift of attention away from a primary 

task and toward dynamic, unconstrained, spontaneous thoughts [1]. In times of con-

stant use of digital technologies (hereafter: use of technology), it is almost impossible 

mailto:frank.holzwarth@springer.com
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not to get distracted. Our thoughts frequently and automatically wander back and 

forth [2]. Killingsworth and Gilbert showed that our minds wander nearly half of our 

waking time (46.9%), with a tendency to wander to negative content and get stuck in 

rumination [3]. In contrast to initial research that stresses the negative effects, the 

more current literature refers to mind wandering as a positive feature and as some-

thing purposeful we all experience [4]. Specifically, mind wandering can promote 

problem-solving and creative skills [5,6]. Such skills are highly relevant Information 

Systems (IS) phenomena because creativity is a crucial characteristic for knowledge 

workers [7].  

So-called “Aha moments” let ideas appear true, satisfying, and valuable [8]. Alt-

hough breakthrough ideas often seem to happen when inventors think about complete-

ly unrelated things, there is a paucity of research on technological tools to foster 

mind-wandering episodes and thus “Aha moments” [9]. Consequently, discovering 

and manipulating mind wandering while using technology is a critical endeavor. In 

particular, the development of neuroadaptive systems [37-42] that could induce mind 

wandering would constitute a breakthrough in research and innovation. Yet, to ac-

complish this goal, it is necessary to measure mind-wandering episodes in a valid 

manner. 

So far, mind-wandering episodes are mainly studied with experience samples and 

questionnaires [10]. Given the potential shortcomings of self-reports (e.g., social 

desirability), we pursue a triangulation approach to achieve more valid measurement. 

Validity refers to “the extent to which a measurement instrument measures the con-

struct [mind wandering] that it purports to measure” [11, p. 14]. In this context, trian-

gulation is used to increase the robustness and validity of our research findings. The 

goal is to measure mind-wandering episodes while using technology more accurately 

compared to the extant literature.  

The measurements involved include electroencephalography (EEG), eye-tracking, 

questionnaires, and creative performance. First, EEG is an established brain imaging 

tool that non-invasively assesses mind-wandering episodes without interfering with a 

task [12]. It allows temporal inferences at the millisecond level. Second, eye-tracking 

acts as a reliable time-critical indicator of visual attention by detecting changes in eye 

behavior [13]. Three visual mechanisms were observed in the present study: visual 

uncoupling, perceptual uncoupling, and internal coupling. Third, we present question-

naires to investigate spontaneous as well as deliberate mind-wandering episodes while 

solving a task [14]. Fourth, creative performance is operationalized based on the 

number of new and useful answers to a divergent thinking task.  

The present work is adapted to a technology-related environment because all steps 

can only be carried out using a computer and involve a specific reference to techno-

logical hardware. The experiment is based on the Unusual Uses Task (UUT) [15-16] 

and the work by Baird et al. [17]. The UUT measures divergent thinking. The partici-

pants are asked to generate as many unusual uses for everyday life objects as possible, 

for example, newspapers or headsets. The number and originality of the responses are 

taken as an index of creative thinking. All in all, the combination of brain data, eye-

tracking data, self-reports, and behavioral data promises to shed light on mind-

wandering episodes while using technology in an innovative way. Our overall expec-
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tation is that if we can design technologies that allow users to let their mind wander, 

we can increase the likelihood of “Aha moments” and overall creativity. 

Theoretical background 

Detecting mind wandering with EEG 

EEG is a widely used tool for the non-invasive measurement of bioelectrical brain ac- 

activity, in many areas, from basic sciences to diagnosis and treatment [18]. Here, we 

use EEG for the detection of mind-wandering episodes [12, 19]. The method enables 

recording of cognitive processes underlying perception, memory, and attention, 

among others, by measuring electrical signals generated by the brain (e.g., ideas) on 

the scalp. The most significant advantage of EEG is its temporal resolution, allowing 

for detection of complex patterns of neural activity which are a consequence of stimu-

lus perception on a millisecond level [18]. For a detailed comparison of EEG with two 

other major brain imaging tools (fMRI, fNIRS), please see Table 1 in [20]. 

Regarding EEG, the first indicator we use is the event-related potential (ERP), 

which is “a waveform complex resulting from an external stimulus or an event.” [18, 

p. 932]. A participant is repeatedly exposed to a defined number of stimuli (i.e., visual 

information on a screen), which allows for the measurement of such an evoked poten-

tial (EP). This includes amplitudes, positive or negative polarity (P and N), millisec-

ond latency, and scalp distribution. The P-N appears to be attenuated during mind-

wandering episodes due to perceptual decoupling [21-23]. 

The second indicator is to detect oscillatory EEG components varying in different 

frequency bands. According to Müller-Putz et al. [18, p. 918], these are defined as 

alpha (8-13 Hz), beta (13-25 Hz), gamma (25-200 Hz), delta (1-4 Hz) and theta (4-8 

Hz) bands (note that slight deviations from these bands can be observed in the scien-

tific literature, hence the bands are rough specifications). Studies that examined mind 

wandering concluded that considering alpha waves is crucial [24]. Alpha waves are 

primarily found during relaxation [18] and low stimulation [25]. They tend to increase 

during mental imagery [26] and before solving a creative problem with insight [27]. 

In addition, higher internal processing demands were found to increase EEG alpha 

activity in posterior brain regions and the parietal/occipital alpha power could be a 

neural correlate of mind wandering [28-30].  

 

Detecting mind wandering with eye-tracking 

Eye-tracking can be used to detect a possible daydream and to draw conclusions about 

the onset of relevant time points in the EEG signal. Eye-tracking is a consumer-

friendly tool for detecting mind-wandering episodes. It can be considered a “time-

critical [indicator] of internal attentional demands” that captures eye behavior [13, 

p.1]. Mind wandering can increase blink rates and may come along with longer blink 

durations [31-32]. Similarly, the number of saccades decreases, indicating less rapid, 

simultaneous, and voluntary eye movements. In addition, saccade amplitude increases 
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[13] and pupil diameter (PD) increases [33]. In this context, gaze aversion is reduced 

during cognitive load (i.e., demanding activities) by decreasing the processing of 

distracting external stimuli to shield internal processes [34-35]. During mind-

wandering episodes, pupillary activity tends to be less guided and more spontaneous 

[36]. Eye-closing measures are shown to promote performance in creativity tasks 

[37].  

 

Research design 

Experimental design. The participants’ brain activity and eye movements were 

measured while sitting in front of a computer working on a creative task. In addition, 

a short questionnaire was presented. The experiment took place in the EEG laboratory 

at Graz University of Technology, which guaranteed freedom from interference. The 

procedure is non-invasive, painless, and injury-free. The local ethics committee at 

Medical University Graz approved the study. 

Following Baird et al. (2012), the experiment was conducted with three groups 

(rest, demanding task, undemanding task) [16]. The instruction for all participants 

was to list as many unusual uses as possible for each stimulus (i.e., four objects, for 

details see next paragraph) and to solve UUT problems. Before the experiment, par-

ticipants were equipped with EEG (BrainProducts GmbH, Germany) and an eye-

tracking device (Pupil Labs, Germany). An ultra-sound sensor system (Zebris) was 

used to record the thirty-two electrode positions on the participants’ head to allow and 

facilitate later analyses. The impedance of the electrodes was set at 15kOhm. The 

pupil headset was calibrated with a baseline before onset. The participants were in-

structed to limit movement. Instructions for the measurement procedure were given 

once participants were seated. 

After EEG and eye-tracking montage the experiment started, and the participants 

solved four UUT tasks (two minutes each). Two images showed non-technological 

artifacts (bricks, newspaper), and two images showed technological artifacts (headset, 

computer mouse). The participants verbally expressed their responses, which were 

then recorded by sound and video. This method reduced motor distortions in the EEG 

to a minimum. 

After completing the UUT problems, participants were randomly assigned to one 

of three groups (rest, demanding task, undemanding task) following a between-

subjects design. Participants in the demanding-task condition performed a 3-back 

task, while those in the undemanding-task condition performed a 1-back task [38]. In 

the 1 or 3-back task, participants had to remember whether a given number was the 

same as 1 or 3 numbers before and confirm or deny this by pressing the left or right 

key on a keyboard. In the rest condition, participants were asked to sit quietly and 

look at a grey screen. The intervention lasted twelve minutes. After that, all partici-

pants answered a short questionnaire about spontaneous mind wandering during the 

UUTs [13]. Next, the participants completed the same four UUTs as before (two 

minutes each). After that, they were released from the EEG and eye-tracking tools. 

They were asked to complete a longer questionnaire about spontaneous and deliberate 
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mind-wandering episodes in their everyday life. Finally, they were thanked and de-

briefed. 

In sum, the participants’ cognitive processes while using technology were recorded 

using an EEG and eye-tracking device. The high temporal resolution of the tools 

(millisecond level) made it possible to determine thought patterns and highlighted the 

typical course of thought. Self-reports on perceived mind wandering were also col-

lected. Creative performance was analyzed by two independent raters. 

Participants. In this study, a total of 45 healthy volunteers aged between 21 to 47 

years (average 29.2 years) took part (24 females, 21 males). All participants gave 

written consent, were informed by the experimenters regarding the aim of the study, 

its content, and how the investigation will be conducted. The participants could ter-

minate or discontinue their participation at any time without giving any reason and 

without any consequences. The recorded data of each participant was anonymized.  

Data analysis. A major indicator for possible mind-wandering episodes is the gaze, 

more specifically, gaze fixations. Thus, the first task was to find a suiting value for 

the minimum time a fixation lasts. We analyzed the eye-tracking data with a fixation 

detection algorithm and placed our minimum fixation time at one second. This was 

done, on the one hand, to find a value that was small enough to show possible mind-

wandering episodes and, on the other hand, to limit the number of epochs to be ana-

lyzed later. The logic is as follows: If a person engages in mind wandering, it is high-

ly unlikely that this person—at the same time—moves gaze from one to another point 

on the screen. To clean the EEG data, we used an independent component analysis 

(ICA). Independent components like eye movements or muscle artifacts were rejected 

based on visual inspection. Thereafter, the data was bandpass filtered from 0.5 to 40 

Hz. The fixation timings delivered from the eye-tracker were then used to calculate 

and plot an event-related desynchronization/synchronization (ERD/S) map in over-

lapping 2 Hz bands. EEG epochs around the gaze fixation time points [-0.5, 2]s dur-

ing the four UUTs of all 45 participants were used. As a reference interval, we de-

fined [-0.5, 0]s. A bootstrapping method was then used to test for significant 

ERD/ERS (0.05) values. 

Preliminary results. Preliminary findings can already be drawn from the ERD analy-

sis of the whole group during mind-wandering episodes detected through gaze fixa-

tion during the initial four UUT problems. Figure 1 shows only significant changes 

(alpha = 5%) in band power compared to the reference. Generally, an alpha band 

ERD can be observed on almost all channels, which is more pronounced in the occipi-

tal region (O1, Oz, O2). This ERD starts immediately as eye gaze is fixated (second 

0) and could be an indication of visual processing during mind wandering. The next 

steps are ERD analyses group specific for the second block of UUTs after the inter-

vention of rest, 1-back and 3-back tests. In later studies, the data will be analyzed 

separately, with particular attention to alpha power and the parietal/occipital regions. 
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Fig. 16. Grand average ERD/ERS topographical map of 45 participants during mind-wandering 

episodes during the first block of UUTs (total of 3336 trials). x-axes: shows the time: [-0.5, 

0.05, 2]s with the reference period from [-0.5,0]s. y-axes show the frequency [8,40]Hz in over-

lapping 2-Hz bands. Scale -100 to +150. Bootstrap significance test (α=0.05). 

Future Work 

For in-depth statistical analysis, we will use correlation, regression analysis, analysis 

of variance, and multivariate analysis. This far, our experimental approach demon-

strated how and whether neurophysiological data (brain, eye-tracking) can be used to 

detect mind wandering while using technology. In the future, we seek a triangulation 

of the data. This analysis will be based on EEG, eye-tracking, questionnaires, and 

creative performance. Specifically, we will compare group-wise differences using 

perceived measures with more objective neurophysiological measures. 

Our work contributes to the current literature by identifying and measuring a cru-

cial cognitive process while using technology that can foster creativity, namely mind 

wandering. This can pave the way for designing innovative neuroadaptive systems 

[39- 44]. Our study presents a first step towards automatic observation and interpreta-

tion of mind-wandering episodes while using digital technology, which could help to 

design human-computer interaction tasks and human-centered technological artifacts 

in the future. We strongly believe that neuroadaptive systems offer significant theoret-

ical and practical potential and that this study contributes to related NeuroIS research. 
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Abstract. Studies across multiple industries have shown the importance of 

team cohesion and its diverse application [1, 44, 46].  This study reviews the lit-

erature regarding the types of factors that affect team cohesion. Within the liter-

ature review we examine the question; Can Artificial Intelligence (AI) be a tool 

to assist in accurately determining teams using employee self-reported prefer-

ences and capabilities? Opportunities exist within the literature for areas of 

practice where AI enabled personality tests are used for the purposes of creating 

teams.   The purpose of this paper is to examine the possible relationship be-

tween AI enabled personality assessments results and their ability to garner 

team cohesion. 

Keywords: Project Management · Artificial Intelligence · Scope Creep · 

Personality Assessment · Team Cohesion · Five Factor Model · Facial Expres-

sion Recognition 

Introduction 

In 2018 the Project Management Institute (PMI) conducted the Pulse of the Profes-

sion survey which uncovered that organizations around the world waste $1 million 

every 20 seconds equating to $2 trillion dollars a year [2]. From the survey five criti-

cal factors were identified and they were executive sponsored engagement, lack of 

connection between strategy and design, strategy implementation investment, disrup-

tion management and scope creep.  This review will focus on the scope creep critical 

factor.   

 

Larson & Larson [32] defined scope creep as the addition of unauthorized func-

tionality including features, new product, requirements, or work.   Studies show scope 

creep as one cause for diminished team performance with one reason being personali-

ty differences [3, 53]. Cohesive teams offer many benefits such as performance im-

provement. When team members have issues such as distrust, dislike and disinterest 

team motivation decline and the likelihood they will display behaviors related to 

teams that result in a positive effect are diminished [47]. Since scope creep has been 

linked to personality differences the purpose of this paper is to examine literature that 

could link the effects of artificial intelligence used when administering personality 
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assessments.  Next, we examine the use of personality assessment results in team 

selection.   

  

In the 1930s, the social sciences recognized personality psychology as an identifia-

ble discipline [37].  For years managers have utilized assessments for human resource 

planning, employee opinion surveys, and program evaluation [44].   Team perfor-

mance is influenced by both team cohesion and personality [1, 8, 21, 26, 42, 48] and 

the variable cohesion has been considered the most important for small teams [1, 14, 

33].  Cohesion is also considered a critical variable in models of effective work teams 

[12, 19, 27]. 

 

In the literature we found a limited number of articles regarding the use of AI in 

team selection. The articles we reviewed focused on AI before team selection and the 

use of AI after the team was formed. We suggest a more technical method for project 

team selection to encourage the chance of better team cohesion.  Further we hope to 

encourage research for investigating the effects of the addition of AI enabled person-

ality testing.  Through the lens of Tuckman’s theory [52], we address the following 

question: Does the use of AI-enabled personality assessments during team for-

mation improve team cohesion? 

 

The objective of this study is to provide a literature review on the effects of Artifi-

cial Intelligence enabled personality assessments on team cohesion.  There are nu-

merous articles on personality assessment and team cohesion as it relates to the use of 

AI after the team has been created [35, 50, 55].  However, studies of AI for team 

creation were minimal.  Since it is possible to distort a personality assessment by the 

respondent's environment or their ability to answer based on what the respondent 

perceives as the correct answer [20], we question if AI can help mitigate this risk 

providing a more accurate assessment. 

Literature Review 

Team Cohesion  

Cohesion is considered a valuable small group variable [33] because of the rela-

tionship between cohesion and positive group outcomes [9]. Teams provide numerous 

advantages. These advantages are realized to an extent only in cohesive teams [47]. 

When teams are cohesive, they are more likely to be motivated to achieve the estab-

lished goals [1]. Thus, when groups are studied, cohesion is a primary concern in 

numerous disciplines [14].  

Cohesion is defined in diverse ways across literature which indicates the distinc-

tion of how researchers interpret the word cohesion. Moreover, some scholars define 

cohesion as unidimensional for example Seashore [49] defines cohesion as members 

attraction to the group or resistance to leaving. And some multidimensional such as 

Festinger [22], who provides a historical definition for cohesion, states it is, “resultant 

of all the forces acting on members to remain in the group”.   He created a list of the 

five most common subdimensions and their definitions.  
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The subdimensions of cohesion according to Festinger [22] are task, social, be-

longingness, group pride, and morale. The subdimension task is defined as, an attrac-

tion or bonding between group members that is based on a shared commitment to 

achieving the groups goals and objectives; social cohesion, a closeness and attraction 

within the group that is based on social relationships within the group [13].  Belong-

ingness is the degree to which members of a group are attracted to each other [49].  

Group pride is the extent to which group members exhibit liking for the status or the 

ideologies that the group supports or represents, or the shared importance of being a 

member of the group [9].  Finally, moral is individuals’ high degree of loyalty to 

fellow group members and their willingness to endure frustration for the group [17].   

Offering a unique perspective, another historical definition by Gross & Martin [25], 

refers to cohesion as “the resistance of the group to disruptive forces”.  

Cohesion is often recognized as an individual team member’s desire to stick to-

gether within a team [1]. Specifically, Carron [13] defines cohesion as a “dynamic 

process which is reflected in the tendency of the group to stick together and remain 

united in the pursuit of its goals and objectives.” Casey, Campbell & Martens [15] 

further defines cohesion as the shared bond or attraction that drives team members to 

stay together and to want to work together which is essential for teams [9, 18].  

Many researchers have utilized the position introduced by Festinger, Schachter, 

and Back [22] that the cohesiveness of a group is the desire of individuals to maintain 

their membership in a group, is contributed to by several independent forces, but most 

investigations have focused on one force, inter-member attraction [33].   

AI Enabled Personality Assessment 

Personality testing has been an intrinsic aspect of industrial-organizational (I-O) 

and vocational psychology for the last 85 years [23]. During this time inventories 

were developed to measure personality traits such as introversion, extraversion, and 

neuroticism [11]. We define personality as an individual's psychophysical systems 

that determine their characteristic behavior and thought [4]. Major personality theo-

rists created personality theories within one of five perspectives: social cognitive 

perspective, humanistic perspective, psychoanalytic, or trait perspective [10]. 

The social cognitive theory approaches self-development, adaptation, and change 

from an agentic standpoint [6].  The humanistic theory of personality and human 

development focuses on the basic human needs and the idea that people strive toward 

self-actualization in a positive climate [36]. Psychoanalytic theory’s view of personal-

ity consists of sexual pleasures known as the id, a reality-oriented executive known as 

the ego, and an internalized set of ideals known as the superego [10]. Trait theory is a 

scientific study of traits that encompass significant dimensions of personality [43]. 

There are several different personality assessments used to identify specific traits. 

Personality assessments are used to predict whether an employee will engage in 

undesirable job behaviors and whether they are trustworthy [10].  Several assessments 

were reviewed.    Cattell’s 16-PF included a set of 15 personality trait scales and one 

scale to assess intelligence which were designed to assess the full range of normal 

personality functioning [16].  The next assessment is the California Psychological 

Inventory or CPI, published in 1956 [24], containing 489 items. The 18 scales within 

CPI scales are designed to assess personality characteristics important from a social 
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interaction point of view [24]. The NEO Personality Inventory (NEO PI) was devel-

oped by Paul Costa and Robert McCrae to assess personality dimension that is based 

on the “Big Five” or Five Factor Model of personality [38]. The NEO was published 

in 1985 as a measure of the major personality dimensions in normal personality to 

assess: openness, agreeableness, neuroticism, extraversion, and conscientiousness 

[38]. 

For this study we will focus on the five-factor model (FFM), or the Big Five which 

emerged in the 1980’s [29,56]. According to Mount and Barrick [41], many personali-

ty psychologists appear to have concluded that five personality categories, known as 

the Big Five, are both essential and adequate to define the core characteristics of nor-

mal personality. This personality assessment provides a comprehensive framework to 

examine personality and its relationship to team process [1]. The five-factor model 

has five traits  that have convergent and discriminate validity [39] are described as: 

“Conscientiousness which is defined as the extent to which people are efficient, or-

ganized, planful, reliable responsible and thorough; extraversion which is defined as 

the extent to which people are active, assertive, energetic, enthusiastic, outgoing and 

talkative; agreeableness: it is defined as the extent to which people are appreciative, 

forgiving, generous, kind, sympathetic and trusting; neuroticism: it is defined as the 

extent to which people are anxious, self-pitying, tense, touchy, unstable and worrying; 

openness to experience is defined as the extent to which people are artistic, curious, 

imaginative, insightful, original and have wide interests.”  Although personality as-

sessments have existed for several decades, a gap exists between respondents' true 

nature and perceived predictor scores which are frequently assumed to be attributable 

to deliberate response distortion or faking [20]. 

Artificial Intelligence 

Artificial Intelligence (AI) has been around for many years.  The phrase was 

coined in 1956 by John McCarthy.  “McCarthy used the term “artificial intelligence” 

for a conference he was organizing, along with Marvin Minsky, Nat Rochester, and 

Claude Shannon— the Dartmouth Summer Research Project on Artificial Intelli-

gence, funded by the Rockefeller Foundation” [5].    

 

Through the years there have been many definitions of AI.  Simmons & Chappell 

[51] defined AI as a term used to describe human like behaviors of a machine that 

would be considered intelligent.  In 2009, it was suggested that the definition of AI 

not be limited and that most of the definitions at that time would fit into four catego-

ries; systems that think like humans, act like humans, think rationally and act rational-

ly [31].  Wang [54] concluded the definition of AI depends on the field and that it is 

the researcher’s responsibility to define their interpretation and how it will be used for 

their study.  In this study we define AI as a machine’s ability to interpret human be-

havior.    

 

During our review we found studies that focused on the effect of AI on team cohe-

sion after the teams were developed.  Webber et al. [55] researched the challenges of 

developing effective teams and the possible use of AI to help with team development.  

Seeber et al. [50] studied the use of AI machines as a team member.  Bansal et al. [7] 
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studied the benefits of AI being a complementary team member concluding that when 

the AI was correct, team performance increased and vice versa.   Hickman et al. [28] 

studied the use of automated video interviews and concluded that using personality 

assessments in an applied setting holds promise.  However, we did not find in the 

literature research on the use of AI in formulating teams which we have identified as a 

gap. 

Facial Expression Recognition 

In this paper, the crux of the proposed use of AI is the ability to interpret facial ex-

pressions for accuracy in personality test taking.  In 2019, Kim et al. [30] proposed a 

new recognition algorithm based on hierarchical deep neural network structure for 

facial expression recognition (FER).  The study used two datasets CK+ (Extended 

Cohn-Kanade) & JAFFE (Japanese female facial expression) comprising of 150 im-

ages for each of the six emotions: anger, disgust, fear, happy, sad, and surprised.  By 

combining geometric and appearance features algorithms a fusion of the two was 

created.  The researchers quantitatively determined their results by using the 10-fold 

cross validation method.  The results were a greater than 91% accuracy and more than 

1.3% increase in comparison to datasets.  Further, Lui et al. [34] studied the use of 

video clips for facial recognition proposing the use of clip-aware emotion-rich feature 

learning network (CEFLNet) as a means of evaluating FER using expressions of emo-

tions in short clips in videos. Since we are interested in video recorded testing and the 

many types of analysis, this is another area that will have to be researched further. 

Conclusion 

Personality assessments with self-report measures are one of the most widely used 

assessment techniques in modern psychology.  There is a valid risk that clients may 

purposefully misrepresent their results to attain the goal of the testing entity [40]. 

With AI-enabled personality test, we believe there is an opportunity for capturing and 

quantitively analyzing facial expression data to increase test result accuracy thereby 

providing a tool that could help with team formation resulting in greater team cohe-

sion.  Hickman et al [28] studied the use of automated video interviews capturing data 

to be analyzed by AI and comparing it to data obtained by the interviewer.  Similar 

tests could be performed using AI to register behaviors and environment to help in 

assessing an individual's team fit.  We hope to research this topic further and perhaps 

suggest another method of team selection.  In 2007, Riedl & Roithmayr [45] posit that 

with the help of neuroscience technology, we would be able to measure feelings and 

thoughts directly.  Today, we know this to be true. 
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Abstract. Mind wandering (MW) is a mental activity in which our thoughts 

drift away and turn into internal notions and feelings. Research suggests that in-

dividuals spend up to one half of their waking hours thinking about task-

unrelated things. Being the opposite of goal-directed thinking, empirical evi-

dence suggests that MW can forester creativity and problem solving. However, 

and despite growing efforts to understand the role of MW in technology-related 

settings, the role of individual differences remains unclear. We address this gap 

by proposing a research model that seeks to shed further light on age-related 

differences in MW while using different types of technology (i.e., hedonic and 

utilitarian systems). Thereby, we provide a point of departure for further re-

search on how individual characteristics influence MW while using technology. 

 

Keywords: Mind Wandering · Technology Use · Age · Hedonic and Utilitarian 

Systems. 

Introduction 

Mind wandering (MW) is one of the most ubiquitous mental activities [1] and hap-

pens up to 50 % of our waking time [2]. MW occurs when the mind stops being fo-

cused on the present and instead starts pondering about task-unrelated things [3]. 

Literature has shown that MW can be related to both negative job-output (e.g., re-

duced performance) and positive job-output (e.g., increased creativity) [4,5]. Due to 

its complexity, the investigation of MW is important to further understand how it 

affects human behavior. 

Since MW is a ubiquitous experience, it is most likely that our minds frequently 

wander when using technology. In fact, there is initial evidence that the degree of 

MW varies among different types of systems, i.e., hedonic and utilitarian systems [6]. 

Hedonic systems aim to provide self-fulfilling value, while utilitarian systems aim to 

provide instrumental value [7]. Sullivan, Davis and Koh [3] suggest that MW, while 

using technology, has a notable impact on creativity [8]. To this end, we argue that 

mailto:%7d@uni-siegen.de
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MW is increasingly important in the context of technology use but needs further clari-

fication. 

Despite valuable first efforts to understand MW as a subject of information system 

(IS) research, little is known about individual differences in terms of MW and tech-

nology use so far. This gap is critical because literature on MW has stressed the role 

of individual differences [9,10,11]. Moreover, research concerning technology-related 

phenomena put further emphasis on them [12,13,14]. Studies demonstrate that older 

people’s minds wander less in their daily life compared to younger people [9], [15], 

because cognitive abilities decrease with age [16,17,18]. As cognitive ability influ-

ences how technology is used [19], it is important to understand how IS artifacts need 

to be adapted to support human computer interaction. 

Our paper aims to investigate the relationship between MW and age by raising the 

following research question: Is there an age-related difference on MW while using 

different types of systems (i.e., hedonic, utilitarian)? We contribute to a more holistic 

understanding of how humans of different ages use technology when their minds trail 

off. 

Theoretical Background 

Christoff et al. [18, p. 719] define MW as “a mental state, or a sequence of mental 

states, that arises relatively freely due to an absence of strong constraints on the con-

tents of each state and on the transitions from one mental state to another”. Psycholo-

gy and neuroscience research demonstrates that MW predominately occurs in non-

demanding circumstances and during task-free activity, e. g., during reading or driv-

ing [20,21,22]. 

MW has been associated with negative and positive consequences: Since thoughts 

wander from topic to topic, MW induces a lack of awareness and is seen as a cause of 

poor performance, errors, disruption, disengagement, and carelessness [4], [23,24]. 

Moreover, MW is perceived as adverse, as it is enhanced by stress, unhappiness, and 

substance abuse [25,26,27]. However, besides its negative effects, studies suggest that 

MW offers unique benefits [1]. MW can lead to an increased ability to solve problems 

and positive predicts creative performance [3], [5], [11]. Moreover, MW is useful as it 

provides mental breaks to reduce boredom from monotonous activities [11]. 

In general, two types of MW can be distinguished: Deliberate and spontaneous 

MW [28]. This differentiation goes back to Giambra [20], [29]. Deliberate MW is 

characterized by intentional internal thoughts such as planning the weekend while 

driving to work. In contrast, spontaneous MW is unintentional, for example, when 

drifting away during a conversation [28]. Agnoli et al. [5] demonstrate that this dis-

tinction has indeed an effect as deliberate MW is a positive predictor of creative per-

formance, whereas spontaneous MW is a negative predictor of creative performance. 

Moreover, MW can occur both as a state in specific situations or as trait in everyday 

life [30]. 

IS researchers acknowledge the relevance of MW [3], [6], [31,32]. Sullivan, Davis 

and Koh [3] showed that MW while using technology influences creativity and 
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knowledge retention. The authors came up with a domain-specific definition for tech-

nology-related MW: “task unrelated thought which occurs spontaneously, and the 

content is related to the aspects of computer systems” [3, p. 4]. Moreover, it has been 

shown that using different types of IS (i.e., hedonic, or utilitarian systems) relates to 

the degree of MW [6]. The use of hedonic systems indicates a higher level of MW 

compared to the use of utilitarian systems. Despite growing efforts to investigate MW 

in IS research, several questions remain unanswered. Most notably, the influence of 

individual characteristics on MW while using technology have not been investigated 

so far. 

This gap is critical because individuals differ in the frequently and intentionality of 

their MW [9,10,11]. For example, Maillet et al. [9] assessed age-related differences in 

(1) MW frequency, (2) the relationship between affect and MW and (3) content of 

MW. The authors suggest that older people wander less in their daily life compared to 

younger people. Moreover, the authors showed that older people report their off-task 

thoughts were more “pleasant, interesting, and clear”, while the thoughts of younger 

people were more “dreamlike, novel, strange, and racing” [9, p. 643]. Moreover, it 

has been shown that impairments can affect individuals MW. For instance, attention 

deficit and hyperactivity disorder symptomatology positively correlate with spontane-

ous MW frequency and lack of awareness of MW engagement [10], [33]. Christian et 

al. [34] suggest that individuals’ gender and culture has an impact on the visual per-

spective while MW. They found out that females and residents from western nations 

most frequently adopted a first-person point of view, whereas a third-person perspec-

tive was more common among residents from eastern countries. Taken together, indi-

vidual characteristics such as age, gender, origin, or impairments should be consid-

ered when studying MW in technology-related settings. 

In this study we focus on age-related difference on MW while using different types 

of systems. Age should be investigated because perceptual (e.g., vision, auditory), 

cognitive (e.g., memory capacity, attentional control) and psychomotor (e.g., fine 

motoric, coordination) abilities decline with age [19]. Research has shown that these 

abilities influence the degree of MW (e.g., [9], [15]). Moreover, these abilities are 

powerful predictors of technology use [19]. Therefore, age-related changes in ability 

must be considered, e.g., when designing IS [19]. For example, as demographic 

change leads to an aging workforce, this critical aspect should be considered when 

introducing new IS in workplaces. 

Research Model 

According to literature, our research model distinguishes between hedonic and utili-

tarian systems [6]. Hedonic systems are systems that “aim to provide self-fulfilling 

rather than instrumental value to the user, are strongly connected to home and leisure 

activities, focus on the fun-aspect of using information systems and encourage pro-

longed rather than productive use” [7, p. 695]. Utilitarian systems “provide value that 

is external to the interaction between the user and system (e.g., improved perfor-

mance)” [35, p. 445]. Based on this distinction, we propose a research model that 
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investigates whether the relationship between the underlying system and the degree of 

MW is moderated by age (Figure (Fig.) 1). 

 

Fig. 17. Proposed research model 

Research suggests that the use of hedonic systems differs from the use of utilitarian 

systems. For example, Lowry et al [36] showed that cognitive absorption is stronger 

in a hedonistic context than in a utilitarian context. This may be explained by the fact 

that there are different motivational factors when it comes to hedonic (e.g., enjoy-

ment) or utilitarian systems (e.g., job relevance). In line with [6], we argue that the 

use of hedonic systems leads to a higher degree of MW since users are primarily in-

terested in enjoying a system instead of following instrumental goals. Hedonic usage 

is an effortless activity, which facilitates MW [6]. In this line, we propose our first 

hypothesis:  

H1: The use of hedonic systems results in a higher degree of MW than utilitarian 

systems. 

An important finding on cognitive aging is that older people have lower working 

memory capacity than younger people. (e.g., [19], [37]). Literature emphasized that 

older people have less capacity in working memory to attend to a task, leaving them 

with less residual capacity for MW [9], [15]. 

Utilitarian systems are mostly employed provide users value and improve produc-

tivity [7], [38]. In contrast, hedonic systems are mainly used in homes or leisure envi-

ronments and are employed for pleasure and relaxation [7], [38,39]. Thus, we argue 

that utilitarian systems require a higher working memory capacity than hedonic sys-

tems. Combining the above arguments, we propose our second hypothesis:  

H2a: The thoughts of older individuals wander less than those of younger individuals 

while using utilitarian systems. 

H2b: The thoughts of older and younger individuals wander in the same degree while 

using hedonic systems. 

Moreover, we consider additional demographic variables (e. g., gender) to control for 

randomness or biases. 

Methodology 

Experimental design. Based on our research model (c.f. Figure 1), we use a between-

subject design to manipulate the system type (hedonic/utilitarian). Building up on the 

work of [15], who investigated the age-related differences between young and older 

adults on MW in a non-technology context, we acquire data from young-young adults 

(20–30 years old), young adults (31-64 years old), young–old adults (65–74 years 

old), and old–old adults (75–85 years old). Since we investigate MW in a technology 
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context, we assume that the investigation of MW requires some degree of habitudinal 

use of technology because otherwise, when individuals use technology for the first 

time, the demands are too high to let the mind wander [40]. In other words, habitudi-

nal use of technology was expected to lead to some degree of cognitive ease, which is 

a prerequisite for MW [41]. Consequently, we only collect data from individuals who 

indicate that they use their smartphones on a daily basis. Moreover, we ask the partic-

ipants to use their own smartphones as users perceive their own devices as easier to 

use and more intuitive [42,43]. 

Measurement Instruments. Since MW is an “internal mental experience” it can be 

measured by self-reports [11, p. 489]. We use established measurement scales for 

MW on seven-point Likert-Scales. To investigate the psychometric attributes of MW, 

we select four items from existing multi-measure scales [6], [32].  

Experimental Procedure. The experimental procedure will be carried out in four 

phases: First, participants will be welcomed and informed about the general setting. 

Second, the participants will be asked to accomplish one of two tasks on their 

smartphone (approximately 5 minutes), which are briefly described below. Third, they 

will be asked to complete a questionnaire assessing their self-reported degree of MW, 

along with demographic questions. Fourth, they will be thanked and debriefed. 

Task 1 (“Facebook”): A common type of hedonic systems relates to social media 

use. Therefore, we will ask the participants to do tasks on Facebook including navi-

gate through commercials, comments, and postings. 

Task 2 (“Email”): A common type of utilitarian technology is writing email. We 

will ask the participants to write an email to make a hotel reservation. 

Outlook and Contribution 

Our research will contribute to theory, practice, and design alike: From a theoretical 

perspective, our paper seeks to extent literature on the role of MW in technological 

settings with a particular emphasize on age-related differences. This goes in line with 

current literature on MW, emphasizing the relevance of age [9], [15]. Our paper con-

tributes to a better understanding of how age influences individuals’ MW while using 

different types of systems, i.e., hedonic and utilitarian systems. Therefore, research 

can benefit from this study as a point of departure for further research on how indi-

vidual characteristics influence MW while using technology. For example, other indi-

vidual differences (e.g., culture, gender) can be explored. Furthermore, in addition to 

the measurement scales we use, eye-tracking [44] or Electroencephalography (EEG) 

[45] could be integrated to provide not only a subjective but also an objective insight 

into individuals’ MW. The investigation of MW as supplement to established con-

cepts in IS, including mindfulness (e.g., [46]) and cognitive absorption (e.g., [47]), is 

an important step to a more holistic understanding of human cognition and behavior 

in technology-related settings.  

From a design perspective, our research provides insights in how the design and 

the use experience of certain systems affect MW in light of age. We contribute to a 

better understanding of how IS should be designed by considering individual charac-
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teristics (e.g., age) to influence individuals’ MW. This goes in line with literature on 

human computer interaction, emphasizing the importance of individual characteristics 

[48,49]. 

Our research is also beneficial from a practical perspective. It contributes to a bet-

ter understanding of the relationship between use behavior and MW. Therefore, it 

provides important insights to stimulate (e.g., creative jobs) and reduce individuals’ 

MW (e.g., jobs that depend on productivity). Organizations should take MW in con-

sideration when designing future workplaces since MW can provide unique benefits, 

including a positive influence on creativity, which can lead to performance increases 

in the long term [8]. Our paper contributes to a better understanding how to consider 

individual characteristics, such as age, to enhance individuals’ creativity or productiv-

ity. 

References 

1. Mooneyham, B.W., Schooler, J.W.: The Costs and Benefits of Mind-Wandering: A Re-

view. Canadian Journal of Experimental Psychology. 67(1), 11–18 (2013) 

2. Killingsworth, M.A., Gilbert, D.T.: A Wandering Mind is an Unhappy Mind. Science. 

330(6006), 932 (2010) 

3. Sullivan, Y.W., Davis, F., Koh, C.: Exploring Mind Wandering in a Technological Setting. 

In: Proceedings of the 36th International Conference on Information Systems. Fort Worth, 

Texas, USA (2015) 

4. Drescher, L.H., van den Bussche, E., Desender, K.: Absence without Leave or Leave 

without Absence: Examining the Interrelations among Mind Wandering, Metacognition 

and Cognitive Control. PLOS ONE. 13(2), 1-18 (2018) 

5. Agnoli, S., Vanucci, M., Pelagatti, C., Corazza, G. E.: Exploring the Link between Mind 

Wandering, Mindfulness, and Creativity: A Multidimensional Approach. Creativity Re-

search Journal. 30(1), 41–53 (2018) 

6. Oschinsky, F.M., Klesel, M., Ressel, N., Niehaves, B.: Where are your Thoughts? On the 

Relationship between Technology Use and Mind Wandering. In: Proceedings of the 52nd 

Hawaii International Conference on System Sciences. Honolulu, Hi, USA (2019) 

7. van der Heijden, H.: User Acceptance of Hedonic Information Systems. MIS Quarterly. 

28(4), 695–704 (2004) 

8. Dane, E.: Where is my Mind? Theorizing Mind Wandering and its Performance-related 

Consequences in Organizations. Academy of Management Review. 43(2), 179–197 (2018) 

9. Maillet, D., Beaty, R.E., Jordano, M.L., Touron, D.R., Adnan, A., Silvia, P.J., Kwapil, 

T.R., Turner, G.R., Spreng, R.N., Kane, M.J.: Age-related Differences in Mind-Wandering 

in Daily Life. Psychology and Aging. 33(4), 643–653 (2018) 

10. Mowlem, F.D., Skirrow, C., Reid, P., Maltezos, S., Nijjar, S.K., Merwood, A., Barker, E., 

Cooper, R., Kuntsi, J., Asherson, P.: Validation of the Mind Excessively Wandering Scale 

and the Relationship of Mind Wandering to Impairment in Adult ADHD. Journal of Atten-

tion Disorders. 23(6), 624–634 (2016) 

11. Smallwood, J., Schooler, J.W.: The Science of Mind Wandering: Empirically Navigating 

the Stream of Consciousness. Annual Review of Psychology. 66, 487–518 (2015) 

12. Elie-Dit-Cosaque, C., Pallud, J., Kalika, M.: The Influence of Individual, Contextual, and 

Social Factors on Perceived Behavioral Control of Information Technology: A Field Theo-

ry Approach. Journal of Management Information Systems. 28(3), 201–234 (2011) 

13. Kahneman, D.: Thinking, Fast and Slow. Penguin Books, London (2012) 



321 

14. Marchiori, D.M., Mainardes, E.W., Rodrigues, R.G.: Do Individual Characteristics Influ-

ence the Types of Technostress Reported by Workers?. International Journal of Human-

Computer Interaction. 35(3), 218–230 (2019) 

15. Zavagnin, M., Borella, E., Beni, R.: When the Mind Wanders: Age-related Differences be-

tween Young and Older Adults. Acta Psychologica. 145, 54–64 (2014) 

16. Christoff, K., Irving, Z. C., Fox, K. C., Spreng, R. N., Andrews-Hanna, J. R.: Mind-

Wandering as Spontaneous Thought: A Dynamic Framework. Nature Reviews Neurosci-

ence. 17(11), 718–731 (2016) 

17. Tams, S.: Helping Older Workers Realize Their Full Organizational Potential: A Moderat-

ed Mediation Model of Age and IT-Enabled Task Performance. MIS Quarterly. 46(1), 1–

33 (2022) 

18. Morris, M.G., Venkatesh, V.: Age Differences in Technology Adoption Decisions: Impli-

cations for a Changing Work Force. Personnel Psychology. 53(2), 375–403 (2000) 

19. Charness, N., Boot, W.R.: Aging and Information Technology Use. Current Directions in 

Psychological Science. 18(5), 253–258 (2009) 

20. Giambra, L.M.: A Laboratory Method for Investigating Influences on Switching Attention 

to Task-unrelated Imagery and Thought. Consciousness and Cognition. 4(1), 1–21 (1995) 

21. Posner, M.I. and Petersen, S.E.: The Attention System of the Human Brain. Annual Re-

view of Neuroscience. 13, 25–42 (1990) 

22. Schooler, J.W., Smallwood, J., Christoff, K., Handy, T.C., Reichle, E.D., Sayette, M.A.: 

Meta-awareness, Perceptual Decoupling and the Wandering Mind. Trends in Cognitive 

Sciences. 15(7), 319–326 (2011) 

23. Baldwin, C. L., Roberts, D. M., Barragan, D., Lee, J. D., Lerner, N., Higgins, J. S.: Detect-

ing and Quantifying Mind Wandering during Simulated Driving. Frontiers in Human Neu-

roscience. 11(406), 1–15 (2017) 

24. Zhang, Y., Kumada, T., Xu, J. Relationship between Workload and Mind-Wandering in 

Simulated Driving. PLOS ONE. 12(5), 1-12 (2017) 

25. Epel, E.S., Putermanet, E., Lin, J., Blackburn, E., Lazaro, A., Mendes, W. B.: Wandering 

Minds and Aging Cells. Clinical Psychological Science. 1(1), 75–83 (2013) 

26. Sayette, M.A., Dimoff, J.D., Levine, J.M., Moreland, R.L., Votruba-Drzal, E.: The Effects 

of Alcohol and Dosage-set on Risk-seeking Behavior in Groups and Individuals. Journal of 

the Society of Psychologists in Addictive Behaviors. 26(2), 194–200 (2012) 

27. Smallwood, J., O'Connor, R.C., Sudbery, M.V., Obonsawin, M.: Mind-Wandering and 

Dysphoria. Cognition and Emotion. 21(4), 816–842 (2007) 

28. Seli, P., Risko, E.F., Smilek, D., Schacter, D.L.: Mind-Wandering with and without Inten-

tion. Trends in Cognitive Sciences. 20(8), 605–617 (2016) 

29. Giambra, L.M.: Task-unrelated Thought Frequency as a Function of Age: A Laboratory 

Study. Psychology and Aging. 4(2), 136–143 (1989) 

30. Seli, P., Risko, E.F., Smilek, D.: Assessing the Associations among Trait and State Levels 

of Deliberate and Spontaneous Mind Wandering. Consciousness and Cognition. 41, 50–56 

(2016) 

31. Conrad, C., Newman, A.: Measuring the Impact of Mind Wandering in Real Time Using 

an Auditory Evoked Potential. In: Davis, F.D. et al. (eds.) Information Systems and Neuro-

science. (Lecture Notes in Information Systems and Organisation). 32, 37–45. (2019) 

32. Wati, Y., Koh, C., Davis, F.: Can you Increase your Performance in a Technology-driven 

Society Full of Distractions?. In: Proceedings of the 35th International Conference on In-

formation Systems. Auckland, New Zealand (2014) 

33. Franklin, M. S., Mrazek, M. D., Anderson, C. L., Johnston, C., Smallwood, J., Kingstone, 

A., Schooler, J. W.: Tracking Distraction: The Relationship between Mind-wandering, 



322 

Meta-awareness, and ADHD symptomatology. Journal of Attention Disorders. 21(6), 475–

486 (2017) 

34. Christian, B. M., Miles, L. K., Parkinson, C., Macrae, C. N.: Visual Perspective and the 

Characteristics of Mind Wandering. Frontiers in Psychology. 4(699), 1–33 (2013) 

35. Lin, H.-H., Wang, Y.-S., Chou, C.-H.: Hedonic and Utilitarian Motivations for Physical 

Game Systems Use Behavior. International Journal of Human-Computer Interaction. 

28(7), 445–455 (2012) 

36. Lowry, P. B., Gaskin, J., Twyman, N., Hammer, B., Roberts, T.: Taking "Fun and Games" 

Seriously: Proposing the Hedonic-motivation System Adoption Model (HMSAM). Journal 

of the Association for Information Systems. 14(11), 617–671 (2013) 

37. Salthouse, T.A., Babcock, R.L.: Decomposing Adult Age Differences in Working 

Memory. Developmental Psychology. 27(5), 763–776 (1991) 

38. Wu, J. and Lu, X.: Effects of Extrinsic and Intrinsic Motivators on Using Utilitarian, He-

donic, and Dual-purposed Information Systems: A Meta-analysis. Journal of the Associa-

tion for Information Systems. 14(3), 153–191 (2013) 

39. Brown, S.A., Venkatesh, V.: Model of Adoption of Technology in Households: A Baseline 

Model Test and Extension Incorporating Household Life Cycle. MIS Quarterly. 29(3), 

399-426 (2005) 

40. Ferratt, T. W., Prasad, J., Dunne, E. J.: Fast and Slow Processes Underlying Theories of 

Information Technology Use. Journal of the Association for Information Systems. 19 (1), 

1-22 (2018) 

41.  Fox, K. C. R, Roger, E. B.: Mind-Wandering as Creative Thinking: Neural, Psychologi-

cal, and Theoretical Considerations. Current Opinion in Behavioral Sciences. 27, 123-130 

(2019) 
42. Harris, J., Ives, B., Junglas, I.: IT Consumerization: When Gadgets turn into Enterprise IT 

Tools. MIS Quarterly Executive. 11, 99–112 (2012) 

43. Niehaves, B., Köffer, S., Ortbach, K.: IT Consumerization – a Theory and Practice Re-

view. In: Proceedings of the 18th Americas Conference on Information Systems, Seattle, 

USA, (2012) 

44. Klesel, M., Schlechtinger, M., Oschinsky, F. M., Conrad, C., Niehaves, B.: Detecting 

Mind Wandering Episodes in Virtual Realities Using Eye Tracking. In: Davis, F.D. et al. 

(eds.) Information Systems and Neuroscience. (Lecture Notes in Information Systems and 

Organisation). 43, 163–171 (2020) 

45. Klesel, M., Oschinsky, F. M., Niehaves, B.: Investigating the Role of Mind Wandering in 

Computer-Supported Collaborative Work: A Proposal for an EEG Study. In: Davis, F.D. et 

al. (eds.) Information Systems and Neuroscience. (Lecture Notes in Information Systems 

and Organisation). 32, 53–62 (2019) 

46. Thatcher, J.B., Wright, R.T., Sun, H., Zagenczyk, T.J., Klein, R.: Mindfulness in Infor-

mation Technology Use: Definitions, Distinctions, and a New Measure. MIS Quarterly. 

42(3), 831–847 (2018) 

47. Agarwal, R., Karahanna, E.: Time Flies when you're having Fun: Cognitive Absorption 

and Beliefs about Information Technology Usage. MIS Quarterly. 24(4), 665–694 (2000) 

48. Attig, C., Wessel, D., Franke, T.: Assessing Personality Differences in Human-Technology 

Interaction: An Overview of Key Self-report Scales to Predict Successful Interaction. In: 

Stephanidis, C. (ed.) HCI International 2017 – Posters' Extended Abstracts. (Communica-

tions in Computer and Information Science). Cham: Springer International Publishing, 19-

29, (2017) 

49. Aykin, N.M., Aykin, T: Individual Differences in Human-computer Interaction. Comput-

ers & Industrial Engineering. 20(3), 373–379 (1991) 



323 

A Brief Review of Information Security and Privacy Risks of 

NeuroIS Tools 

 

Rosemary Tufon and Adriane B. Randolph[0000-0003-3694-1382] 

Kennesaw State University, Kennesaw GA 30144 USA 
{rtufon@students., arandol3@} kennesaw.edu  

Abstract. The use of neurophysiological tools in information systems research 

has increased dramatically in the last decade as scholars employ these tools to 

better understand how humans think, feel, and behave while interacting with 

technology and develop innovative neuro-adaptive systems. These tools are ex-

panding the realm of digital data capture and storage, fueling the ongoing de-

bate on data security and privacy issues. This paper highlights the privacy and 

security risks posed by the use of neurophysiological tools in the domain of 

NeuroIS as fuel for further examination in the field. 

Keywords: NeuroIS, Neurophysiological Tools, Information Security, Privacy, 

Neuro-Adaptive Systems. 

Introduction 

Data security and privacy concerns with the use of technology was a hot topic long 

before the emergence of research in the domain of neuro-information systems (Neu-

roIS) and now should be given more credence here. NeuroIS includes the use of neu-

rophysiological tools in information systems research to better understand how hu-

mans think, feel, and behave while interacting with technology and develop innova-

tive neuro-adaptive systems [1, 2]. Further, NeuroIS includes the process of capturing 

real-time data from the human body with the aid of neurophysiological tools [3]. The 

use of neurophysiological tools is gaining momentum in research due to their ability 

to complement, contradict, or supplement existing sources of information with data 

captured directly from the human body [4]. Most of these studies have focused on the 

benefits of these tools and there is a large body of literature showing their extensive 

use particularly in neuromarketing [5, 6]. Several scholars [4, 7, 8, 9, 10] have identi-

fied and characterized methods and measurements for the application and use of these 

tools in information systems research but discussions on security and privacy issues in 

relation to the use of these tools in NeuroIS research is lacking. 

Ienca and Haselager [11] raised concerns about the potential for these tools to be-

come a target for cybercriminals through misuse in the brain-computer interface 

community. Li et al. [12] noted that manufacturers of some of these tools do not pay 

much attention to security and privacy related issues during development. The use of 

these tools in NeuroIS research involves the possibility of access to private and sensi-

about:blank
about:blank
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tive information from the brain of users thus presenting a significant threat to privacy 

and data protection. Like many ubiquitous technologies [13], neurophysiological tools 

have the potential to reveal private user attributes, personality traits, and even ma-

nipulate an individual’s memory [14,15] through the data collected or in the process 

of interpreting and communicating the information. For example, neuro-data from 

EEG signals is considered ideal for biometrics [16]. This is a method used to identify 

individuals for surveillance or security raising concerns about data gathering and 

sharing practices using this technology. Furthermore, when combined with artificial 

intelligence, neurophysiological tools offer the possibility to access and control our 

deepest thoughts raising novel legal and ethical questions on the privacy, confidential-

ity, and security of brain data in ways that are yet to be fully-explored.  

Advances in information and communication technologies continue to pose signif-

icant threats to information security and privacy as the fundamental designs of these 

technologies rely on electronic data capture, transmission, and even interpretation of 

the data. This raises important questions on the concept of personal identity, privacy, 

and security even if the technology is still in its nascent stages of development. Yet 

the potential for these tools to impact data security and privacy remains relatively 

unexplored in the field. It is therefore important to understand how the use of these 

tools in NeuroIS research can impact the security, privacy, and integrity of data by 

asking important questions regarding storage and transmission of the data, data own-

ership, and security mechanisms provided in the design and implementation in order 

to limit access to an individual’s personal thoughts. 

Riedl and Léger [7] proposed a framework to categorize neurophysiological tools 

used in information systems research under three categories in terms of the type of 

measurement captured and mechanism of data acquisition and transmission. Positron 

Emission Tomography (PET), functional Magnetic Resonance Imaging (fMRI), func-

tional Near-Infrared Spectroscopy (fNIRS), Electroencephalography (EEG), Tran-

scranial Magnetic Stimulation (TMS), and Transcranial Direct-Current Stimulation 

(TDCS) are functional brain imaging methods that measure and manipulate neural 

activity in the central nervous system (CNS). The second category includes Electro-

cardiogram (EKG) and Electrodermal Activity (EDA) which deal with measurement 

of the Peripheral Nervous System (PNS). This category also includes Eye tracking 

and Electromyogram (EMG) technologies. The third class of neurophysiological tools 

is related to measurements of the hormonal system. A brief description of some com-

monly used neurophysiological tools and their application in industry and research is 

summarized in Table 1. This list is summarized from Riedl and Léger's classification 

[7] with a restatement of what they measure and some examples of their use in re-

search and practice. This is not meant to be a definitive list of applications but just 

some examples of how these tools have been used in academia and practice. 
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Table 7. Commonly used neurophysiological tools adapted from Riedl and Léger's classifica-

tion [7]. 

 

Neurophysiological Tools Measure Example Application

Electroencephalogram Tools (EEG) Measures and records electrical activity of the brain BCI-powered EEG headsets that record brain signals and spell out 

their messages for others to read.[17]

BCI-actuated smart wheelchair system [18]

Brain oscillations control hand orthosis in a tetraplegic [19]

At home with BCI allows patients with loss muscle tone  to 

control systems in their environment, such as lights, stereo sets, 

television sets, telephones, and front doors [20, 21]

Perform motor functions with artificial limbs, leading to functional 

recovery [22]

Functional Magnetic Resonance Imaging 

(fMRI)

Measures neural activity by detecting changes in blood flow Presurgical mapping of patients with brain tumors and epilepsy 

[23]

Positron Emission Tomography (PET) Use of radioactive isotope to measure brain activity Multitude of clinical applications in cardiology, neurology, and 

psychiatry as well [24]

Functional Near-Infrared Spectroscopy 

(fNIRS)

Uses near-infrared spectroscopy to measure brain activity 

from light sources applied on the scalp

Ambulatory brain activity assessment in real world environments. 

[25, 26]

Transcranial Magnetic Stimulation (TMS) Use magnetic field to manipulate neural activity Assess the functionality of a brain area [27]

Transcranial Direct-Current Stimulation 

(tDCS)

Employs low-amplitude current that is applied directly to the 

scalp via electrodes to stimulate brain activity

Potentiate the effects of virtual reality training on static and 

functional balance among children with cerebral palsy [28]

Electrocardiogram (EKG) Measures electrical activity of the heart on the skin Detect heart problems

Electrodermal activity (EDA) Measures conductance of the skin in a specific context, or in 

response to a particular stimulus 

Assess physiological reactivity to trauma-related cues [2]

Eye Tracking Measures conditions and movements of the eyes Using the eyes for navigation and controls [29]

Facial Electromyography (fEMG) Measures electrical impulses caused by muscle fibers Web usability[30]

Salivary hormone measurement Measures levels of the  stress hormone cortisol Technostress [2]

Adrenaline hormone measurement Adrenaline concentrations in urine samples Technostress [2]

Table 1: Some commonly use neurophysiological Tools from Reidl's classification

 CNS: measurement and stimulation of the central nervous system (brain and spinal cord)

 PNS: measurement and stimulation of the peripheral nervous system

Measurement of the Hormone System

 

Addressing Information Security and Privacy Concerns in NeuroIS Research 

This work is an exploratory study that serves as a precursor to a larger study which  

intends to uncover how some of the commonly used neurophysiological tools interact 

with information, how the tools are being employed in research and practice, and how 

information can be compromised when using the tools. A brief review is presented 

here highlighting some of the risks associated with the use of NeuroIS tools. This 

proposal will be followed by later work with a more extensive review of the literature 

on privacy and data security of these tools in NeuroIS research.  

Because the NeuroIS field is still developing, it is important for scholars not only 

to be familiar with the methods, tools, and measurements – which is the focus of most 

of the research in extant literature – but they also need to be aware of the data privacy 

and security issues that may arise with the use of these tools in their research. This 

problem of data privacy and security of NeuroIS tools is particularly significant for 

several reasons. The majority of neurophysiological tools have applications based in 

medicine [18, 21, 31] and are being used in many cases to assist patients whose neu-

romuscular functions have been impaired by a CNS disease or trauma, as with brain-

computer interfaces. This exposes an already vulnerable population of users who may 

not have the ability to seclude confidential or inherently sensitive information about 

themselves, thus subjecting them to intrusion into their privacy [32].  

In this paper, we first discuss how neurophysiological tools can be a target for 

computer criminals looking to compromise information security. Then we present an 

initial outline of the risks on data privacy and security issues associated with the neu-
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rophysiological tools listed in Table 1. This paper aims to alert researchers about 

privacy and security risks of neurophysiological tools in NeuroIS research and serves 

as a precursor to a more critical analysis of the literature. This more extensive review 

will provide several findings and contributions for the literature. First, we will identi-

fy privacy and security concerns of neurophysiological tools that have been used in 

NeuroIS research and initiate a discussion of the privacy implications of these tools. 

Then, we will identify research gaps and provide suggested directions and research 

questions that can be studied on a deeper level for each of the tools. 

 

Research Objectives:  

 
1. Outline security risks associated with each neurophysiological tool listed in Table 1.  

2. Identify how NeuroIS researchers have addressed privacy and security concerns of the 

tools used. (This is distinct from NeuroIS researchers using neurophysiological tools to ex-

amine privacy and security questions.)  

3. Identify research gaps and propose future research directions.  

Information Security and Privacy Risks Associated with NeuroIS Tools  

Neurophysiological tools capture and transmit data electronically and like any oth-

er technology that deals with electronic data capture, data ownership, security, priva-

cy, and information sharing are key challenges that need to be addressed in this 

emerging environment. Security and privacy are two very closely related constructs. 

In this work, we define security as the protection of people, assets, and information 

from harm or abuse, and privacy as the freedom from being observed or disturbed. 

Security and privacy are interwoven as security is needed to safeguard privacy while 

at the same time privacy requires security. To identify the risks associated with these 

technologies, we adopted the classification offered by Riedl and Léger [7] and re-

viewed the potential risks under the three categories which include interactions with 

the CNS, interactions with the PNS, and interactions with the endocrine or hormonal 

system. Using the search terms security and privacy of neurophysiological tools, we 

performed an initial exploration on Google Scholar to derive a list of potential risks 

associated with neurophysiological tools. This information is summarized in Table 2.  
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Table 2. Summary of security and privacy risks with neurophysiological tools 

 

 We have seen that security and privacy threats from the use of neurophysiological 

tools can be malicious or unintentional, depending on the technology in question. The 

next objective in this study is to identify how and when these tools have been used in 

NeuroIS research in the last decade in the context of privacy and security. To accom-

plish this step, we plan to perform an extended, systematic literature review (SLR) 

related to the security and privacy of each class of neurophysiological tools to deter-

mine the security and privacy features of the technologies. We plan to carry out an in-

depth analysis of issues related to the security and privacy features of each technology 

reported in published literature using the Preferred Reporting Items for Systematic 

reviews and Meta-Analysis (PRISMA) framework [40]. The search terms will be 

information security, data privacy, neurophysiological tools and NeuroIS in top out-

lets for NeuroIS research as identified in Riedl et al. [41]  

Overall, this work aims to perform a systematic review to identify the work being 

done in NeuroIS on the security and privacy of neurophysiological tools. Concerns for 

information security and privacy have increased as innovative technologies flood the 

industry. This work will help further the discussion on security and neuro-adaptive 

tools and provide evidence from research to support the development of guidelines for 

using these tools in practice and academia. 
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Abstract. In this study, the narrativity of pictures is evaluated using behavioral 

scales and subconscious processes. The narrative context of the stimulus pic-

tures was classified into four different Levels. For eliciting evoked potentials 

(EPs), a P300-based picture ranking system was adopted. The EPs were ana-

lyzed on significant differences between seen/unseen and Levels of the pictures. 

In the first paradigm, pictures were continuously presented for 15 seconds, and 

the subjects were asked to focus on the picture's narrative. In the second para-

digm, the pictures were randomly flashed, whereby one of the previously pre-

sented images was chosen as the target and unseen (non-target) pictures across 

Levels. The preliminary results from this Work in Progress (WIP) study show 

that seen images cause significantly different EPs compared to unseen images, 

especially in pictures with abstract and dramatic narratives. Therefore, target 

stimuli are ranked higher by the picture ranking system. In addition, the N600 

potential is evident with abstract narrative stimuli, which have been previously 

reported to indicate memory function and post-perceptual processing. Further 

investigation will focus on differences in ERPs and ranking results across Lev-

els and the extraction of possible EEG-biomarkers for narrative Levels in visual 

stimuli. 

Keywords: Narrativity • EEG • EP • P300 • Pictures  

Introduction 

To understand the influence a story has on people, research has focused on the narra-

tive experience to which the audience is exposed [1]. Therefore, liking behavioral 

data with subconscious information from narratives and narrative engagement is of 

particular interest [2]. When it comes to narrative stimuli, as presented by Naany in 

2009, it does not need movies or a series of connected events to create narratives. 

Because a picture can represent more than what it depicts, it is possible to interpret a 

picture as a narrative [3]. Ryan et al. categorizes the conditions of narrativity into 

spatial, temporal, mental, formal, and pragmatic dimensions [4]. Based on these nar-
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rative theories, the picture stimuli chosen in this study are expected to hold narrative 

information that can be divided into several Levels according to their complexity and 

semantic content. Human Electroencephalographic (EEG) biomarkers have been 

utilized to understand the neural processing of narratives [5]. Thus, written narratives 

in textual form reduced motor activity for the second language [6], engaging movie 

clips cause higher inter-subject correlation in EEG than non-engaging ones [7], and 

N400 Evoked Potentials (EPs) are subconscious measures for incongruent brand log-

os [8]. Moreover, P300 EPs indicate visual attention and focus [9], and N600 are 

prominent during visual memory tasks [10]. Yet, it is not unclear whether or not visu-

al attention tasks can be utilized to draw inferences from known narratives to unseen 

visual stimuli. Hence, in this study, an EP-based picture ranking system, initially 

introduced by Sutaj et al., was adpoted to find differences between seen/unseen stimu-

li and Levels of Narrativity [11]. The paper at hand explores narrative experience and 

engagement using EEG, which is an important and major tool used in NeuroIS re-

search [12–16]. 

Materials and Methods  

Subjects 

We gathered data from 27 healthy young adults (18 male, 9 female) mean age 27,1 

± 3,3 years. No subject that participated in any of the two paradigms took any psy-

choactive medication or suffered from psychiatric or neurological disease. The sub-

jects provided written informed consent and were approved by the Aalborg University 

Copenhagen (AAU).  

 

Experimental design  

 In the first part of the experiment, 40 pictures (10 of each Level of Narrativity – see 

section 2.4) were presented pseudo-randomly for 15 seconds on a computer screen. 

The subjects were sitting at approximately 1m distance to the screen. The participants 

were asked to focus on the narrative and semantic content. After each picture presen-

tation, the subjects filled out a questionnaire on the PC screen within 40 seconds. 

Subsequently, a fixation cross presented for 5 seconds indicated the appearance of the 

next stimulus. As a next step, a picture flashing software that generates EPs for image 

ranking purposes was adopted for stimulus presentation [11]. The EEG system used 

for analysis in this paper is the Unicorn Hybrid Black system (g.tec medical engineer-

ing GmbH) (see Fig. 1 A). The 8-channel EEG amplifier was connected to a computer 

using a Bluetooth interface. The channel positions used in this study are Fz, C3, Cz, 

C4, Pz, PO7, Oz, PO8 (see Fig. 1 B).  
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Fig. 1. A: EEG system used in the study; B: 8 electrode positions used for signal acquisition 

 

Four subsets of pictures were created to elicit target EPs. Each subset represents a 

narrative Level and contains one target picture that was shown in the first paradigm, 

representing the respective Level (1-4) (see Fig. 2) and ten non-target pictures (ran-

domized unseen pictures from all Levels). The classification into Levels was done 

according to sections 2.4 and 2.5. Finally, this selection results in 4 picture sets of 

each 11 pictures (1 target, 10 non-target). Each image was shown for 150 ms directly, 

followed by the next image without any dark screen. The application randomly 

chooses the order of the images.  

 

Stimuli 

In Figure 2, the target stimuli from all 4 Levels (classification according to section 

2.5) can be seen. Level 1 represents abstract pictures (Fig. 2 A), Level 2 low-Level 

narratives (Fig. 2 B), Level 3 includes mid to high-Level narrativity (Fig. 2 C), and 

Level 4 shows non-habitual dramatic narratives (Fig. 2 D). 
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Fig. 2. The four target pictures were chosen according to the pre-test ranking from narrative 

Level 1 (A), Level 2 (B), Level 3 (C), Level 4 (D) 

Behavioral Parameters  

The pictures used in this study were classified into 4 different Levels of Narrativity 

according to the Questions Q1.1 – Q1.4 as seen in the flow chart in Fig. 3. Additional-

ly, the narrative engagement of every picture used was estimated with the Questions 

Q2.1 – Q2.4. In an online pre-test survey, 50 participants (17 male, 33 female) and an 

average age of 26,44 ± 4,19 years were asked to answer the Questions Q1.1 – Q1.4 

and Q2.1 – Q2.4. The survey was created via the platform SurveyMonkey 

(https://www.surveymonkey.com) and participants were recruited using the platform 

Prolific (www.prolific.co). The participants were asked to inspect the pictures for 

approx. 10 seconds and answer the 8 questions. 

 

 

Level of Narrativity 
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The flow chart of the division of the images depending on the Yes or No answer 

can be seen in Fig. 3. If all of the 4 questions were answered with No, the picture is 

classified to have no narrativity (Level 1 – Abstract). Answering just Q1.1 with yes 

gives the figure a sensuous meaning with at least a setting of narrativity (Level 2). 

Additionally, answering Q1.2 with Yes links the stimulus with an event. This event-

related narrative provides a medium Level of narrativity (Level 2-3). Further classifi-

cation parameters are humans or living beings appearing in the picture, allowing us to 

assign it to Level 3. Level 4 pictures have dramatic non-habitual or character in-

volvement in events.  

 

 
Fig. 3. Picture Classification according Questions Q1.1 – Q1.4 

 

An overall percentage of 100 % for No, and 0 % of Yes answers indicated that the 

stimulus is Level 1 and the picture has the lowest possible narrativity. On the contra-

ry, 100 % of the questions answered with Yes and 0 % answered with No show that 

the images have the highest possible narrativity. Therefore, the mean Yes answer was 

taken as a score for the Level of narrativity.  

Narrative engagement  

Questions to estimate the Narrative engagement in the picture itself were done ac-

cording to Busselle & Bilandzic [17]. Thereby it is discriminated in Narrative Under-

standing, Emotional Engagement and Attentional Focus. The first factor, labeled 

narrative understanding, comprises narrative realism and cognitive perspective-taking 

items, and describes how viewers comprehend the story. Another aspect, referred to 

as attentional focus, relates to viewers' focus on, or attention from, the figure. A third 

factor, called emotional engagement, refers to viewers' feelings about characters, 

either empathizing with them (empathy), or feeling for them. Finally, attentional fo-

cus deals with a sense of transitioning from the actual world to the story world and is 

composed of the items. 

 

The questions used in the study were formulated as follows: 
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• Q2.1 Narrative presence: It took me a long time to interpret what was hap-

pening in the picture. 

• Q2.2 Emotional Engagement: What happens in the picture moved me emo-

tionally. 

• Q2.3 Narrative understanding: It was Easy to understand what was going 

on in the picture  

• Q2.4 Attentional Focus: I had a hard time keeping my mind on the picture. 

 

For quantification, the 7 point Likert scale was adopted [18].  

 

EEG and Picture Ranking 

Data were acquired and digitized at 250Hz and further preprocessed with a 2nd or-

der Butterworth Notch filter at 50Hz and a 2nd order Butterworth bandpass filter with 

a band from 0.5 – 30 Hz. Following, data is epoched into 1.1 s trials with 100 ms pre- 

and 1000 ms post-visual stimulus. After data screening, six datasets had to be re-

moved due to artifacts and bad signal quality. Evoked responses were averaged across 

the remaining 21 subjects of previously seen visual stimuli and unseen ones (target 

and non-target). Both seen and unseen visual stimuli, were taken from the same narra-

tivity Level and yielded similar scores during the questionnaire. Hence, they were 

expected to elicit similar attention and mental workload.  

Triggered by the visual stimulus, EEG features are extracted and passed to train the 

machine learning algorithm using time-variant Linear Discrimination Analysis 

(LDA). The LDA distance (score value) was used to rank the pictures and correlate 

them to the behavioral measures. Cai et al. (2013) showed that a linear regression in 

the LDA subspace is mathematically equivalent to a low-rank linear regression [19]. 

Accordingly, the features generated by subsequent images during the ranking process 

are projected into the LDA subspace and the distance (score value) resulting from that 

projection is used to rank the new images. 

Results  

Behavioral and Ranking Results  

In Table 1, the averaged score results from the online survey are listed. The Level 

Score was calculated as mentioned in section 2.4. The scores from Q2.1 – Q2.4 are 

the average from the 7-point Likert scale. Marked in bold are the columns for all 

Level 1 pictures. Ranked first was the target picture from Level 1. All Level 1 pic-

tures are marked bold. Levels from all pictures are stated in the Picture Level row. 
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Table 1. Picture ranking order and Behavioural Question answers of the online survey of 50 

participants from the picture set used for Level 1 picture ranking. Columns are ordered accord-

ing to the ranking of the system stated in the first row. Bold marked pictures from Level 1. 

Rank-

ing  

1 

 (target) 

2 3 4 5 6 7 8 9 10 11 

Picture 

Level 

1  1 3 4 2 1 4 3 1 2 2 

Level 

Score 

0.20 0,08 0,66 0,92 0,38 0,18 0,96 0,72 0,12 0,74 0,40 

Narr. 

pres-

ence  

4,67 3,93 2,38 3,65 1,74 4,63 2,67 2,22 5 2,16 2,48 

Emo-

tional 

Eng. 

2,48 2,52 2,23 4,80 3,85 2,26 3,26 2,96 2,15 2,69 3,26 

Narr. 

Un-

derst. 

2,56 3,11 5,04 4,77 6,33 2,52 5,41 5,70 2,15 5,5 4,85 

Atten-

tional 

Focus 

3,41 3,07 2,43 2,73 2,11 2,59 2,78 2,89 4,15 2,73 2,67 

 

Evoked Potentials 

Fig. 4 depicts the grand mean from the evoked potentials averaged from 21 subjects, 

target and non-target trials of channel 7 (OZ). Every Level contains ten unseen non-

target (mixed Levels) and one target picture within the Level that was shown in the 

first part of the experiment. The difference between the narrativity paradigm present-

ed target stimulus and the unseen non-target stimuli are significant for Levels 1 and 4, 

with a p-value of 0.01, 0.4 seconds after stimulus onset. Clearly recognizable is also a 

negative peak at around 0.25 seconds after the trigger for Levels 1 and 4. Especially 

important to highlight is the significant difference around 600 ms after the stimulus 

(N600 peak) for target pictures of Level one. For Levels 2 and 3, minor differences 

between target and non-target stimuli are found. The baseline oscillation occurs due to 

the fast flashing of 150 ms and the overlap of the evoked potentials.  
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Fig. 4. Evoked potentials recorded from channel 7 (Oz), averaged over 21 subjects and all 

trials. Trials from one target (blue) and 10 non-target (red) pictures averaged with a significant 

difference of p <0.05 marked in dark green and p<0.01 marked in light green. 

Discussion and Conclusion 

Preliminary results indicate that EPs obtained from seen or familiar visual stimuli of 

narrativity Level 1 and Level 4 are significantly different from unseen ones across all 

Levels. Although narrativity Levels and related scores are similar for the seen and 

unseen stimuli, a potential difference is mainly visible at a latency of 250 ms, 400 ms 

for Level 1 and Level 4 target pictures. This implies that not only the narrativity Level 

may affect the EP, but also a known narrative may alter the EP waveform. Additional-

ly, a more negative deflection of the already seen narrative around 600 ms after the 

stimulus is evident for the Level one target picture. The N600 potential has been pre-

viously reported to indicate memory function and post-perceptual and post-decision 

information processing [10, 20]. Hence, a more negative N600 for known stimuli may 

cause further post-processing of the narrative, while for unknown stimuli, the narra-

tive may not be fully recognized during the short stimulation period of 150ms. In 

contrast, subjects could perceive the narrative of the known stimulus over 15s before 

the EEG attention task. The current analysis includes a P300-based ranking system 

trained using pictures of the 4 Levels. The Level 1 target picture could successfully be 

ranked highest based on the differences in the EPs. Such a ranking could be used to 

determine the narrative Level score of each picture. However, given the preliminary 

results that known pictures elicit different EP waveforms, the ranking scores may be 

different for known and unknown target training data sets. 
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Abstract. The recruitment of disabled participants for conducting usability evalua-

tion of accessible information and communication technologies (ICT) is a challenge 

that current research faces. To overcome these challenges, researchers have been call-

ing upon able-bodied participants to undergo disability simulations. However, this 

practice has been criticized due to the different experiences and expectations that disa-

bled and able-bodied participants may have with ICT. This paper presents the method-

ology and lessons learned from ongoing mixed method-based usability evaluation of a 

suboptimal conventional computer mouse and an assistive gesture-based interface (i.e., 

the Leap Motion Controller) by stroke patients with upper-limb impairment and able-

bodied participants experiencing a motor dysfunction simulation. The paper concludes 

with recommendations for future multidisciplinary research on ICT accessibility by 

people with disabilities.  

Keywords: Accessibility · Usability Evaluation · Disability Simulation · Ges-

ture-Based Interface · Assistive Technology 

Introduction 

With the growing development of assistive technologies for Information and Com-

munication Technology (ICT) accessibility, there is a need for evaluating their usabil-

ity to encourage their adoption and continued use by disabled people [1–3]. However, 

research faces the challenge of recruiting disabled participants to perform usability 
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evaluations [4]. Therefore, able-bodied participants experiencing disability simula-

tions are often used for identifying preliminary usability issues and design recom-

mendations with technologies targeting people with disabilities [5–8]. 

However, literature has criticized the relevance of simulating disabilities in able-

bodied participants in research [9–11]. Since disability simulations are only temporary 

experiences of a newly acquired disability [12], it has been argued that they do not 

reflect the true experience of disabled individuals who have developed compensatory 

techniques to cope with their disability [13, 14]. Furthermore, when experiencing a 

disability simulation, able-bodied individuals may focus on what they cannot do ra-

ther than focusing on issues that are relevant to the targeted users [9]. Therefore, able-

bodied participants have experiences with and expectations about technologies that 

may influence their perceptions and consequently the relevance of their usability 

evaluation. 

 

Usability evaluations of assistive technologies are often conducted according to inter-

national standards (ISO-9241) [15] by assessing the effectiveness, efficiency, and 

satisfaction with the technology. Typically, mixed-method approaches using a combi-

nation of objective measures (e.g., task performance) and subjective measures (e.g., 

Likert scales and post-task interviews) [8, 10, 16–21] are used. The advantages of 

mixed-method approaches are that they allow the simultaneous investigation of con-

firmatory and exploratory research questions, providing stronger inferences for com-

plementary findings, as well as allowing the investigation of divergent findings [22–

24]. Therefore, mixed method-based usability evaluations may allow the investigation 

of potential perception bias in able-bodied participants’ subjective assessment of 

assistive technologies.  

 

Here, we build upon the findings of a previous research proposal [25] by using a 

mixed method-based usability evaluation of a conventional technology (i.e., computer 

mouse) and a novel assistive technology (i.e., gesture interface) in stroke patients 

suffering from upper-limb spasticity and able-bodied participants experiencing a mo-

tor dysfunction simulation. Based on task-technology fit literature [26–28] suggesting 

that alignment between one’s characteristics and a technology’s characteristics can 

predict performance, we expected that the assistive technology supporting the motor 

dysfunction would lead to better performance and perceived usability than the subop-

timal conventional technology. This single-session study is not trying to measure 

participants’ intention to use the technology, but rather how the alignment between 

one’s abilities and a technology’s functionalities can predict performance at a task. 

Therefore, task technology fit literature and more specifically individual technology 

fit framework [26–28] is used to manipulate the expected performance of both tech-

nologies, which is expected to influence one’s perceptions and attitudes towards the 

technologies.  

 

To assess the usability of the two input devices, we used: a) objective measures of 

task performance and workload via electroencephalography (EEG) and electromyog-

raphy (EMG), b) subjective measures of workload, usability, and self-efficacy via 
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Likert scales, and c) qualitative insights on usability issues and design recommenda-

tions via semi-structured interviews. This paper presents the methodology and lessons 

learned from the mixed method-based usability evaluation conducted with able-

bodied participants and stroke survivors. This study contributes to the field of Neu-

roIS which has been studying digital technologies with patient groups ranging from 

cardiovascular conditions to Parkinson Disease patients [29–32]. Moreover, NeuroIS 

researchers have studied the influence of input devices like mice or touchscreen on 

user’s memory retrieval in online product selection task [33, 34]. Therefore, this study 

also contributes to NeuroIS research by using neurophysiological measurements to 

assess the influence of two input devices of users’ performance, as well as perceptions 

and attitudes towards the technologies.  

Methods 

Participants 

In a first study, we recruited 22 right-handed able-bodied participants with no neuro-

logical disorders. For these participants, a hand spasticity disability simulation splint 

was designed out of 3D printed plastic and rubber bands to replicate the clenched 

hand and wrist position of people suffering from post-stroke upper limb spasticity 

(Fig. 1) [35]. In the second ongoing study, we recruited five chronic stroke survivors 

via online forums and platforms in the UK including My stroke guide and Different 

Strokes [36, 37] and from a database of participants who had taken part in previous 

research at the Wellcome Centre for Integrative Neuroimaging.  

 

 

Fig. 18. The 3D printed hand spasticity disability simulation splint with an elastic band to 

replicate the clenched hand and wrist position of people with post-stroke upper limb spasticity 

Input Devices 

A mouse is a computer input device with one or more buttons, capable of a two-

dimensional rolling motion that can control a cursor on display [38]. Conventional 

mice are designed to be gripped and manipulated using fingers and wrist movement. 

They are thus reliant on relatively intact upper motor control and therefore can pose 

problems to people with motor dysfunction such as hand spasticity. As alternatives to 

conventional mice, assistive technologies such as joysticks or trackballs have been 
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developed to assist people with physical disabilities in controlling a computer cursor 

[17]. One promising, yet unexplored, assistive technology for controlling a cursor is a 

gesture interface [39] enabled by devices such as the Leap Motion Controller (LMC) 

(Fig. 2). The LMC is a USB device that has three infrared LED lights and two infra-

red cameras that track upper limb position and allow moving a cursor on a display 

with upper limb movements [40]. The LMC is an accessible device that has been used 

extensively in rehabilitation therapy for stroke patients suffering with upper limb 

motor deficits [41–44]. Yet, to our knowledge, no research has investigated the poten-

tial of this input device as an alternative to a mouse for computer use by people with 

motor dysfunctions. 

 

 

Fig. 2. The Leap Motion Controller (LMC) sensing a participant’s fist position to control the 

cursor in a computer interface 

Usability Tasks 

The usability of pointing devices such as a mouse, touchpad, trackball, or the LMC 

have been typically evaluated using the ISO 9241-9 serial and multidimensional 

point-selection tasks, also known as the one-dimension and two-dimension Fitts tasks 

[40, 45–48]. These tasks, which consist in moving a cursor as accurately and rapidly 

as possible from a fixed target to another and selecting them by hovering over the 

targets for specified dwell time, were used as the first and second tasks of the study 

(Fig. 3). While the Fitts tasks assessed the speed and accuracy of reaching move-

ments, a third spiral tracing task was used to assess fine motor control with the cursor. 

Spiral tracing tasks have been used in past research across a myriad of neurological 

disorders including Multiple Sclerosis and Parkinson's Disease [49, 50].  
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Fig. 3. From left to right, the one-dimension Fitts task performed by a participant using a con-

ventional mouse, the two-dimension Fitts task and the spiral tracing task using the LMC  

Usability Evaluation  

Our mixed method-based usability evaluation considers measures of effectiveness via 

task performance, efficiency via subjective and neurophysiological workload, and 

satisfaction via self-efficacy with and usability of the input devices. Performance for 

the Fitts tasks was determined by Fitts’ throughput) [51], a metric that assesses accu-

racy of rapid aimed movements at targets, and thus is independent from the speed-

accuracy tradeoff. As for the spiral tracing task, we designed a metric that combines 

the mean error of tracing (i.e., distance between spiral tracing and spiral template) 

adjusted for tracing time, such that faster spiral tracing can increase the accuracy 

score and overall tracing performance.  

 

We assessed subjective workload, which corresponds to the physical and cognitive 

demands placed on the user [52], via the NASA-TLX scale [53]. We measured corti-

co-muscular coherence using a 32-channel EEG system and EMG electrodes posi-

tioned on participants’ extensor carpi. Cortico-muscular coherence has been found to 

increase with motor learning in healthy humans [54–56] and reflects motor function 

recovery after a stroke [57, 58], and can be used as an index of neuromotor efficiency 

[59].  

 

The satisfaction dimension of usability was measured via a 5-item self-efficacy scale 

[60, 61], which assesses one’s perception about his or her abilities to perform a task 

well, and 13-item device assessment questionnaire (DAQ) that includes aspects of 

usability (e.g., pointing accuracy, operation speed), physical and mental effort, ease of 

use, comfort, and fatigue (i.e., finger, wrist, arm, shoulder, and neck fatigue), and 

which is typically used to assess the usability of new pointing devices [47, 62]. Final-

ly, we investigated usability issues and design recommendations via semi-structured 

open-question interviews. We asked participants about their overall experience with 

the input device(s) and the tasks, the main issues that they have encountered, the con-

sequent design recommendations that they would suggest for improving the usability 

of the device(s).  
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Procedure  

Study 1 was conducted in a controlled usability lab in North America during July 

2021. We adopted a between-group design by manipulating the input device. All 22 

healthy participants performed 10 trials of the one-dimension Fitts task, followed by 

10 trials of the two-dimension Fitts task, and 15 trials of the spiral task, with either the 

LMC or the mouse according to their randomized group. After each trial, participants 

were presented performance feedback which they were instructed to try increasing 

over the trials. After each task, participants answered the SES. At the end of the ex-

periment, participants completed the DAQ to assess the device over all three tasks. 

The experiment lasted for about 60 minutes and concluded with a 15-minute inter-

view.  

 

Study 2 is ongoing but so far, the data of 5 participants have been collected at a Clini-

cal Neuroscience lab (N=1) or at the patient’s home (N=4) in the UK from January to 

March 2022. Unlike Study 1, we used a within-subject design to evaluate the two 

input devices in a random order. We assessed patients’ level of motor impairment and 

cognitive functions using the Fugl-Meyer upper-limb assessment and the Montreal 

Cognitive Assessment (MoCA). The 5 patients performed six trials of the one-

dimension Fitts task, followed by 6 trials of the two-dimension Fitts task, and 12 trials 

of the spiral task, with both devices in a random order. After each task, participants 

were administered the NASA-TLX, the DAQ, and the SES. The experiment lasted for 

about 90 minutes and was concluded with a 15-minute interview. Finally, as suggest-

ed by literature on conducting usability testing with disabled participants [63], we 

carefully monitored levels of fatigue and offered frequent breaks whenever needed as 

well as reinforcing the fact that the study could be stopped at any time.  

Lessons Learned 

Study 1 allowed us to identify preliminary usability issues (e.g., excessive range of 

motion with the LMC) and design recommendations (e.g., increasing the sensitivity of 

the LMC to allow cursor control with smaller movements) that were validated in 

Study 2. These insights will be used to improve the design of the assistive technology, 

which will be evaluated with additional stroke patients. 

 

In Study 1, we designed a disability simulation splint replicating early stages of hand 

spasticity (i.e., clenched fist) such that able-bodied participants could not put their 

fingers around the mouse to stabilize it. However, the motor dysfunction of interest 

(i.e., poststroke upper limb hemiparesis) varies significantly on an individual basis in 

a clinical population in terms of severity and affected segment of the upper limb. This 

was clearly highlighted by the wide range of upper limb impairments in our stroke 

patients’ Fugl-Meyer assessment scores in Study 2. For example, some patients had 

limited forearm and wrist movement but retained good use of their shoulder, while 

other patients had good function of their hand and wrist but had a lot of difficulty 

moving their affected bicep and shoulder. These insights highlight that our fixed disa-
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bility simulation did not consider arm and shoulder motion limitations and the impact 

that this would have on the usability of and perceptions about the LMC. Therefore, as 

suggested by previous research [5], future studies should consider simulating different 

levels of impairments to account for a more representative range of disabilities.   

 

Apart from motor function disabilities like limb spasticity, stroke patients may have 

other conditions like mental and physical fatigue, speech or language disorders, visual 

impairments, and cognitive function disorders like memory or attention span limita-

tions. In Study 2, all five stroke patients reported that the experiment was very tiring, 

both physically and mentally. This was corroborated by subjective reports of fatigue 

and high workload, with three patients requiring an early termination of the experi-

mental tasks. Moreover, during the final interview, one patient could not remember 

about her experience with the device tested in the first part of the experiment, which 

could be explained by her low score in the delayed recall section of the MoCA. From 

this we learned that future research with clinical populations should be shorter in 

time, and that interviews should be conducted immediately following the use of the 

devices to avoid reliance on intact memory recall.   

Finally, in Study 1, able-bodied participants seem to have underestimated their ability 

to effectively use a familiar mouse, as contrasted with the novel LMC, in tasks where 

they clearly performed better with the former input device. This could be explained 

by the fact that able-bodied participants realized that they would have performed the 

tasks better with the familiar mouse without the disability simulation, thereby nega-

tively impacting their perception about its usability. Although more analysis is re-

quired to investigate the relation between devices’ performance and users’ percep-

tions among able-bodied and disabled participants’ groups, future research should be 

cautious about the reliability of subjective measures assessing able-bodied partici-

pants’ perceptions and attitudes about a technology with which they may have experi-

ences and expectations.  

Conclusion 

This paper supports previous literature on the benefits of working with healthy partic-

ipants with disability simulations to identify preliminary usability issues in assistive 

technologies’ evaluation but stresses the reliability of assessing subjective measures 

by this group. Future analysis will include neurophysiological data to contrast objec-

tive and subjective workload. Finally, it is hoped that this study will encourage the 

field of Information System (IS) to investigate the adoption and continued use of 

assistive technologies for disabled people [29–34, 64–66].  
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