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ABSTRACT
In language learning, getting corrective feedback for writing tasks
is an essential didactical concept to improve learners’ language
skills. Although various tools for automatic correction do exist,
open writing texts still need to be corrected manually by teachers
to provide helpful feedback to learners. In this paper, we explore
the usefulness of an auto-correction tool in the context of language
learning. In the first step, we compare the corrections of 100 learner
texts suggested by a correction tool with those done by human
teachers and examine the differences. In a second step, we do a
qualitative analysis, where we investigate the requirements that
need to be tackled to make existing proofreading tools useful for
language learning. The results reveal that the aim of enhancing
texts by proofreading, in general, is quite different from the purpose
of providing corrective feedback in language learning. Only one
of four relevant errors (recall=.26) marked by human teachers is
recorded correctly by the tool, whereas many expressions thought
to be faulty by the tool are sometimes no errors at all (precision=.33).
We provide and discuss the challenges that need to be addressed to
adjust those tools for language learning.

CCS CONCEPTS
• Applied computing → Education; E-learning; Education; Inter-
active learning environments; •Human-centered computing→
Human computer interaction (HCI); Interaction paradigms; Natural
language interfaces.
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1 INTRODUCTION
Language is at the center of everyday communication. There are
many reasons why people learn foreign languages, and there are
many different ways they do so. Students learn languages at school
to be prepared for future work in a globalized world. Many school
graduates keep on learning languages to enhance their career op-
portunities. Others learn for pleasure or different private reasons.
All language learners have in common that they need to learn and
practice using a new language. To support this, teachers help stu-
dents by providing corrective feedback, e.g. for students’ written
texts. Getting corrections and recommendations can be beneficial
for students to optimize their language skills by correcting possi-
ble comprehension errors [1]. While this has been state of the art
for hundreds of years, technology-enhanced solutions can be used
nowadays that may support teaching and learning languages.

A large group of language learners is represented by refugees
who aim to learn languages in order to get along in their new
country of residence [2]. Missing language skills increase the risk
of social exclusion. Thus there is a great need to learn languages.
A major problem is that refugees learn their language basics ac-
cording to the "Common European Framework of Reference for
Languages" (CEFR) [3], which does not necessarily meet refugees’
actual needs. Although descriptions for levels in the CEFR are
generic, taught words or phrases for each level are based on con-
texts that are not useful for the immigration process [4]. How-
ever, refugees are in very stressful situations, with lots of fear and
uncertainty. Thus, they need to learn how to communicate with
authorities in a short period of time, instead of knowing how to
describe elements of pictures (just as an example). Existing learning
material for concrete everyday situations of refugees (e.g. with pub-
lic authorities) is missing; the basics of generic language courses
are insufficient for the required skills. This is why learners use
tools like Google translate, which are freely available to learn lan-
guages [5]. They type in what they want to say and use trans-
lation tools as a basis to learn. However, generated translations
often use advanced-level words and more complex grammar than
learners would do [6]. The overwhelming use of more complex
texts reduces the learner’s understanding and control over their
texts. Alternatively, learners use auto-correction tools to optimize
their language skills. Auto-correction or automated writing evalua-
tion tools help to optimize written matters by proofreading. Thus,
learners have more control over the text and can optimize mis-
takes found by the tool. There are freely available auto-correction
tools that provide concrete feedback on mistakes. This could be
a good base to assist language learners in improving their writ-
ing skills. The benefits of giving feedback for open writing tasks
automatically would be huge. If automated writing evaluation is
working correctly and if the errors identified are similar to those of
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human teachers, this would be a beneficial technology for support-
ing teachers in correcting texts and providing feedback. However,
there is a need for these tools to work properly. Found mistakes
must be classified as mistakes, and error-free texts or text passages
should not be classified as faulty. This is especially important as
language learners in contrast to native speakers are often not aware
to distinguish between faulty corrections and correct ones in their
writings.

Since numerous automated writing evaluation tools exist [7], we
focus on one well-known example in this paper: The Language-
Tool (version 5.5) for German texts is an open-source tool that was
refined in the last years and is now used in many text-based ap-
plications [8]. The authors of the tool claim that it detects "errors,
[. . .] grammar issues, commonly confused words, and punctuation
oversights, [it] offers style suggestions: synonym replacements for
overused words, concise rephrasing of wordy sentences, and formal
alternatives to commonly used expressions" [9]. Its scope of appli-
cation includes extensions for web browsers like Google Chrome,
Mozilla Firefox, or Edge, Libre-Office or even mailing tools like
Thunderbird. Thus nowadays, the LanguageTool has become one
of the state-of-the-art tools widely used for everyday communica-
tion. Based on the description and the open-source architecture,
we think this is a promising base for correcting texts of language
learners instead of developing a new tool from scratch. Its descrip-
tion fulfills the demands for correcting texts in language learning.
A deeper analysis of the current state is necessary to understand
its usefulness for language learning. In this paper, we focus on two
research questions. RQ1: What is the overlap of mistakes detected
by teachers and the LanguageTool in open writing tasks of a lan-
guage learning online course? RQ2: Which challenges need to be
addressed to change the tool’s target from proofreading to giving
feedback for learners?

2 RELATEDWORK
In language learning, feedback is a crucial component to enhance
learning outcomes. The idea of giving feedback to learners is to
minimize the gap between teacher expectations and learner skills
[10]. In the literature, several different kinds of feedback are dis-
tinguished. One essential category is written corrective feedback,
which aims at telling the learner that there is something linguisti-
cally wrong with what they have written [11]. As such, corrective
feedback is descriptive in nature and often perceived as negative
feedback [12]. There are many further distinctions regarding how
written corrective feedback can and should be formulated to help
students enhance their writing skills. One of its most ordinary
forms is direct, explicit error correction, which identifies each error
and suggests its correction. More sophisticated types of correc-
tive feedback involve e.g. indirect or focused approaches [13]. A
completely different category of feedback is to assign grades or
numerical scores. Grading generally has another purpose than cor-
rective feedback. It aims to provide the student with a summative
assessment about his/her level of knowledge at the end of some
learning unit instead of giving formative feedback about errors and
susceptibilities, as this is primarily the case for corrective feedback
[14]. Two areas of research in the field of computer assisted learning
address this topic of feedback. They differ in purpose and details in
given feedback. The purpose of automated essay scoring (AES) is to

automatically classify the quality of written texts by predicting
grades or scores for text submissions. The field of automated writ-
ing evaluation (AWE) focuses on finding and highlighting concrete
errors. Doing so, AWE is primarily concerned with corrective feed-
back or, more precisely, direct, explicit error correction. In contrast
to AES, it is used mainly for proofreading in native language con-
texts and is not necessarily connected with language learning. AES
can be done using different approaches, e.g. Neural Models [15],
abstract representations of texts using hierarchical classification
methods [16], or combinations with online course contents [17] to
be useful in education.

AES tools often address two areas: spelling and grammar. While
the first part can be fulfilled with word lists, evaluating the gram-
mar requires natural language processing. Therefore, applications
focus on text’s part-of-speech (POS) tag representation which can
be derived automatically [18]. A valid grammar can be defined by a
fixed set of rules that consist of POS tag sequences [19]. The fixed
set of POS tags is represented by n-grams, where n represents the
number of sequential POS tags [20]. Both, AES and AWE use this
generic representation of texts, but they differ in the richness of de-
rived feedback. The AWE of the LanguageTool [8] uses the spelling
checker "Snakespell" [21] and the POS tagger of [18]. Rules for
typical mistakes were added to provide useful feedback, including
a possible correction that could also be beneficial for a language
learner. Thus, instead of examining whether a text is valid accord-
ing to rules that define grammar, typical mistakes were extracted
and patterns were created (including a message, what the mistake is
about). This is principally a good base to provide feedback for open
writing tasks. According to the comparison by Näther [22], the
LanguageTool in its nowadays version generates good results for
correcting sentences. Naber stated that no corpus of uncorrected
texts existed [8] and thus, precision and recall [23] could not be
measured to determine its usefulness, especially for the field of
language learning. Focusing on open writing tasks in language
learning, we use a dataset of the Goethe-Institut in this paper for
an evaluation to bridge the gap mentioned by Naber. Further, we
ask teachers at the Goethe-Institut in qualitative interviews about
the limitations and challenges that need to be overcome to become
a valuable tool in language learning.

3 METHODOLOGY
First, 100 users of different language levels learning German as a
foreign language participated in different German online courses1
related to their levels. All courses contained at least one open writ-
ing task, where the learners faced an open question to write about.
The courses were tutored by qualified German teachers to provide
high-quality feedback. We collected all user submissions, including
the corrected versions.

There was no "artificial" study setting that could be inferred
by the teachers involved, as open writing tasks are always manu-
ally corrected by human teachers who also give feedback in other
courses of the platform. Thus, teachers were not aware of being part
of the study. This is important to avoid bias based on the feeling
of being observed or evaluated within a study (Hawthorne effect
[24]).

1https://www.goethe.de/
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Figure 1: Examples of two corrections, texts on the left are corrected by teachers, texts on the right side are corrected by the
LanguageTool.

To address our research question, we aimed to compare detected
errors by teachers (T) and the LanguageTool (L) for the same texts.
Therefore, the 100 texts have been corrected by the AWE tool,
which underlines detected errors. This procedure is comparable
with the approach of language teachers that correct learner texts.
Then, detected mistakes by L were transferred into the visualization
mode used by the teachers for a direct comparison. An example
can be found in Figure 1

In the next step, the comparisons of all corrections took place.We
counted all detected errors, whichwere the same in both corrections
of T and L (true positives, TP); we counted all errors that could
be found in the teachers’ annotations but not in the corrections
suggested by the AWE tool (false negative, FN) and vice versa (false
positives, FP).We did not consider the type of error while comparing
the corrections.

For each text, we used precision (P) and recall (R) to measure the
similarity of annotations. This is a common metric to compare the
similarity of annotations [23]. Finally, we used the mean of P and
R over all texts to get insights into the overall dataset. This can be
expressed by:

P∅ =
1
n

n∑
i=1

T Pi
T Pi+F Pi ; R∅ =

1
n

n∑
i=1

T Pi
T Pi+FNi

with n = 100. The

results give a clear and data-driven view on the practicability of
the AWE tool in the current version, without modifications.

In the next step, we aimed to get more insights into the differ-
ences of T and L to understand what needs to be optimized to
change the AWE tool to be useful for language learning. We ran-
domly chose 25 texts of different open writing tasks that have not
been used in the first step, and conducted interviews with 19 expe-
rienced language teachers, who have a full-time job in educating

German as a foreign language. In this qualitative study, the auto-
correction of each text was presented to the teachers one by one,
and they were asked to provide feedback, positive and negative
aspects, and improvements so that the AWE tool becomes useful for
them. All answers were collected and categorized to get a concrete
gap between the teachers’ expectations and the AWE tool at the
current state. Based on this, we derived suggestions on how to
improve the AWE tool.

4 RESULTS
Following the study design, we got P∅ = 0.33 and R∅ = 0.26 for
our first investigation (F1 = 0.29). From the result of P∅ it follows
that one third of found mistakes by T are correct. R∅ describes how
many relevant errors were found by L related to all relevant ones.
The resulting value indicates that L classifies much more parts of
the texts wrong then it is the case for the teachers. This answers
RQ1. As theses precision and recall values question the practicality
of the AWE tool, we moved on addressing the reasons to optimize
the current state of the tool to make it useful for language learning.
Therefore, in the second study, 25 texts were analyzed separately
by 19 teachers. In the qualitative analysis, teachers classified 34.4%
of the auto-corrected texts to be useful as a base for further correc-
tions. Thus, the precision of correct identified errors is equal to the
perceived usefulness in correcting open writing tasks in language
learning. The identified challenges are grouped by their relations
to "mistakes", "didactics" and "semantics", which are summarized
in Table 1 to address RQ2.

Nevertheless, the AWE tool was not rejected completely. There
were also positive comments, especially for the corrections that
were classified to be useful. This was often the case for nouns
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Table 1: Identified challenges

Class Hints by tutors
Mistakes - not all mistakes were found, especially grammar, phrasing, or syntax

- incorrect marks
- names of learners were often classified to be misspelled
- proposals for corrections are often wrong

Didactics - if the sentence requires a different structure, detailed feedback is not useful
- selecting only mistakes that the learner already should know
- avoid overwhelmed feedback
- select only didactically useful mistakes
- double empty spaces or formatting mistakes are not important

Semantics - feedback for corrected words should fit the context
- proper names should be excluded
- missing words were not found
- formal and informal speech should be detected

with spelling errors that the AWE tool detected conscientiously.
Mistakes concerning the case sensitivity were also emphasized,
which is an important topic in the German language as much more
words have to start with a capital letter than in English. However,
those automatic corrections were only classified to be helpful if
they had a high precision. Thus, conversely, precision is one of the
most important criteria.

Having a deeper look into the corrections of L, over 66% of
mistakes that teachers highlighted were not detected. The AWE
tool often marks errors that are no errors at all, which can also
be seen in the low precision value. This was criticized a lot by
teachers. From their perspective, it is an additional effort to remove
incorrectly marked corrections manually. As the AWE tool should
be helpful to reduce the time for correcting texts, removing errors
that are no errors at all is too time-consuming. Thus, there is the
need to optimize the recall as this is a knockout criterion, according
to the teachers. Besides, if the correction will be given to the learner
without a preview of the tutor, giving incorrect corrections is not
debatable.

One problem of the AWE tool is very prominent: learners often
provide their name at the end of the texts, e.g. when being instructed
to write a letter. This name is very often marked by L as misspelled,
although this is not the case. On top, suggestions for a correct
version of this name will be provided, mainly no proper names,
rather words of a dictionary that appear to be equal. An automatic
correction providing students with this kind of feedback appears
to be very unprofessional.

In our study, teachers often did not select all errors and focused
on useful ones from a didactical perspective. It is often said that
there is the need to show only errors if they are helpful for the
learning process. L does not distinguish between "important" or
"not important" errors from the perspective of language learning.
Thus, it is not surprising that often more errors are found by L,
which results in a low recall.
An extension in L helps to make texts semantically more correct if
a logic expression was defined. If a date including the day of the
week was detected that principally is not existing, the AWE tool
gives a warning and marks it as an error. This is not helpful for
learning languages. The punctuation extension detects unusual or

missing punctuations, e.g. in dates. This is a detail that could be
interesting for advanced learners only.
One deficiency that Naber [8] observed was the precision concern-
ing the sentence boundary detection, which was 97%. In addition,
the POS tagger reached an accuracy of 93.05%. Thus finding a match
to a defined n-gram depends on the correct classification of the
POS tags in advance.
We did not consider the correct classification of error types. Never-
theless, as we found out that the gap between errors detected by
teachers and those detected by the AWE tool is high, and as some
types cannot be detected by the AWE tool due to technical limita-
tions (e.g. limiting the POS n-grams to 4 tags), it is not recommended
to use this AWE tool for automated feedback in language learning
without modifications. However, it can still be beneficial guidance
for teachers to detect mistakes that they might have overlooked.

5 HOW TO BRIDGE GAPS & DISCUSSION
Based on the study, we identified several gaps so that we cannot
recommend using the AWE tool’s current version for language
learning. This is not a surprising result as the aim of proofreading
is different from providing corrective feedback to language learners.
For the pre study, we used 100 texts. Based on this limitation and the
short learner texts those lengths are typically for language learning
beginners; this study gives a rough estimation whether the AWE
tool can be used for language learning in its current version. Based
on our results we do not claim that precision and recall will be
generalizable if we focus on another purpose like proofreading.
However, using the AWE tool as a basis for a new tool could be
promising as it has not been criticized completely and detects at
least some relevant errors correctly. This section provides some
solutions to bridge identified gaps in order to make the AWE tool
more suitable for language learning.

First, we discuss the class "Mistakes" of Table 1 and how to
optimize it. We have different layers that need to be addressed. We
begin with spelling. Nouns were often correctly identified to be
faulty. Here, nouns were compared with lists of words. This works
well for long words where many letters are required. For each word,
a comparison to the word list can take place. If there is a match or
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the noun was adjusted (e.g. for countable nouns, mainly adding "en"
to German nouns, it does not need to be further considered. If there
is no match, a syntactic alignment could be used to find the most
similar existing word [25]. As this does not work on the semantic
layer, the AWE tool also says that proper names, often classified
as nouns, have a related "correct" word, which partly overlap in
some characters. The example in Figure 1 illustrates this. Thus,
proper names need to be identified, and they must be excluded as
words "out of vocabulary". This approach was examined in the last
decades [26], and further experiments show good results [27]. A
combination with the AWE tool would fix this shortcoming.

Also, the correction of grammar is an issue. The architecture of
L was not designed to find out whether grammar is correct. Instead,
typical mistakes are recognized based on patterns. Thus, there is no
way to find more grammar mistakes as the hand-crafted rules only
represent a subset of possible errors. If the structure of a sentence
is wrong, e.g. using a word that should be at the beginning but was
used at the end, it cannot be detected. The identified problem can
be traced back to the sequence length of POS tags, set to 4 [8]. A
naïve solution is to increase the POS sequence analyzed. This allows
to detect errors of more than 4 consecutive words, but it requires
creating new rules for possible errors. However, this is of high
interest for language learning as wrong word order in sentences is
a common mistake for learners. Besides, the more POS tags were
compared, the fewer mistakes will be found as each case of wrong
orderings needs to be defined, following the AWE tool’s design.
In general, language can be defined by rules and patterns [28]. It
is wise to use these rules and detect whether there is a pattern
in the learner’s text, that cannot be explained by the rules and
expressions. Doing this on the representations of part-of-speech-
tags, this analysis runs on a very abstract representation of language,
where a finite number of correct combinations exists. If a deviation
was found, then using a pre-defined pattern is useful to determine
the error type and give explanations for possible transformations
or provide examples. Nevertheless, if no pre-defined rule exists
and it cannot be explained by existing rules, it is still a mistake,
that cannot be detected. In an improved version of the AWE tool,
detecting grammar issues should be the first step, followed by a
classification. Otherwise, the precision and recall will be low.

Analyzing the syntax of sentences is also related to grammar.
Identifying missing words consists of two challenges. First, the
position of a possibly missing word needs to be located. Second,
the missing word itself has to be identified. However, if the abstract
POS representation is used, missing words can be identified by
rules that represent grammar structures. The idea is to use existing
rules (that represent typical sentence structures), and the AWE
tool needs to find the most similar existing POS pattern. This can
be realized with the alignment approach of Altschul & Erickson
[25], which needs to be adjusted to align POS patterns (like in [29]).
Thus, possible mistakes, based on gaps could be identified. Then,
the position of missing words, including their part of speech, can
be identified.

A prediction model using the bidirectional encoder representa-
tion from transformers (BERT [30]) could be beneficial to overcome
the second challenge of identifying concrete missing words. There-
fore, the identified gap needs to be masked with a [MASK] tag
in the first step, which will be replaced by a predicted word that

has a semantic relation to the sentence. Such an approach would
be helpful to solve the problem of non-detecting correct missing
words in learner texts. Besides, such a model can also be used to
predict recommendations, in general, to reduce faulty suggestions
when spelling mistakes were identified. It is important to note that
pre-trained language models should be used for this approach as
training bidirectional transformers is very expensive.

Besides the technical limitations, the discussed didactical appro-
priateness of the correction suggested by the AWE tool was heavily
criticized. First, provided feedback should come along in different
levels. If the structure of a sentence is wrong, then it is sufficient to
give hints about the structure; words themselves do not need to be
corrected. Corrections need to be more deeply filtered if a structural
error for a phrase or sentence is detected. Then, the learner can
focus on this error and will not be confused due to many markers.
Second, if words were recommended as corrections, they should fit
the content. Semantic analysis is usually used to determine whether
the context (e.g., a sentence) is true based on previous information
[31]. In the area of language learning for submissions of open writ-
ing tasks, the domain is mainly specific and pre-defined. Thus, the
information is required whether suggested words have a relation
to the context. Concept-based structures like the WordNet [32] can
be used to overcome this limitation. The idea is that words, phrases,
or sentences belong to a concept and concepts can be represented
by a similarity score. If a word is recommended by the AWE tool,
it should have a low similarity score according to the phrase and
surrounding sentences. To do this a concrete threshold could be
determined to specify if the suggested word fits the context. If this
is not the case, it should not be used for recommendation.

From a didactical perspective, automatic corrections should be
on a par with the standards of providing corrective feedback in
focus on language learning. The idea is not to mark all errors as
it is the case in proofreading. Instead, feedback should be helpful
for the learner by highlighting misunderstandings. Thus, there is
the need to select only mistakes that are important for the learning
process. If rules are used to detect concrete grammar errors as it
is the case for the AWE tool [8], all rules should be labeled with
the particular error type. Then, if the tool’s detection is the same
as the teacher ones, labels of the error type could automatically
be derived. Corrected texts by teachers could be used as a basis to
distinguish between relevant and non-relevant mistakes. If errors
have not been marked to be wrong by teachers, they do not need to
be marked by the AWE tool either. This distinction works under the
assumption that the overlap of found mistakes by teachers and the
AWE tool are similar, which is not the case in the current version.
Alternatively, rules could be applied, as stated above, that represent
the correct language usage. If a difference to this gold standard was
detected in previous texts and also marked as faulty by teachers,
the underlying POS sequence should be extracted for further use.
If a POS sequence of this set will be found in new submissions,
these mistakes will be highlighted. Otherwise, they will not be
considered faulty as the learner may not have the knowledge at
the current language level, and thus these errors are not important
from a didactical perspective.

One last identified deficiency of the AWE tool was to distinguish
between formal and informal speech. This is not a knockout crite-
rion but a possible extension to make the AWE tool more valuable
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in language learning. The idea is that depending on the task, the
style needs to be different (e.g. informal speech in a private letter).
Sheika and Inkpen [33] have shown that they can distinguish be-
tween formal and informal language with high accuracy. Using this
could be an interesting extension to provide feedback if the style
was not met.

6 CONCLUSION
In this paper, we investigated the performance of a specific AWE
tool in providing automated corrective feedback for open writing
tasks in a German online course at the Goethe-Institut. To assess its
viability, we compared errors detected by the AWE tool with those
marked by human teachers. The results have shown that there
are major differences in the resulting corrections. The significant
challenges are based on the design of the AWE tool. It leads to
possibly sparse rules as errors have to be formalized using POS
n-grams and categorized according to the error type. Many possible
rules used to detect errors have not been created manually yet.
Thus, corrections are incomplete, which is in line with the results.
The results have shown that the AWE tool at its current stage of
development should not be used for language learning. However, we
identified several challenges that need to be addressed for adjusting
the AWE tool to be used for correcting texts of open writing tasks
in language learning.

Overall, overcoming the challenges identified is possible. Inte-
grating some further state of the art technology into the AWE tool
makes it more valuable for the language learning. To the best of
our knowledge, the three classes of challenges can be solved by
changing the tool’s focus from proofreading to language learning.
If the AWE tool does not have the current limitations, it can assist
teachers in correcting texts and the tool could also be used to pro-
vide feedback directly if the precision is much better than it is now.
For many teachers, correcting texts is the most time-consuming
task, and they aim to use the time to assist learners during the
learning process rather than doing the "batch work" of correcting
texts. The time that will be saved could be used to help learners in
a more personalized way. Thus, we can conclude that, transferred
with the appropriate effort, an adjusted version of the AWE tool
investigated is a valuable resource to support the language learning
process in online language courses.
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