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Abstract

This paper describes the participation of DFKI-
SLT at the Sign Language Translation Task of
the Seventh Conference of Machine Translation
(WMT22). The system focuses on the trans-
lation direction from the Swiss German Sign
Language (DSGS) to written German. The orig-
inal videos of the sign language were analyzed
with computer vision models to provide 3D
body keypoints. A deep-learning sequence-to-
sequence model is trained on a parallel cor-
pus of these body keypoints aligned to writ-
ten German sentences. Geometric data aug-
mentation occurs during the training process.
The body keypoints are augmented by artificial
rotation in the three dimensional space. The
3D-transformation is calculated with different
angles on every batch of the training process.

1 Introduction

Despite the enormous progress of the Machine
Translation (MT) of spoken (and written) lan-
guages, the MT of sign languages is in a very early
stage (Yin et al., 2021; De Coster et al., 2022). Two
major challenges are (a) the multimodal and mul-
tilateral nature of the sign languages and (b) the
lack of data. On the one side, the multilateral and
multimodal nature of the sign languages requires
deep-learning topologies that differ substantially
from the ones used in text-based MT. On the other
side, the lack of data makes difficult the utiliza-
tion of end-to-end deep learning algorithms, which
usually require vast amounts of data. As a result,
deep-learning experiments have been executed for
very few sign languages (e.g. German Sign Lan-
guage, DGS; American Sign Language, ASL) and
narrow domains (e.g. weather forecasts), leaving
open questions on the generalization of the meth-
ods to other sign languages and broader domains.

This year’s Sign Language Translation (SLT)
Task of the Seventh Conference of Machine Trans-
lation (WMT22) is contributing significant to this

direction, by adding a new language pair (Swiss
German Sign Language - DGSG - to German) and
allowing extensive experimentation from several
participants on the same dataset.

Our system uses computer vision models to ana-
lyze the sign language videos into body keypoints
and uses these keypoints as the source-side input
of the neural MT transformer, allowing to perform
data augmentation via geometrical augmentations.
Despite the difficulty of this shared task and the low
results obtained, we publish this paper as a techni-
cal report, with the hope that it can contribute to
the further research of this direction.

The rest of the paper is organized as following.
Section 2 positions our contribution amidst related
work. Section 3 describes the methods for training
the system and Section 4 the technical set-up of the
experiment. Section 5 provides and discusses some
results, while Section 6 gives some conclusion and
ideas for further work.

2 Related Work

Latest work on MT of sign languages has shown
significant improvements using deep learning meth-
ods from the fields of computer vision and MT.
State of the art work (Camgöz et al., 2018; Yin
and Read, 2020; Camgöz et al., 2020; Zhou et al.,
2022) employees transformers, which are given
frame embeddings extracted from the videos of the
signers.

Contrary to the use of pixel-based frame em-
beddings, Nunnari et al. (2021) suggests to use
body keypoints from the hands, the skeleton and
the face as input to the transformers. This requires
to split the translation pipeline into a first phase,
recognizing 3D keypoints from videos, and has the
advantage that they can be augmented by applying
transformation techniques. Our paper presents an
implementation of that idea, applied to the case of
DSGS.

The use of body keypoints has been considered
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Figure 1: Mediapipe is used to extract sparse keypoint representations of the signer. The nature of the resulting 3D
data allows for rotation, translation and shearing using matrix multiplication at virtually no cost.

by Gan et al. (2021), where skeleton pose infor-
mation is processed together with the video frame
input. Ko et al. (2018, 2019) use 2D coordinates of
body keypoints to train the neural MT systems,
but contrary to our work, they do not perform
any geometrical transformations to the keypoints.
Moryossef et al. (2021) analyze the applicability
of the pose estimation systems to sign language
recognition by evaluating the failure cases of the
recognition models.

3 Method

Our system consists of three modules. The first
module converts images of the signer into interme-
diate keypoint representations. The second module
employs data augmentation to increase sample effi-
ciency and decrease the effect of spurious feature
correlations. Spurious data correlation in high di-
mensional spaces can lead to Clever Hans effects
(Kauffmann et al.). The last module is the trainable
transformer that translates from keypoint represen-
tation to German text, while interacting with the
augmentation module.

3.1 Keypoint extraction

There are multiple reasons to believe that keypoint
representations could prove beneficial in SLT. Only
few and small datasets are available for SLT. That
is because firstly there are only few known data
sources for SL. Secondly the data transcription for
SL needs expert knowledge which is costly and
hard to find. Thirdly SL data inherently needs video
footage of signing human, which makes anonymisa-
tion near impossible thus leads to privacy problems
when detecting new potential data sources.

A end-to-end SLT pipeline needs to make sense
of the movement of the human signer and translate
these motions into written language. Practically
speaking this means the pipeline internally needs

to learn two tasks on limited data. However only
the translation task depends on the costly and lim-
ited SLT datasets, while the task of detecting the
motion could be eased by employing pose estima-
tion which is not specific to SLT and therefore is
more explored and cheaper in terms of data acqui-
sition.

The extraction of the keypoints was done by
using the computer vision models of MediaPipe
Holistic (Grishchenko and Bazarevsky, 2020)
which combines three pre-trained computer vision
pipelines that detect the hand keypoints (Medi-
aPipe Hands; Zhang et al., 2020), the keypoints
of the body pose (BlazePose; Bazarevsky et al.,
2020), and a keypoint mesh for the face (Blaze-
Face; Bazarevsky et al., 2019).

When data points were missing, the values were
substituted by zero values.

3.2 Geometrical transformation
The geometrical transformation is applied during
the training process of the transformer model. For
every iteration of the training process, the 3D key-
points are given to the geometrical transformation
module. This returns the co-ordinates of the orig-
inal keypoint mesh after being rotated. The 3D
keypoints get rotated around the x, y and z axis by
some angle Rx, Ry and Rz respectively, using rota-
tion matrices. First, the rotation around the x-axis
takes place, followed by y and then the z axis.

The rotation angle is drawn at random at every
training iteration, such that every batch is rotated
to a different setting. The angle of the rotation is
limited to a particular range, which makes sense for
the particular axis. Rx is drawn from [-60°, +60°]
while Ry and Rz are drawn from [-10°, +10°].

3.3 Sequence-to-sequence model
The sequence-to-sequence model is based on a
NMT transformer model similar to (Camgöz et al.,
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2018). We provide the network the keypoint rep-
resentation, by concatenating all mediapipe key-
points and then flattening them into a 708 dimen-
sional vector. The target language is the Swiss
German text.

4 Experiment setup

The experiment took place using only the corpora
FocusNews, as provided by the shared task orga-
nizers, including keypoints precomputed with Me-
diaPipe. Due to time restrictions, the SRF corpus
was not used, since it did not provide any key-
points. The training set had 10,136 sentences, the
validation set 420 sentences and the test set 488 sen-
tences. Due to problems with the keypoint-subtitle
alignment only 393 of the 420 sentences of the
validation set were used.

For training the model we modified the NMT
toolkit JoeyNMT1 (Kreutzer et al., 2019), extend-
ing the SLT branch created by Camgöz et al. (2020).
We followed the text pre-processing of the previous
implementation, which included text lowercasing.
The geometrical transformations were done with
array computations using NumPy (Harris et al.,
2020). The automatic evaluation metrics were com-
puted using SacreBLEU (Post, 2018).

In order to optimize the system we ran several
experimental rounds. The training parameters for
all rounds can be seen in Table 2. The experimen-
tal rounds were run by modifying the following
parameters:

• max. rotation: The maximum angle for the
random rotation that took place for every it-
eration. A max. rotation of 10° here means
that for every iteration batch, a random degree
value within [-10°, +10°] was drawn.

• patience: The learning rate scheduler stops
when no significant progress is measured
with the evaluation metric, after a number of
epochs. This parameter defines how patient
the scheduler is in that regards.

• LR scheduler metric: The metric used for
measuring the progress on the validation set.

• layers: The number of layers for the encoder
and the decoder of the transformer.

5 Results

As part of our parameter we ran 5 experimental
rounds which are shown in Table 1. Due to time

1Our code is available at https://github.com/
DFKI-SignLanguage/slt under Apache 2.0 License

Figure 2: Overview over the translation sentence fre-
quencies over the dev set

limitations it was not possible to experiment with
the full spectrum of parameters, including ablation
tests which would indicate the contribution of pos-
sible parameter values. Even in that case, the very
low metric scores would not lead to more signifi-
cant conclusions.

From the first experiments it was obvious that
the use of BLEU-4 as a validation metric could not
contribute to the optimization, because its values
are always zero and also the training time was very
short. For this reason we chose ChrF as validation
metric for our last two experiments. Increasing
the patience deemed necessary, so that the training
mechanism can get enough random samples from
the augmentation process. For our best iteration we
experimented with both 3 and 4 layers, resulting
into slightly better performance with the 4 layer
setting.

In overall, the results of our experiments, as mea-
sured by automatic metrics, showed very low per-
formance. No version of our pipeline could achieve
non-zero BLEU-4 score on the provided develop-
ment set, meaning that no n-gram of order 4 was
correctly matched between the hypothesis and the
reference. The experiments measured with BLEU-
3 and ChrF indicate as better run the configuration
with 60 degrees rotation range at the X axis, 10
degrees on the other axes, and a patience of 500.
When analyzing the output on the validation set
we found that for the 393 different sentences of
the validation set, only 15 different translations
were repeatedly produced as highlighted in figure
2 and listed in Appendix A. The two most common
translations make up for 92% of the cases. This be-
haviour suggests that the model learned two main

https://github.com/DFKI-SignLanguage/slt
https://github.com/DFKI-SignLanguage/slt
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max rotation +/- (°) LR scheduler scores
x y z patience metric layers BLEU-3 BLEU-4 ChrF runtime (h)

10 10 10 25 BLEU 4 0,28 0,00 15,36 00:21
10 10 10 50 BLEU 4 0,28 0,00 15,36 00:31
60 10 10 50 BLEU 4 0,00 0,00 17,58 00:24
60 10 10 500 ChrF 3 0,310 0,00 16,08 07:44
60 10 10 500 ChrF 4 0,314 0,00 16,43 04:14

Table 1: Overview over the results on the validation set when employing different settings.

parameter value

feature size 708
max sentence len. 400
dropout 0,1
FF size 2048
heads 8
embeddings dim. 512
hidden size 512
optimizer adam
batch size 32
random seed 42
weight decay 0,001
learning rate 0,001
validation freq. 100
beam size 1
beam alpha -1
translation max len. 30

Table 2: Training parameters

prototype translations and is not sensitive to the
input when translating.

6 Conclusion and Further Work

Due to the poor results, very little can be concluded
about the effect of the proposed geometric augmen-
tation strategy. As suggested by the preliminary
results of the shared task (Müller et al., 2022) no
group was able to achieve good results on the task.
Unfortunately, due to the strict workshop timeline
we could not perform further experiments to empir-
ically prove the causes of this low performance. We
are planning to do this in future work, including an
ablation study of the different modules and a com-
parison with the state-of-the-art on other datasets.
Further research should be invested in exploring the
possible use cases for geometric data augmentation
in MT of SL.
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Appendix

A Translations

0. **Empty**
1. die eltern sind sehr engagiert und kämpfen für

die pille verbieten.
2. das ziel der konferenz sind vorträge von swiss-

com zu zeigen, dass diese kinder noch nicht
gebärdensprache.

3. das ziel der konferenz sind vorträge von swiss-
com zu zeigen, dass diese kinder noch nicht
zugänglich.

4. das ziel der konferenz sind vorträge von swiss-
com zu zeigen, dass sie sich nicht mit einer
behinderung einsetzen.

5. die postverteilungs-firma
6. bis zum nächsten mal.
7. die eltern sind sehr engagiert und kämpfen für

die gebärdensprache, ihre tochter hat.
8. das ziel der swisscom ist eine optimale be-

ratung und einen guten service anzubieten.
9. die gehörlosen kinder freuten sich sehr, da sie

alles verstanden und somit integriert geschult
integriert geschult werden schulen sollen.

10. die eltern sind gehörlos.
11. die eltern sind sehr engagiert und kämpfen für

die hochschule.
12. die forscher meinen, dass kinder mit cochlea-

implantate über eine genauso gute lebensqual-
ität wie hörende kinder verfügen, ohne psy-
chosoziale folgen.
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13. die eltern sind sehr engagiert und kämpfen
für die gebärdensprache, ihre kultur und ihre
rechte.

14. die voraussetzungen für diese stelle sind ein
kürzlich abgeschlossenes hochschulstudium
sowie die bereitschaft, arbeiten im sinne der
gleichstellung zu schreiben.


