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Abstract
This paper develops a method for the construction and evaluation of cognitive mod-
els to support students in their problem-solving skills during robotics in school, 
aiming to build a basis for an implementation of a tutoring system in the future. 
Two Wizard-of-Oz studies were conducted, one in the classroom and one in the lab. 
Based on the cognitive model, the human wizards gave support to 20 students work-
ing in pairs. The studies were video recorded and a qualitative analysis was con-
ducted. This qualitative research approach is described in detail. The evaluation of 
the studies showed that students reacted mostly positively to the wizards. We also 
uncovered ways in which students’ problem-solving skills could be improved. Based 
on the evaluation and observations of the Wizard-of-Oz studies, the paper proposes 
a design for a future robotics skills tutoring system.

Keywords  Wizard-of-Oz study · Robotics · Scaffolding · Collaborative problem-
solving · Computer science education

Introduction

Physical computing and robotics are becoming more and more popular in educa-
tion all over the world. The K–12 computer science framework suggests the con-
struction of personally relevant artifacts, such as robotic systems, for teaching 
computer science (K-12 Computer Science Framework Steering Committee and oth-
ers, 2016). Different curricula have been constructed to bring robotics into schools, 
and promising findings regarding the positive influence on students’ motivation and 
orientation can be found (Kaloti-Hallak et al., 2015; Kempf et al., 2020; Verner & 
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Ahlgren, 2004). However, the problem-solving process during robotics activities is 
oftentimes complex and students have various difficulties during robotics activities 
(Kafai et al., 2014; Katterfeldt et al., 2016; Cross et al., 2016). In computer science 
and other STEM (science, technology, engineering and mathematics) subjects, there 
are multiple technology enhanced tools to support the learners during problem-solv-
ing tasks. One possible tool is an intelligent tutoring system (VanLehn, 2006, 2011). 
There are many approaches for the implementation of intelligent tutoring systems, 
but there are currently no such systems in the area of robotics education in schools.

Constructing and programming robots is a complex problem-solving process, 
because its success does not only depend on the software. The appropriate con-
struction of the hardware, the effects on the environment, and the students’ math-
ematical skills are important, too. One big potential of tutoring systems for robotics 
can be the use of the robots’ sensors to provide appropriate feedback. Feedback in 
ITS contexts has been studied well, for instance related to the use of feedback lev-
els by students, their help-seeking and off-task behavior (Aleven et al., 2006; Baker 
et al., 2004; McLaren et al., 2014). In this article we focus on a qualitative research 
approach to learn about students’ problems, the hurdles regarding the implemen-
tation of an intelligent tutor, and provide detailed information on the qualitative 
research we conducted in this field.

The second aim of the studies presented was to construct and provide the results 
of a tutoring system for robotics. In our approach, we implemented two Wizard-of-
Oz studies to evaluate, with little technical effort, the effects of our cognitive model 
on the students, which were working in pairs. The studies were conducted in the 
school year 2017/18 and some results have been published in the dissertation of the 
first author (Schulz, 2019). In the dissertation, the effectiveness of different kinds of 
feedback were tested; two of these are related to the Wizard-of-Oz studies presented 
here. In this paper, we use the same data to report on the construction of the tutor 
and the included cognitive model. Furthermore, we present adaptations of the cogni-
tive model.

Literature Review

In computer science education (CSEd) robotics is an important part to teach com-
puter science skills (K-12 Computer Science Framework Steering Committee and 
others, 2016). Robotics in education is oftentimes connected to the learning theory 
of constructionism (Papert,  1980). The theory of constructionism is derived from 
Piaget’s theory of constructivism, which describes the construction of knowledge 
structures inside the learners’ heads. Inspired by this, the constructionism theory 
suggests to build knowledge structures by including activities outside of the head, 
for example by tangible devices in the process of tinkering and eventually shareable 
artifacts (Papert & Harel, 1991; Resnick & Rosenbaum, 2013; Stager, 2005). This 
approach implies a white-box-design, starting from scratch with building devices 
like robots. The design process is an important part of this process. Here, the stu-
dents go back and forth to design a personal meaningful artifact and learn in the situ-
ation (Stager, 2005). Constructionsim is established as learning theory, but currently 
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also as a design framework, for example to construct digital artifacts, construction-
ist-minded interventions in schools, and design of new media (Kynigos, 2015).

However, prior research in robotics and physical computing discovered that the 
problem-solving process is complex for students and causes problems, for example 
how to debug software and identify the source of the problem (Okita, 2014; Cross 
et al., 2016; Kafai et al., 2014; Katterfeldt et al., 2016). Initial hints regarding these 
problems are presented by Okita (2014). An intervention study found that recursive 
feedback is one of the hurdles for students. Recursive feedback describes the dis-
crepancies between the written program code to direct the robot and the outcomes 
of the robots’ movements in the real world. When the students start the program 
on the robot, they have no possibility of changing it. After the robot completes the 
program, the students had to backtrack to ferret out the code fragments that dic-
tated the robot‘s actions. In another study, the main problem the students had was to 
debug the program code (Cross et al., 2016). Programming the devices was the chal-
lenge for students in this study. However, they enjoyed the hands-on nature of the 
robotics project. Kafai et al. describe difficulties in e-textile projects which are sepa-
rate from the program code: “However, debugging e-textiles is a complex process, 
more so than debugging program code, because bugs can be caused by the code, 
circuit design, or crafting” [p. 1–15]. The described sources of problems also con-
cern robotics. In other projects, they tried to eliminate overlaps of concepts, such as 
physics and computer science education. Thus, hardware modules were constructed, 
which minimizes the possibility of mistakes in the design of the circuit (Katterfeldt 
et al., 2016).

From this literature, one can see that there are various hurdles that students have 
to tackle during learning with robots. However, until now, the students’ problems 
have only rarely been addressed specifically in studies. Based on the existing litera-
ture and a qualitative analysis presented by Schulz and Pinkwart (2017), a taxonomy 
regarding students’ problems has been developed. The taxonomy encompasses the 
categories “hardware”, “software”, “environment” and “math/physics” and further 
subcategories (see Table 1). The authors also point to what information would have 
been helpful for the students to solve their problems in the presented categories. 
This taxonomy can be used to provide support for students during robotics tasks.

One possible way to provide support is the construction of a tutoring system. 
This would make it possible to reach a lot of robotics classes and to scale up educa-
tion. Tutoring systems can be divided into Computer Aided Instruction (CAI) and 
Intelligent Tutoring Systems (ITS). Tutoring systems using CAI provide immediate 
feedback and hints for the students answers. Using CAI the students can type their 
answers directly in response fields of the learning environment. ITS give feedback 
and hints on problem-solving steps to guide students through the problem-solving 
process with a wider variability in pathways and responses (VanLehn, 2011). A spe-
cific kind of ITS are cognitive tutors, encompassing problem-solving environments 
which are specifically constructed around a cognitive representation (i.e., a model) 
of students knowledge (Corbett et al., 2001). They facilitate learning by doing and 
support reflection. In the following paragraphs, we will discuss the possible features 
of intelligent tutoring systems that have the aim of supporting students during learn-
ing activities.
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In the literature review of Aleven et al., the authors conclude that students often 
do not know when they need help (Aleven et al., 2003). This makes it hard for stu-
dents to ask for help, and these findings go beyond classroom settings. Studies in 
secondary schools show that it is tough for students to find an appropriate point in 
time where they should ask for support (Aleven et  al.,  2006; Baker et  al.,  2004). 
Aleven and colleagues (Aleven et al., 2006) created a cognitive tutor to support help 
seeking and collected quantitative data on student help behaviors. When help should 
be provided, it is also important to handle students’ off-task behavior. Baker et al. 
(2004) evaluated students’ off-task behavior during their interaction with a cognitive 
tutoring system. The students got a pre- and post-test to measure their performance 
and determine its relationship to students’ off-task behavior. Unfortunately, it is not 
transparent what exactly was asked and tested with what measurement instrument. 
It was also observed whether the students stuck to the task. During the observation, 
the behavior of the students was quantified in pre-built categories.

Many cognitive tutors provide help when students ask for it. Finding the right 
moment to give feedback by the tutor is called the “assistance dilemma” by Koed-
inger and Aleven (2007). The frequency of support is an open problem. Should the 
students get less frequent hints to solve the problems themselves, or frequent feed-
back for each step? In their review, both interactive and non-interactive feedback 
were tested, where the students had the possibility of requesting support. The sup-
port was divided into five stages of help, each level becoming more detailed. The 
authors conclude that it is yet not possible to determine the best degree of support.

McLaren et  al. observe the intensity of feedback and provided three differ-
ent kinds of feedback: 1) none, 2) point to the mistake, feedback via text, assis-
tance, and 3) the same support as in 2, but preventive (McLaren et  al.,  2014). 
The results of this study show that those who did best on the pretest sought more 
support than those students who would have needed it more. For the evaluation 
of the students’ success, the level of completion of the program and whether 
the students’ steps were leading to the goal were observed and quantitatively 

Table 1   Taxonomy of students’ 
problems during robotics 
activities

Main Category Subcategory

Hardware Construction (1a)
Malfunction of sensor (1b)
Broken sensor (1c)

Software Program code (2a)
Programming environment (2b)
Firmware from robot (2c)

Environment Natural environment (3a)
Interference from human (3b)

Math/Physics Use of operators (4a)
Physical function of sensors (4b)
Construct a physical experiment (4c)
Determine a threshold (4d)
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presented. The teacher assessed the students’ content understanding, inquiry 
skills, etc., categorized by giving a score and categorizing them as high, medium 
and low achievers. The teachers rated the students’ skills quantitatively. The 
authors suppose that the findings can depend on the version of their tutoring 
system, as it is supporting early phases in the learning process. However, it is 
possible that the students with lower scores need the support in a later phase. 
It must be taken into account that high-achieving students tend to know better 
when they need help and typically have better meta cognitive skills.

An integration of tutoring systems in physical computing and robotics is rare, 
but seems to be promising with regard to the presented feedback frequency lit-
erature. An approach is suggested by Spikol et  al. to scaffold problem-solving 
activities and support the learner (Spikol et  al., 2016). Many hurdles are iden-
tified by the authors: for instance, the implementation and interpretation of 
image data processing to deduce the students’ activities. Ruiz et  al. chose an 
augmented-reality approach to support the construction of circuits Ruiz et  al. 
(2017). They studied adult learners between 22 and 43 years old, who are inter-
ested in physical computing. Using the camera of a tablet, students can check the 
correctness of the circuits through augmented-reality solutions and can request 
information. The first study shows that students make fewer significant mistakes 
when using the tablet instead of an analog circuit model.

Given what we know about tutoring in the context of robotics, there are still 
some open questions. This literature review has found that a taxonomy to cat-
egorize students’ problems during robotics has been developed. However, the 
development of a supporting system to scaffold the complex robotics tasks for 
secondary school students is still missing. The presented taxonomy can be used 
to develop a cognitive model to implement a prototype of such a tutoring system 
for robotics. According to Aleven (2010) a cognitive model encompasses rules 
which describe when and what feedback is provided by the tutor. Furthermore, 
information about the students’ prior knowledge and preconception is necessary 
for the appropriate provision of support. It needs to be tested how the underly-
ing cognitive model affects the students during their interaction with the robots. 
Observing and evaluating how the students react to the feedback and how they 
use it to solve the problems is a central goal of this paper. Therefore, a proto-
type needs to be implemented and evaluated and then adapted afterwards. For 
this approach, we need to bring together educational technology and computer 
science education perspectives. In our opinion, there is valuable but uncovered 
potential here. This research gap leads us to the following research questions: 

1.	 What are the effects of immediate feedback based on a cognitive model to support 
students in robotics tasks?

2.	 What adjustments to the cognitive model or the feedback are necessary based on 
the found effects?
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Method

We conducted two different Wizard-of-Oz studies to determine the effects of a tutor-
ing system for robotics. A Wizard-of-Oz study can take place in an early stage of 
the development of a system, to test prototypes. It can provide qualitative as well 
as quantitative data to observe behavior patterns and preferences of the partici-
pants. A human, who is called the wizard, provides feedback according to specified 
rules. During the action, the wizard can be visible or hidden and the technology 
implemented in the study can differ, for instance, it can be low-tech or even no-
tech (Höysniemi et al., 2004). Thus, a teacher in a classroom can be a visible wiz-
ard when he or she consistently follows the feedback rules. Conducting studies with 
visible wizards can be valuable before any technical implementation is made, so as 
to test whether the feedback is understood by the participants. When the wizard is 
hidden, participants will assume that the support is provided by a fully automated 
tutoring system. These studies are common in the field of human–computer interac-
tion in different stages (Höysniemi et  al.,  2004). In all cases, the study should be 
transparent for the participants. If a visible wizard is implemented, it is necessary to 
explain the wizard’s role to the participants. In case of a hidden wizard, where the 
transparency would affect the results, it should be revealed at least after the study 
(Dahlbäck et al., 1993). Hence, Wizard-of-Oz studies can be important to test par-
ticipants’ acceptance, demands and requirements before high cost systems are build.

We decided to conduct a Wizard-of-Oz study to address our research questions 
because using this method we can evaluate, with little technical effort, the students’ 
reactions to the provided support. However, the setting and the generated data of the 
study are still comparable to high-tech tutoring systems. The lack of evaluated sup-
porting systems in robotics is another reason to start first with a low-tech version to 
better understand students’ needs regarding feedback, as the effectiveness is not yet 
tested. To vary the level of technical implementation, we conducted two different 
Wizard-of-Oz studies: one with visible wizards and one with a hidden wizard. An 
overview of the study designs is given in Table 2.

We gathered quantitative and qualitative data in our studies. In the present paper, 
we analyze the qualitative data, focusing on the application of the tutoring system. 
Since we were not interested in the students’ reaction time or their detailed program 
code, we did not gather quantitative log data. It is important to first start with a 

Table 2   Overview of the studies

Wizard-of-Oz I Wizard-of-Oz II

Students 14 6
Wizards 5 1
Wizards’ visibility visible hidden
Study type classroom study lab study
Goal evaluate the cognitive model evaluate the cognitive model for 

use in an automated tutoring 
system
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qualitative approach to know more about the different facets of the students’ prob-
lems and the requirements of the tutoring system. Starting quantitatively runs the 
risk of ignoring facets which cannot be anticipated by the researchers. As the most 
important information for our research questions were the verbal remarks of the stu-
dents and their handling of the robot, we decided to gather qualitative data using 
interviews (1st and 2nd study) and video recordings (only in the 2nd study). Quan-
titative data were collected by using test instruments to evaluate the initial effects of 
the tutoring system on students’ learning.

Both studies are based on the same cognitive model (e.g. rules to give feedback 
and layers used by the teachers) which is derived from the presented taxonomy 
and extended by rules to give feedback in the form of direct instructions through 
explaining the source of problem and giving a possible solution. The students were 
not supposed to ask questions and the wizards needed to act when the students had 
problems or made mistakes they could not correct on their own. The two Wizard-of-
Oz studies had different goals (see Table 2).

The first study (WOZ I) had the aim of evaluating the direct instructions the stu-
dents got and to get an overview of the problems occurring during the tasks. One 
point was to observe whether getting feedback based on the cognitive model is help-
ful for the students and can be applied by the wizards. Therefore, the implementa-
tion of a visible wizard was sufficient in this study. To reach this goal, structured 
interviews with all students and wizards were conducted after the intervention les-
sons. We decided to conduct this study with a visible wizard because the goal was 
to test the cognitive model. Therefore, a hidden wizard was not needed and we had 
the opportunity to test the model in a classroom setting with more participants. A 
hidden wizard would not have been possible in a classroom because there is too 
much noise for people in the room to see or hear exactly what a group is saying. This 
would be a problem for the wizard to give appropriate feedback.

In the second study (WOZ II), the applicability of the cognitive model for inte-
gration in a tutoring system was tested. Therefore, it was necessary to create an envi-
ronment that would seem to be just influenced by an automated tutoring system. 
The second study was conducted as a lab study, where the wizard observed from 
a second room using multiple media: “Slack” to send hints to the students; screen 
sharing to see the students’ screen, and a camera to see the students’ interaction with 
the robot and their body language. Hence, the students reactions to the wizard’s 
hints and progress in the tasks were video recorded. The videos were transcribed 
and evaluated using qualitative and quantitative methods. More information about 
the data gathered and the interview questions are presented in Sections 4.1 and 5.1.

Participants  20 participants took part in the studies (the participants were different 
in both studies). All were students in German grammar schools and participated in 
voluntary science courses at the university. The groups will be described in more 
detail in the corresponding study descriptions.

Devices  Two different kinds of robots were used in both studies. One was the LEGO 
Mindstorms EV3 robot, known to some participants from computer science classes 
in school. The second device is the Nao robot H25 from Aldebaran (see Fig.  1), 
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which is more common in professional robotics challenges like Robocup. Because 
of its multiple sensors and actuators, the variety of possible tasks is huge. It is very 
likely, however, that the Nao robot is too complex and too expensive for regular use 
in schools.

Software  Different software was used to program the devices. For the LEGO Mind-
storms EV3 robot, we used the Open Roberta Lab,1 because this programming envi-
ronment is similar to Scratch,2 which is known by some students as a block-based 
programming language. For the programming of the Nao robot we chose Choreg-
raphe3 (see Fig. 2, wizards’ view via screen sharing). This is a visual interface to 
program the robot and provides multiple features which are helpful for novices. The 
programming is done by blocks (preprogrammed code snippets), which are included 

Fig. 1   Nao robot with a red ball

1  https://​lab.​open-​rober​ta.​org
2  https://​scrat​ch.​mit.​edu
3  https://​commu​nity.​ald.​softb​ankro​botics.​com

https://lab.open-roberta.org
https://scratch.mit.edu
https://community.ald.softbankrobotics.com
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in Choregraphe, but can be constructed by the user as well (see Fig. 2, window “pro-
grammed blocks”). The blocks are connected by lines to activate them. A simula-
tion tool is also included to test the program on the computer and check the robot’s 
movements before trying it on the physical device. This feature is important to work 
with young students and novices, so as to protect the devices. Another feature is the 
creation of the so-called “keyframes”. With keyframes, the robot can be put in one 
position, like joining the hands, and this position can be saved in a new block. This 
makes it very easy to construct complex movements of the robot without program-
ming every detail.

Tasks  The tasks were almost the same in both studies. In the first study, the students 
had a little more time (up to 10 min for each intervention lesson, see Table 5). This 
is justified by the fact that the first study was done in a classroom situation, where 
more disturbing factors play a role. In the end, however, the students in the Wizard-
of-Oz study I solved more tasks.

For the Wizard-of-Oz study II, we gave the most interesting and varied tasks to 
the students to ensure they have a high degree of interaction with the robot. The 
tasks were constructed in such a way that all the sources of problems shown in 
the related taxonomy can become relevant to the students. Students in Wizard-of-
Oz study I had the task to program the robot holding a pen in one hand. Using the 
pen the robot should be programmed to draw an “x” on a sheet of paper. After-
wards, they should try to draw more signs like a “y” or an “o”. In the Wizard-
of-Oz study II the students had only the task to draw an “x” without other signs. 
That means the main task was the same in both studies, but an additional task for 
quick students was omitted. Only the same tasks in both studies are chosen for a 

Fig. 2   Wizard’s view in WOZ II, showing the students’ program code in Choregraphe
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comparison of the studies. The detailed tasks which were used in both studies are 
presented in Tables 3 and 4.

In both studies, a psychometric test for measuring basic programming abili-
ties (Mühling et al., 2015) was conducted. It is a validated test instrument, which 
addresses the use of control structures. The test is designed for students from the 
7th to the 10th grades. The test is divided into six tasks with increasing difficulty. 
For each task it is possible to get one point except for task 5 which encompasses 
2 points. In total the students can reach 0 – 7 points. In each task there is a game 
board with coordinates and a compass, on which a robot stands. An explanation 
of the task is given, followed by some pseudo code. The goal is to figure out on 
which field the robot will be standing after the program has run and in which 
direction the robot will be oriented. The test was validated by Item-Response 
Theory and is one-dimensional, so that a latent construct is determined by several 
items. The content of the areas within the test include: sequences of operations, 
conditions, loops with fixed number of repetitions, loops with exit conditions, and 
the nesting of these constructs. The measured latent construct is the ability to 
use control structures. The test was used as both a pre- and post-test to evaluate 

Table 3   Tasks with the LEGO Mindstorms EV3

Number Task

1 Figure out the limits of the ultrasonic sensor.
2 Rotate the ultrasonic sensor to 90 degrees in the direction of motion. Program the robot to 

drive parallel to the wall and be able to stop immediately when it finds an entrance.
2.1 Program the robot to again drive parallel to the wall, but driving into the entrance after finding 

it.
2.2 The entrance is smaller now. Program the robot so that it is still able to solve the tasks from 

2.1.
3 The ultrasonic sensor is now directed ahead. Program the robot to drive around a box (approx. 

30 cm x 40 cm) only using the ultrasonic sensor.

Table 4   Tasks with the Nao robot

Number Task

1 Program the robot to grab a ball in front, using only the upper part of its body.
1.1 Take a smaller ball and retry it. Perhaps you need to adapt your program.
2. The robot should now hold a pencil. Program the robot to draw an “x” on a sheet of paper. The 

pencil can be given by a student and a box can be used to bring the paper closer to the robot’s 
arm.

3 Program the robot to stand up when its front head button is pushed but take the rest pose when 
the button on the middle of its head is pushed.

3.1 Use the program from task 3 and the given block ‘searching ball’. The robot should point to the 
ball when it is found. When does the robot recognize the red ball?

3.2 Based on 3.1, write a program enabling the robot to search for the red ball in the room.
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whether the intervention had a positive influence on the students’ programming 
abilities, and also to evaluate the cognitive model.

Cognitive Model for Feedback

The cognitive model is based on the results of the taxonomy presented in the litera-
ture review. In the field of intelligent tutoring systems (ITS), the use of layered mod-
els, which lead to more detailed feedback, is common. For example, Anohina (2007) 
uses a two-layer model with two different modes of help to adapt the support to the 
students’ needs and to avoid frustration.

Therefore, we developed a four-layer model, and gave the students an introduc-
tion to the model at the beginning of the study.

–	 1st layer: here the students were told in which main category the reason for their 
problem lies. This can be hardware, software, environment, or mathematical/
physical knowledge. The problem can also be overcome with adaptations in mul-
tiple categories (here called “overlapping sources of problems”), then all of them 
are named.

–	 2nd layer: in this layer the subcategory is told to the students. If there is an over-
lap in the first layer, then the subcategories of both main categories are presented 
to the students.

–	 3rd layer: layers 1 and 2 are more general, in layer 3 the problem should be 
described more specifically for the students’ concrete situation without telling 
them the solution.

–	 4th layer: only in this layer the advisor/wizard tells the students the concrete 
problem and to give a solution. Here the feedback is as specific as possible, like 
giving a concrete value to be implemented in the program.

The wording for the wizards’ feedback was standardized. However, there can be 
slight differences in how the individual wizard describes the problems or solutions 
on the 3rd and 4th layers. How quick the wizards give further hints after starting in 
the first layer may vary, depending on who is providing the feedback. It would not 
have been reasonable to set a time limit for the wizards because the students’ moti-
vation and self-efficacy were very different in the groups.

The Layer Model in One Example  The robot is supposed to drive around a box, using 
the ultrasonic sensor to measure the distance to the box. After recognizing the box 
and turning a bit for a couple of times the robot hits the box and cannot turn around 
enough to continue the algorithm.

Example 1 

1.	 1st layer: the problem lies in the software.
2.	 2nd layer: the problem lies in the program code written by the students.
3.	 3rd layer: the robot should not drive so close to the box that it hits it.
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4.	 4th layer: the threshold of the ultrasonic sensor should be programmed to at least 
15 cm. Then the robot needs to turn around.

The cognitive model also encompasses rules for the wizards as to when to pro-
vide support and what information should be included in the feedback to the stu-
dents. Following these rules, the wizards can better recognize when pairs of students 
need support and decide when is the right time to provide help. The wizards were 
supposed to act according to the following rules: 

1.	 Observe the students’ interaction with the computer, the robot, and the partner, 
for the whole time of the intervention.

2.	 IF the students’ body language shows that they are getting demotivated and frus-
trated, the students talk about needing help, or it is obvious that the students’ 
problem-solving approach has been going in the wrong direction for several min-
utes, THEN support should be provided by the wizard.

3.	 Help is provided by using the four-layer model, going always from the 1st layer to 
the 4th layer and only providing more detailed help if needed. The support starts 
with the most general hint, so that the students be led to the solution without 
directly giving them the solution.

4.	 IF a new independent problem occurs, THEN the wizard must give hints starting 
on the 1st layer. Thus, the whole process starts again at step 1 for every single 
problem.

5.	 IF there are no signs of help being sought or needed, THEN the wizard should 
stay in the background and not talk to the students. The students’ interaction 
should be concentrated on the partner so as to solve the problem with him/her.

As didactic aspects of the model, two features were implemented in the tasks regard-
ing the Nao robots: (1) the tasks first included only the programming of the upper 
body of the robot, to avoid issues regarding the robot’s balance, (2) a programming 
block was prepared to switch on the green LED in the right eye of the robot when 
in Task 3.1 and 3.2 a ball is detected (see Table 4 and Fig. 3). Thus, it is possible to 
exclude sensor issues as a source of problems.

Wizard‑of‑Oz Study I

Design of WOZ I

In the first study, 14 students (2 female, 12 male) from 7th to 10th grade (aged 
between 13 and 16 years) participated. The students had prior knowledge in pro-
gramming and computer science and are associated with different schools in Ber-
lin. They were students at German grammar schools and all German native speak-
ers. They applied to the computer science student society at a German university 
with the general topic “robotics”. This student society is initiated for students in 
school who are very interested in computer science and want to participate once 
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a week in a kind of practical seminar exclusively constructed for them. To par-
ticipate, it was required to have experience in programming. This means they can 
write small programs with graphical block-based programming environments, for 
instance Scratch. The course ran for 10  weeks, in which the students met once 
a week for 1.5 hours. Practical lessons and intervention lessons were offered on 
an alternating basis. The practical lessons were aimed at familiarizing the stu-
dents with the hardware and to teach problem-solving in robotics. During the 
three intervention lessons, the students got support based on the cognitive model 
described before (see Section  3.1) and data was collected. The division of the 

Fig. 3   Nao robot detects a red 
ball

Table 5   Overview of the study lessons

WOZ I: Lesson WOZ II: Day Content Device

1–2 1 Practical: basics of robotics LEGO
3 2 Intervention: sampling rate of the ultrasonic sensor LEGO
4–5 3 Practical: basics of the Nao robot, implementing a chat bot Nao
6–7 4 Intervention: program grasping objects and searching for 

objects in the room
Nao

8–10 – Practical: preparation of the project presentation
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lessons is shown in Table 5. The remaining lessons in the student society were 
used to prepare project presentations with the students.

The student society was taught by two computer science students (with the 
goal to become computer science teachers), two regular computer science stu-
dents, and two researchers (one of which is the first author), all with a specific 
background in robotics. Out of this group, one person was responsible for the 
technical support and the other five performed as wizards in the study. The 
14  participants were asked to work in pairs. Since the seminar was voluntary, 
and due to other school commitments, 1–2  students were usually absent. Thus, 
it was not possible to build stable pairs throughout the study. Since the students 
still preferred to work with their friends (they usually come in pairs to the stu-
dent society), most of the time only one group per lesson changed. The students 
got a picture of the taxonomy and were introduced to the problems the taxonomy 
describes and the process of providing feedback by the wizards. The wizards 
were present at every lesson and responsible for up to two groups at the same 
time, depending on the number of participants in the single lessons. In this study, 
the pairs of students were distributed over multiple rooms, together with their 
wizard. The maximum number of groups in one room was three. Consequently, 
most wizards had just one group to support. The wizards were allocated randomly 
to the groups. Before the student society started, all wizards were trained in how 
to give feedback. They were equipped with the following material:

–	 lesson plans: including all tasks, to make sure that all students get the same 
instructions for the tasks,

–	 cognitive model: containing content for feedback and feedback rules,
–	 protocol: to make notes about all the hints they gave to the students.

The wizards were instructed to give the first task to the group and then step back 
to observe the students and to give support when it is needed. After the task was 
solved, the wizards gave the next instructions, etc. With regard to the presented 
literature, this is a no-tech Wizard-of-Oz study where the human wizards act 
according to rules based on the cognitive model (Höysniemi et al., 2004).

After every intervention lesson, a group interview with the wizards was con-
ducted. The wizards were asked which layers (e.g. first layer: main category) of 
the cognitive model they used to provide support for the students. They were also 
asked about their impressions of the applicability of the cognitive model. The 
students were interviewed in pairs as well. They were asked to explain if they 
needed support by the wizard, what kind of support, and if the hints were helpful. 
For this paper, the statements of the participants and wizards have been translated 
from German to English.

Student Interviews  In the interviews, the students were asked the following 
questions: 
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1.	 Did you need help from your adviser (wizard) to solve the tasks? If yes, what were 
the concrete problems?

2.	 In your opinion, was the support helpful?
3.	 Describe what changes to the support would be helpful.
4.	 Do you have further remarks?

Wizard Interviews  After every intervention, the wizards were interviewed in a 
group. Each interview took approximately 15 minutes. The wizards were asked the 
following questions: 

1.	 Describe when the cognitive model was working well and when it was not work-
ing.

2.	 Did the students need help? If yes, when? If no, why not?
3.	 What specific changes should be made in the next lesson?
4.	 Do you think the cognitive model is appropriate for this context? Why or why 

not?
5.	 Do you have further remarks?

Data Evaluation  An appropriate approach to qualitatively evaluate a Wizard-of-Oz 
study has been presented by Tsovaltzi et al. (2008). Here, we follow their method 
and adapt some categories. We conducted a qualitative content analysis (May-
ring, 2010) based on video data and constructed similar deductive but also inductive 
categories of the students’ reactions. Furthermore, we have analyzed the notes of 
the wizards (taken during the intervention when the students were working) and the 
interviews conducted with the wizards after the intervention.

Results of WOZ I

Here, the qualitative and quantitative data from the interviews is presented.

Students’ Data  For the first intervention (LEGO robots), 14  students were inter-
viewed and 50  statements were extracted. When one person made multiple state-
ments in one category, this was counted as multiple statements. The data of all three 
interventions were coded by the first author. The following categories in a coding 
system were built: support by the wizard needed; no support for the categorization 
needed; problems occurred; feedback was helpful; feedback was not helpful; forms 
of feedback for further lessons; remarks.

Regarding the question of whether they needed help, five groups answered with 
a clear “yes”, two said they needed “a bit” of help. One group said they needed no 
help to categorize the problems, because they knew where the problems were. The 
students described that they had problems mostly in the area of software ( N = 10 ), 
specifically in using the programming environment ( N = 6 ). Regarding where 
they needed help, one student said “Actually, only [...] in the software.” Problems 
in the categories of hardware, environment and mathematics/physics were rare. 
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Most groups described that the scaffolding was helpful, without getting more pre-
cise ( N = 4 ). Two groups mentioned that more subcategories in the area of software 
would have helped them to locate the problem. To improve the cognitive model, 
the students suggested that it should be made clear in the feedback when a problem 
occurred in the same category but the reason for the problem changed. Because of 
the feedback rules, the students were just informed about the category of the prob-
lem, but not if it was the same problem. As a remark at the end of the interview, one 
group said that they liked this kind of lesson and they had fun. The data show that in 
general, the students worked well with this cognitive model but some changes need 
to be made. It is also necessary that the tasks address all categories of the taxonomy 
within the cognitive model. Due to the configuration of the tasks, the problems in 
the category “software” were very dominant.

After the second and third intervention (using Nao robots), the students were 
interviewed again. They now mentioned different categories where the problems lay, 
covering all parts of the taxonomy within the cognitive model. One group explained 
that they had many problems with the environment and the hardware because the 
robot’s arms often stuck to the box. The students explained that they needed help to 
understand what some program blocks do, because the naming was unclear. Groups 
mentioned that the wizard’s support was helpful to understand the problem ( N = 2 ), 
to solve the problem ( N = 6 ), to avoid making the same mistakes again ( N = 3 ) and 
to transfer the solution to other problems ( N = 1 ). One group explained that they 
now understood the strategy of problem-solving: “It was helpful to see how another 
person solves the problem. You have a look here, and there. And after the fifth look 
you find it. Thus, the order [where] to look [...] to observe the principle of trouble-
shooting. You have a look at the most likely point and then the next likely point and 
so on.” Another student said “So I think the tutor helped us very well and I now 
understand all the things we did wrong.”

In all, the students formulated 28 statements in the category “feedback was help-
ful” and 3 statements in the category “feedback was not helpful”.

Generally, it became clear that the feedback helped the students to understand and 
solve occurring problems. The observation of the strategy of problem tracing was 
valuable for the students. As the tasks got more complex and concerned all parts of 
the taxonomy of the cognitive model, all groups needed help and mentioned sup-
portive aspects of the model.

Quantitative Results  In addition, the programming abilities test was used to observe 
the students’ use of control structures. Prior to the intervention, the students per-
formed 57% correctly on the programming tasks. The students’ results covered the 
whole range of the test, from zero to seven points. The mean score of all tests prior 
to the intervention was M = 4.5 ( SD = 4 ). The test after completion of the students’ 
society descriptively show a slight improvement in the students’ programming abil-
ity. The students achieved scores between one and seven points, and answered 65% 
of all tasks correctly. With M = 5 ( SD = 4.6 ), the mean score also shows a posi-
tive trend. Most students began the study with already good programming skills and 
showed a slight improvement over the intervention period. Due to the small number 
of participants no statistical significance was calculated.



1 3

International Journal of Artificial Intelligence in Education	

Wizards’ Data  All interview data encompasses the following categories: what 
worked well; what worked inadequately; where support was needed; what should be 
improved; is the cognitive model suitable? An extract from the data is presented in 
Table 6.

In the first interview, the wizards made 30 statements, which were categorized. 
Some wizards explained that the cognitive model was very helpful for problem-solv-
ing ( N = 6 ). One wizard gave the additional hint to the students to imagine being a 
robot and to be situated in the same place. Then, the students should think about and 

Table 6   Extract of the coding system from the wizards’ answers in WOZ I

Category Quantity

What worked well
     students understood what to do 3
     transfer hints to other solutions 1
     application of the feedback layers 1
     internal differentiation through layers 3
     hints on stage 1 was enough 2
     uncover other problem areas than software 1
     general hints 2

What worked inadequately
     programming environment/robot crashed 2
     naming of program blocks was unclear 2
     students’ basics were insufficient 1
     going through layers was not possible 6
     taxonomy not covers handling the tools 2
     subcategory for ‘thinking in wrong direction’ is missing 1
     students’ understanding of the tasks 1
     unsystematic proceeding of the students is tough 1
     changing hardware is not possible 1
     handling multiple mistakes at the same time 2
     pointing at the area ‘software’ was not helpful 2

What should be improved
     the naming of some program boxes 1
     nothing, the lesson was good 1
     giving a meta model 3
     construct more details in the cognitive model 1
     include balanced problem sources in the tasks 2
     robots should be partially built by the students 1

Is the cognitive model suitable?
     the cognitive model is good 9
     the cognitive model is too stiff 1
     concentration of problem sources because of the tasks 7
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explain the correct movements the robot has to make. In the wizard’s opinion, this 
was very helpful. The wizards opined that the layers of the cognitive model are use-
ful for giving feedback. In one group, it was enough to give hints in the first layer, 
afterwards they carried out the problem-solving by themselves. One wizard added 
that the taxonomy of the cognitive model is helpful to see that problems are not only 
caused by software. Usually the students tend to search only in the software for mis-
takes. The wizards also reported problems. They said, for instance, that the category 
‘software’ was too general and needs to be more precise. The wizards’ suggestion 
was to jump directly into a sub-category when a problem concerns the software. One 
wizard said that it was often necessary to jump directly to the 4th layer because one 
group did not understand the hints on the other layers and it would have taken too 
long to go through all the layers all the time. It is possible that the wizard was not 
aware of the study’s aim. Another wizard described, in two statements, that giving 
adequate support was tough because the solution can change quickly when students 
are prototyping ( N = 2 ). The wizard said: “Students quickly lose focus, they quickly 
change the implementation, which also changes the solution.” From this informa-
tion, we derive the following hypothesis for future work: Because of the structuring 
of the problem-solving process for the students, teachers can give feedback more 
effectively.

After the 2nd and 3rd intervention we found approximately 40 statements in the 
wizards’ answers. The wizards described that the feedback was working well and 
helped the students to quickly get an idea to solve the problem ( N = 3 ). It supported 
the students transferring their knowledge from one problem to another ( N = 1 ) and 
was helpful for individual feedback and internal differentiation ( N = 3 ). The wiz-
ards reported similar problems as the students, for instance, crashing of the software 
or the unclear naming of the boxes in the program. Some mentioned that it is oner-
ous to go through all the layers without skipping. In contrast to our results after 
the first intervention, the wizards described all categories of the taxonomy within 
the cognitive model and did not mention again that not all top-level categories of 
the taxonomy were used in the tasks. One wizard said that a “meta model” for the 
students might be helpful. The wizard probably meant a didactic model to reduce 
the complexity of a task. This could include hints like doing all actions with the 
Nao robot in the rest-pose when the legs are not needed in the program. This makes 
the solution easier and the robot stable. After interventions two and three, the feed-
back concerning the cognitive model was very positive. Most wizards found that the 
cognitive model was appropriate to support students in the ways described ( N = 7 ). 
However, one wizard said that the cognitive model is too “stiff” because they always 
have to go through all the layers.

Summary for WOZ I  The students and the wizards described the feedback of the cog-
nitive model as helpful. Most wizards described the cognitive model as intuitive and 
said that they would solve problems similarly. Others needed more time to get used 
to the cognitive model, which is common using supporting systems. It was also men-
tioned that more categories need to be found to expand and concretize the taxonomy 
of the cognitive model. Comparing the first intervention using LEGO robots to the 
second and third interventions using the Nao robot, the suitability of the cognitive 
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model was judged differently. The wizards and the students said that the width of the 
taxonomy of the cognitive model was not fully needed or used in the first interven-
tion, using LEGO robots. However, after the interventions using the Nao robot, this 
criticism was not repeated. It also seemed that the attention was extended from look-
ing for problems in the software, to the entire taxonomy.

The different layers were mentioned positively because the students needed dif-
ferent degrees of help. The negative feedback was also helpful to adjust the cogni-
tive model and make it more accurate and the students’ feedback explicit. We con-
clude that the cognitive model can be an appropriate instrument for teachers to give 
students support during robotics activities.

After this study, a few changes in the layer-model were implemented. On the one 
hand, the wizards should skip layer 1 and 2 if the feedback seems to be inappropri-
ate because the students already addressed these layers with their own changes or if 
these layers are obvious for the students. Having the same problem again would be 
a reason to skip the layers, too. Whether the layers are obvious seems to be highly 
related to the students’ competencies and whether similar problems occurred before 
in the lesson. This was already possible in the first approach, but not explicit enough 
for the wizards. More over the subcategory “program code” was described in more 
detail (whether a box is missing or whether they use the wrong program block).

Wizard‑of‑Oz Study II

The Wizard-of-Oz study  II was conducted to determine if the cognitive model is 
suitable as a basis for a tutoring system. Here, a hidden wizard provided feedback 
via a digital channel.

Design of WOZ II

In the study 6 students (1 female, 5 male) from grade 9 to 11 (aged between 15 to 17 
years) participated. They were all students at German grammar schools and German 
native speakers. The students were voluntary trainees at the university with prior 
knowledge in computer science and programming. They were therefore very inter-
ested in computer science. The study was conducted over four days. On the first day, 
the participants were introduced to LEGO robots and the respective intervention fol-
lowed on day two. They were then introduced to the Nao robots on day three with 
the respective intervention on day four. The tasks and time frames were similarly 
constructed to the Wizard-of-Oz study  I. However, only one wizard was acting in 
this study.

The students got a tablet to get the wizard’s support on a different device. Thus, 
the students did not need to switch between different threads (for programming envi-
ronment and feedback) and they could carry the tablet to the robot. As an additional 
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tool, we used the messenger Slack.4 With Slack it is possible to send messages to 
different groups online. This was appropriate in the school context because only 
e-mail addresses and no phone numbers were used. The most recent version at the 
time, 3.23.1, was installed on the students’ tablet and the wizard’s computer.

The study was conducted in two different rooms. In the first room, one pair of 
students worked on the tasks. They got a work station with a computer, a tablet and 
the robots. A technical assistant sat in this room, in case of major problems with 
the robots, and a teacher as well. The room was video-recorded, especially the area 
where the students tested the implemented programs. The wizard sat in a second 
room on a work station with three screens: 1) transferring the video from the stu-
dents room, 2) showing the students program code via screen sharing, and 3) with 
the Slack program to send hints.

Results of WOZ II

The data of the qualitative analysis are presented in Table 7. The categories “posi-
tive reaction” and “negative reaction” to the wizard are also found in the literature 
(Tsovaltzi et al., 2008) and adopted. “Neutral reaction to the wizard”, “other reac-
tions to the wizard” are derived as categories from the data. The last two categories 
are important to figure out if the support was used effectively and if the technical 

Table 7   Extracts of the coding system from WOZ II

Category Quantity

Positive reactions to the wizard
     using the hints right away 32
     using the hint later 5

Neutral reactions to the wizard
     saying that they had the same idea 1
     reading but not sharing the message 1
     reading but not discussing the message 11
     explaining that they already did what the hint says 3

Negative reactions to the wizard
     reacting displeased, but using the hint 1

Other reactions to the wizard
     not understanding the message and asking the teacher in the room 2
     only one student uses the hint 1
     not reacting to the wizard
       not noticing the message 11
       solving the problem simultaneously 1
       not reading the message out or not discussing the message 3

4  https://​slack.​com/​intl/​de-​de

https://slack.com/intl/de-de
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realization via a tablet is suitable. Other categories were built but not presented here 
in respect to WOZ II (“layer of support” or “support during what task”). However, 
those categories quantify the given support but provide no information about the 
students’ reactions, which is the focus of WOZ II. In the transcripts, we analyzed the 
parts when the wizard sent a message to the students.

Mainly “positive reactions to the wizard” were found in the transcripts, which 
were divided into two sub-categories. One positive reaction was coded in the sub-
category “use the hints directly” when the students read out the message and started 
directly with the suggestion ( N = 32 ), as in Example 2.

Example 2  WOZ II, group AB with Nao robot:

1.	 [notification sound]
2.	 notification: software – test distance between hands
3.	 [B is taking the tablet and reads out]
4.	 [A and B are saving the distance between the robot’s hands in a new keyframe]
5.	 [A and B try the program of grabbing the ball with the robot again – the robot 

holds the ball successfully]

In square brackets the students’ actions are described based on the video-record-
ings. Although the students did not talk to each other, it is visible that they have 
directly used the wizard’s feedback and fulfilled the task.

From these observations we can derive the hypotheses for further studies: Com-
puter-aided feedback during robotics activities is accepted by the students and com-
puter-aided feedback improves the problem-solving competencies of the students. 
Still, it needs to be tested whether a fully automated tutoring system would produce 
the same effect on students.

Example 3 shows the students’ negotiation based on the wizard’s hint.

Example 3  WOZ II, group CD with LEGO robot:

1.	 [notification sound]
2.	 [notification: software – between the robot’s tests of whether the box is around, 

the robot should drive ahead for a longer time]
3.	 [C and D reading the message silently. D starts to program.]
4.	 C: really, then it drives very far away.
5.	 D: 20 cm is too much, you think?
6.	 C: yes, I would say 15 or 10 cm.
7.	 [C and D discuss the angle. C turns the robot manually back and forth. D recog-

nizes that the angles are not appropriate and changes them. C puts the robot on 
the floor for testing and the robot succeeds in driving around the box.]

The category of “neutral reactions to the wizard” encompasses, for instance, the 
subcategory “reading but not discussing the message” ( N = 11 ). In this situation 
they followed the wizard’s hints but they were not communicating with their peer to 
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plan how to proceed. This can be explained by the lack of collaboration skills of the 
students. It also happened that the message with the hint appeared at the same time 
as the students had just found a solution. The students then thought that they had 
already done what the wizard suggested (see Example 4).

Example 4  WOZ II, group CD with LEGO robot:

1.	 [notification sound]
2.	 [C and D reading the message silently]
3.	 C: yes. That’s what we did.

A “negative reaction to the wizard” just happened once, when the student was 
displeased after getting the hint. A part of the transcript shows the situation in 
Example 5.

Example 5  WOZ II, group EF with LEGO robot:

1.	 [notification sound]
2.	 [notification: software – test the angle for turning]
3.	 [E opens the message and reads it out, presumably annoyed]
4.	  E: yes! 
5.	 [E and F are changing the angle. E sighs.]

These students still followed the instruction. They seemed to be frustrated by the 
difficulty of the task and not because of the quality of the wizard’s hint. This inter-
pretation is derived from the bad mood, seen in the body language and voice of the 
students, which indicated being frustrated before the message appeared.

Beside the students’ reactions, we observed that the students read the messages in 
Slack multiple times, for example they sometimes read them again when they strug-
gled. This leads us to this hypothesis: Because of the availability of the feedback, the 
students validated their method of resolution several times.

In the category “other reactions to the wizard” it happened that students did not 
understand the message and tried to ask the persons inside the room ( N = 2 ). In this 
case it was explained that they are just getting hints over the Slack chat. In another 
case, one student saw the hint and wanted to change over to follow the hint. But the 
other member of the pair wanted to try something else and they never mentioned the 
hint again. When the students showed “no reactions to the wizard” we found differ-
ent reasons. A couple of messages were not recognized by the students ( N = 11 ), 
for instance, because the notification sound in Slack was not working. It happened 
that students recognized the message but neither read nor discussed the message 
( N = 3 ). There can be different reasons for this behavior, for instance, a lack in col-
laboration skills or an engagement with a problem for which the hint was not fitting.

Technical Problems  Some groups had trouble using Slack because sometimes the 
notification sound did not work. Most problems in this area occurred in two of the 
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six intervention groups. However, as the students sat in front of the tablet, when 
evaluating the video data it was not always possible to see whether the students had 
seen the message but were not talking about it or whether they had not noticed the 
message at all.

Quantitative Data  As this was a short intervention, the test for measuring basic pro-
gramming abilities was not used as pre- and post-test to determine the success at 
learning. It was only used as pre-test to get an orientation regarding the students’ 
skills. The students answered 73% correctly on the programming tasks. The mean 
score of all tests was M = 5 ( SD = 5.2 ), whereby a range of the test from two to 
seven points was covered. This mean indicates that the group had descriptively bet-
ter programming skills compared to the group of the Wizard-of-Oz study I ( M = 4.5

).

Summary of WOZ II  The students’ reactions were very positive regarding the feed-
back. Most of them tried to follow the feedback and were quite successful. The 
students fulfilled the tasks and, taking their reactions into account, they were not 
frustrated. Some students lacked communication skills when they did follow on 
the wizards’ hints or did not discuss. However, effective collaboration needs to be 
practiced, which was beyond the scope of this study. In conclusion, the layer-model 
appears to be usable as a basis for a tutoring system in robotics. However, more evi-
dence also in terms of quantitative data is needed to provide evidence for its effec-
tiveness. More details regarding future work will be discussed in the outlook.

Discussion

Discussion of Research Question I

The first research question was formulated as follows: 

1.	 What are the effects of immediate feedback based on a cognitive model to support 
students in robotics tasks?

Most of the students’ reactions were positive or neutral and the wizards’ feedback 
was largely positive, which is promising for an implementation of the tutoring 
system. In our view, the key reasons for this feedback were 1) the ease of use of 
the cognitive model for wizards and students, 2) the transparency of the model for 
the students, and 3) that the provided feedback enabled the students to complete 
the tasks successfully. In future studies it would be valuable to implement differ-
ent kinds of feedback, for example to use inquiry techniques like those presented 
by Dickler (2019). VanLehn (2016) also points out that regarding the students’ 
prior knowledge, different forms of advice are possible (e.g. reminding, persua-
sion, teaching and remediation). Using a variety of forms can yield a better fit to 
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the students’ prior knowledge and make learning more effective. Furthermore, it 
is necessary to implement the possibility of the students’ asking questions.

Based on the students’ positive reactions and the tasks fulfilled, we found indi-
cations that the cognitive model can make a contribution in computer science 
education. This can be implemented either as in the Wizard-of-Oz study I, when a 
teacher provides feedback, or else in an automated tutoring system. If the way of 
feedback is also helpful as a method to learn feedback giving in computer science 
classes needs to be tested in future studies. Students reported gaining a better 
understanding of how to solve problems, which is an important skill for the 21st 
century (Trilling & Fadel, 2009). Supporting students in robotics courses through 
tutoring systems is a relatively new approach. An evaluation of a supporting 
tool, such as a cognitive model, is one of many steps to empirically address this 
research gap. Overall, we have learned that immediate feedback can be valuable 
during robotics activities and the effort should be made to develop fully-fledged 
tutoring systems based on this cognitive model.

For the AIEd (Artificial Intelligence in Education) community we presented 
a layered model. Based on this model, more feedback can be collected and inte-
grated. For further research the following steps are necessary: 

1.	 collect more data and assign log file fragments to the cognitive model,
2.	 derive meta data out of log files,
3.	 implement and train an algorithm to automate the assignment to the cognitive 

model,
4.	 provide appropriate feedback,
5.	 implement a feedback channel.

After that, other data sources are needed, e.g., on student performance, which can 
be integrated into the model. Therefore, it is necessary to collect training data to 
develop an accurate tutoring system using machine learning techniques. The goal 
of using AI methods is to learn about students’ problems based on observations 
and make predictions on certain issues to provide support. An important advan-
tage is that many common problems can be solved by the tutoring system and the 
teacher can focus on problems that cannot yet be automated.

At this point, the effectiveness or learning gain of using the cognitive model 
was not assessed. The used test instrument to measure the programming abili-
ties descriptively showed a slight increase of the students’ competencies in the 
Wizard-of-Oz study I. However, due to the small sample size, this increase was 
not tested for statistical significance and is therefore not suitable for general 
statements. To measure the learning gain, specific validated test instruments are 
needed, which are in general rare in computer science education. It would be nec-
essary to develop a test instrument for robotics knowledge and problem-solving 
during robotics, first.

In the observation of the students’ interactions, a lack of collaboration has been 
recognized. Some students neither talked about the wizard’s hints nor followed 
them without speaking. For the development of a tutoring system for robotics we 
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can draw the conclusion that features to scaffold students’ collaboration should be 
implemented. It might be valuable to support cooperative behavior, which is also 
a known issue for pair programming scenarios (Preston, 2006). For their collabo-
ration, it can be useful if students sometimes change their roles on who is con-
structing and testing the device and who is programming. It seems very complex 
to work in a team when multiple tasks have to be done at the same time. Motivat-
ing students to avoid dividing the task and instead working together on the same 
task all the time could support collaboration.

Although there were some technical issues with the messenger, there is no 
indication that these influenced the study results. The most likely impact is that 
the students received fewer hints and could become frustrated. However, these 
issues occurred especially in two of the six groups and these two groups were not 
different in terms of task completion and expressed frustration. In future studies, 
technical problems of this kind could be avoided, for example if a technically 
implemented version of this tutor locks the screen when a hint is needed. This 
was successfully done in another Wizard-of-Oz study (McLaren et al., 2008).

We came up with the hypothesis “Because of the structuring of the physical 
computing process for the students, the teachers can give more effective feed-
back.” According to the cognitive load theory, the cognitive system must reduce 
the number of novel elements with which it deals (Sweller, 2011). Different loads 
are mentioned in Sweller’s theory, like the difficulty of learning material, the 
manner in which the topic is presented or the processing of schemes. This can 
be done by the reduction of the difficulty when for example a topic is divided 
in small elements by a tutoring system, according to the students’ needs. Giving 
the taxonomy, which stores and categorizes the occurring problem sources, to the 
students can also reduce this load of novel elements for students and teachers. 
Taking our observations and interview data into account, we found indications 
that the cognitive model supported the participants. Therefore, in future studies 
we will uncover the cognitive model even in a fully-fledged tutoring system to 
reduce cognitive load. For an evaluation of the teachers’ cognitive load an experi-
mental study with and without a transparent cognitive model needs to be con-
ducted in a classical A/B testing scenario.

Furthermore, the results are limited by different factors. The cognitive model 
seems to support the students, but it still depends on the wizards. Until now, we 
cannot exclude that the positive results are related to the specific and different feed-
back the wizards provided. Thus, our study does not show the independence of the 
cognitive model from a wizard. To achieve this aim, more hidden wizards or a tech-
nologically implemented tutoring system would be required. It is also possible that 
the results were influenced by the kind of feedback, which was new and interesting 
for the students. It needs to be tested, in further studies, whether their reaction to 
the feedback system remains as positive as described if they work with it over a 
long time and in ordinary classroom situations. We also need to consider response 
bias. It is possible that the students felt compelled to give positive answers to the 
experimenter’s questions because they were aware of the study situation (Holbrook 
et al., 2003). Therefore, studies in classroom situations with a technical implementa-
tion of the cognitive model would be an excellent further step in this research.
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Discussion of Research Question II

As second research question we stated: 

2.	 What adjustments of the cognitive model or the feedback are necessary based on 
the found effects?

The overall evaluation of the cognitive model is largely positive, but there is still 
development and research needed until a fully-fledged tutoring system can be 
constructed on this basis. The students’ and wizards’ answers also show that the 
tasks should cover the categories for the use of the cognitive model. When using 
devices where the possible hardware changes are limited, or in tasks where no 
environmental data is collected, this cognitive model seems too broad.

More facets of the taxonomy are probably needed to make this taxonomy 
accessible to advanced students. Thus, a future step could be to give different 
adaptations of the cognitive model to the students, depending on their experi-
ence with robotics and the complexity of the tasks. Our results from the con-
ducted interviews with the students and wizards show that subcategories in the 
category “software” and “program code”, e.g. “missing control structures” or 
“issues regarding the semantics” could be helpful. Pointing out the source of the 
problem is an important part of the cognitive model to make the problem space 
more transparent.

According to Aleven (2010), one main requirement for a cognitive model in 
a tutoring system is flexibility. This encompasses a variety of students’ solution 
paths within the given task. Therefore, many rules need to be implemented in the 
model. Especially from the Wizard-of-Oz study I, we learned that additional rules 
are necessary for human wizards and future tutoring systems. The following for-
mulations could be considered:

–	 IF the students categorized their problem in one layer by themselves, THEN 
this layer can be skipped to provide meaningful hints.

–	 IF the students have a new problem in the same category, THEN it must be 
named.

These rules can be easily followed by a human wizard as well as when teachers 
act according to the cognitive model in classroom to support their students. How-
ever, for an implementation in an actual tutoring system, it might be difficult to 
realize if layers can be skipped. Besides the rule-based approach (following the 
paradigm of model-tracing) (Aleven et  al.,  2016), an implementation of exam-
ple-tracing might be valuable. In this approach, generalized examples are used 
(instead of a cognitive model) to interpret problem-solving behavior. In example-
tracing tutors, complex problems are broken down into problem-solving steps and 
behavior graphs are generated. Later on, the students’ behavior is compared with 
the generated graphs and feedback can be provided. These steps make the exam-
ple-tracing approach easier to write and to debug. Particularly for use in schools, 
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a non-programmer approach with a cognitive tutor authoring tool (CTAT) can be 
valuable to reduce the costs of an implementation (Aleven et al., 2016, 2009).

The second requirement stated by Aleven (2010) is cognitive fidelity. Therefore, 
information about the prior knowledge and preconceptions of the students are neces-
sary to construct an accurate student model to give precise support to individual stu-
dents (see the form of advice in Section 6.1). Providing feedback at different levels 
can be accomplished by giving students more or less detailed information. Accord-
ing to the literature, layered feedback provided by a tutoring system is recommended 
(Anohina, 2007). In our study, the layers also turned out to have supportive effects 
on students’ ability to solve problems. As the wizards only mentioned more sub-
categories as an adaptation of their model, but not changes in the layers, the used 
four layers seemed to be optimal.

At this point, the rules for the wizards focus on supporting students to fulfill the 
tasks. Anderson et al. (1995) pointed out that rules for off-path work are necessary, 
too. These buggy rules are supposed to bring the students back on track when they 
are on a wrong path to fulfill the task. For further developments and classroom stud-
ies, such rules need to be implemented. These could also include the students’ wish 
to get feedback when they are thinking in the wrong direction. In respect to AIEd, 
this model can be expanded by further rule- or ontology based feedback. Therefore, 
log file analyses can be used to predict off-task behavior (Nam, 2016), course drop-
outs (Kloft et al., 2014) or creativity metrics (Rüdian et al., 2022) of the students 
what is successfully done in related research areas. This is a helpful base to enrich 
the cognitive model.

Until now, there has been no statistically significant information about the stu-
dents’ skills and competencies included, because these competency models do not 
exist for robotics, yet. In future work, this integration is necessary for a multifaceted 
cognitive model.

According to the presented literature, some didactic aspects for support should be 
considered in a cognitive model. For example, how the hardware can give feedback 
to the students. One example was implemented in that LEDs switch on if a red ball 
is recognized. Many more of these possibilities should be used to white box design 
following the constructionist theory. Looking inside of black boxes is also a recent 
aim of explainable AI (XAI) research (Fiok et al., 2022). The explicit need for XAI 
in ITS is postulated by Putnam & Conati (2019). Bringing XAI and robotics educa-
tion together can enhance both fields in AIEd and computer science education.

For the instructional design, the students should be equipped with a meta-model 
of how to solve problems. This can encompass steps to follow the debugging pro-
cess, frequently occurring problems, and how to search for them. According to the 
illustrated problems in collaboration and pair programming skills, the implementa-
tion of collaboration scripts can be valuable to scaffold students’ interactions (Dil-
lenbourg, 2002). In the research area of computer-supported collaborative learning 
(CSCL), “macro-scripts” have also been suggested to structure the problem-solving 
process and to guide collaborative interactions (Tchounikine et  al.,  2010). Van-
Lehn (2016) argues for bringing CSCL research and ITS closer together, because 
they share a lot of problems and solutions. Another approach in computer science 
education to scaffold problem-solving in programming is “parsons problem”. Here, 
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students get fragments of a running program code and need to put this puzzle into 
the right order (Garcia et al., 2018; Du et al., 2020). Connecting this approach with a 
tutoring system can be valuable for the programming part in robotics tasks. Scaffold-
ing in programming can also be realized implementing the “PRIMM” (Predict-Run-
Investigate-Modify-Make) approach. An important difference from other approaches 
is that students first get a running program and need to predict how it works. After 
running the program and investigating the code, students start to modify the system 
and build their own systems in the end (Sentance et al., 2019a). The approach affects 
learners positively (e.g. better performance, confidence in programming) and teach-
ers too (e.g. structuring teaching, teaching effectiveness) (Sentance et  al.,  2019b). 
For future work, one of these approaches should be varied for robotics. As first step 
a collaboration script for pair programming (with slight adaptations to robotics) can 
be integrated and tested in the tutoring system.

Discussion of the Research Approach

Research on cognitive tutoring usually employs quantitative methods. Therefore, 
pre- and post-tests, log file analyses, and quantitative ratings are conducted. When, 
for example, the students’ problems were not empirically identified before, we do 
not know what exactly we are testing and quantitative methods are usually not accu-
rate enough. In this article, a qualitative approach was used to design an intelligent 
tutor for teaching robotics. Particularly when new problem spaces are analyzed, it is 
important to figure out the problems and hurdles that occur, for example, when stu-
dents should be supported solving robotics tasks. A qualitative approach is helpful 
to identify unforeseen problems. Quantifying this approach would be the next step, 
when, for example, the effectiveness of a tutoring system is evaluated, the students’ 
needs can be addressed properly based on qualitative research. An important quality 
criterion in qualitative research is the triangulation of collected data (Flick, 2010, p. 
405). To satisfy this criterion considerations of different research methods and a 
high transparency of the conducted research are important.

Conclusion and Outlook

We had the aim of testing a cognitive model for an implementation as a tutoring sys-
tem. Gathered data indicate that there are positive effects from the cognitive model 
on the students. We learned that immediate feedback can be implemented when a 
fully-fledged tutoring system will be constructed. Therefore, the used number of lay-
ers seems to be appropriate for presented robotics tasks. We presented a qualitative 
research approach for constructing tutoring systems. Based on the results, it appears 
to be a valuable method to better understand learners’ needs. With the detailed 
description of the method we want to encourage researchers to conduct qualitative 
research for a construction of tutoring systems. For future work we present informa-
tion on how to expand the cognitive model and how to use AI methods to build a 
fully-fledged tutoring system.
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To expand the cognitive model, the teacher’s perspective is interesting as well. 
Not many teachers are experts in robotics, which is a complex field. Interviewing 
teachers regarding their learning gain after using the tutoring system in the classes 
would be important to support the teachers as well. This can be realized by imple-
menting tutoring systems in open learner models (Bull & McKay, 2004), where the 
teachers have access to the students’ data and can provide more information about 
group formation or learning gain from their perspective. This approach is described 
for robotics by Schulz and Lingnau (2020). Furthermore, it would be interest-
ing to observe if the students solved the problems also more efficiently (Tsovaltzi 
et al., 2008). In the absence of validated test instruments, efficiency can be an indi-
cation of students’ learning progress. However, developing and using validated test 
instruments would be more accurate.

Because of the positive feedback from the wizards and the students, we assume 
that the wizards in our study decided to give support when the students really needed 
hints. However, this is tough to implement in an automated tutoring system. So far, 
the timing of feedback provision is still not specified in enough detail in the model 
so as to allow for automation. The students are not just working on one device, they 
always switch between the computer work place and the floor, where the robot is 
driving. This means that pausing the process on the computer cannot be interpreted 
as ‘no progress’. Perhaps the students repeat the program on the robot or change the 
hardware construction. It is also possible that the program code is correct but the 
hardware or the environment is causing problems that need to be tracked. Imple-
menting methods like image processing, as suggested by Spikol et al. (2016), could 
be appropriate to capture more information about the students’ actions, for example, 
if they are interacting with the robot or the computer to program. Image processing 
could also be helpful to analyze their body language, so as to know when they get 
bored. Sensor data of the robot can also be collected to approximate the students’ 
actions and mood. This means the robot can be digitally connected to the tutoring 
system and to the programming environment. The tutoring system needs to detect: 
1) when there is no interaction with the device or the programming environment 
because the students are stuck, and 2) when values or program blocks change rapidly 
and randomly because the students are just guessing about adaptations.

By now, we do know that the students fulfilled the tasks and used the wizards’ 
feedback. We assume there is a causal connection between the feedback and the 
completion of the task by the students. But a control group would be necessary to 
evaluate the wizards’ impact. The development of the student’s competencies also 
needs to be confirmed by larger long-term studies. Using test instruments to assess 
problem-solving could be informative, as well. For further studies, it is necessary to 
form gender-balanced groups in order to evaluate gender-specific aspects.

It will be a challenge to identify students’ problems, because the students do not 
always sit in front of the computer. For example, we need to find indications for 
help-seeking behavior during the student interaction with the robot. There is still a 
long way to go before a fully-fledged tutoring system is implemented for use in the 
classroom. For this reason, our paper provides some initial pointers to some possible 
solutions.
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