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Abstract

Part-aware panoptic segmentation is a problem of computer vision that aims to provide a semantic
understanding of the scene at multiple levels of granularity. More precisely, semantic areas, object
instances, and semantic parts are predicted simultaneously. In this paper, we present our Joint Panop-
tic Part Fusion (JPPF) that combines the three individual segmentations effectively to obtain a
panoptic-part segmentation. Two aspects are of utmost importance for this: First, a unified model
for the three problems is desired that allows for mutually improved and consistent representation
learning. Second, balancing the combination so that it gives equal importance to all individual results
during fusion. Our proposed JPPF is parameter-free and dynamically balances its input. The method
is evaluated and compared on the Cityscapes Panoptic Parts (CPP) and Pascal Panoptic Parts (PPP)
datasets in terms of PartPQ and Part-Whole Quality (PWQ). In extensive experiments, we verify the
importance of our fair fusion, highlight its most significant impact for areas that can be further seg-
mented into parts, and demonstrate the generalization capabilities of our design without fine-tuning

on 5 additional datasets.
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1 Introduction

Humans are able to perceive various levels of
detail and abstraction of a scene. We can not only
understand different semantic categories such as
bus, car, and sky, but we can also distinguish
between individual entities (instances) and their
components (parts), such as windows or wheels. In
computer vision, the estimation of these parallel
layers of abstraction has recently been introduced
as panoptic-part segmentation [10]. Yet, there
exists no completely unified and joint approach for
this problem.

According to [6], the two pieces that make up
a scene are stuff and things. Things are countable
objects such as persons, cars, or buses, whereas
stuff , like the sky or road, is usually amorphous
and innumerable. Those two categories are iden-
tified in the well studied tasks of semantic seg-
mentation and instance segmentation. However,
both tasks are incapable of describing the entirety
of the scene. To fill this gap, panoptic segmen-
tation [21] was presented, which recognizes and
segments both, stuff and things. After this, several



approaches for panoptic segmentation have been
proposed [5, 20, 27, 42, 46, 57].

Part segmentation, or part parsing, on the
other hand, seeks to semantically analyze the
image based on part-level. There has been some
effort in this area, where part segmentation is
often treated as a semantic segmentation prob-
lem [12, 18, 19, 25, 35, 38]. A few methods are
instance-aware [11, 25, 63] and even fewer handle
multi-class part objects [41, 64].

With the release of datasets for panoptic-
part segmentation [10, 40], the first methods for
this problem have been proposed [17, 28, 29]. In
[10], a baseline approach is presented in which
two networks for panoptic and part segmentation
are used. These two networks are trained inde-
pendently and the results of both are combined
using a uni-directional (top-down) merging strat-
egy. This technique of independent training has
significant drawbacks. Due to the use of two differ-
ent networks, there is a computational overhead.
As the authors employ different networks, there
will be no consistency in their predictions, making
the merging process ineffective. Also, the inde-
pendent training strategy leads to learning redun-
dancy since they could potentially share semantic
information between segmentation heads.

Afterwards, Panoptic-PartFormer (PPF) [28§]
has been proposed, in which the authors present
a unified, combined transformer for things, stuff,
and parts that iteratively refines the individ-
ual segmentations to achieve consistency. In this
design, redundancies are avoided and similarities
between tasks are exploited, but we argue that an
explicit modeling of multi-task fusion can produce
more accurate results.

To this end, and to overcome the limitations
of the top-down merging, we have presented a
Joint Panoptic-Part Fusion (JPPF) for panoptic-
part segmentation in [17], in which each sub-task
is treated equally to allow for mutual benefits and
maximal consistency (c.f. Fig. 1). By sharing a
backbone for all three tasks, the joint fusion is
outperforming the top-down baseline, while being
more efficient at the same time.

In this work, we re-present our JPPF [17] and
extend the experiments, validation, and discus-
sion. In short,

® we present a single neural network that

uses a shared encoder to perform semantic,
instance, and part segmentation and fuses
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Fig. 1: Our Joint Panoptic-Part Fusion (JPPF)
combines individual predictions into a consistent
panoptic-part segmentation

them efficiently to produce panoptic-part seg-
mentation.

® we propose a parameter-free Joint Panoptic-
Part Fusion (JPPF) module that dynami-
cally considers the logits from the semantic,
instance, and part head and consistently inte-
grates the three predictions.

e we conduct a thorough analysis of our
approach and demonstrate the efficacy, accu-
racy, and consistency of the joint fusion
strategy.

® we obtain state-of-the-art results for
panoptic-part segmentation on various
datasets and metrics, surpassing our previous
work [17], the top-down baseline [10], and
the transformer-based competitor PPF [28].

® we demonstrate that our approach general-
izes to many other datasets without fine-
tuning.

2 Related Work

2.1 Towards Panoptic-Part
Segmentation

Part-aware panoptic segmentation [10] is a
recently introduced problem that brings seman-
tic, instance, and part segmentation together.
There have been several methods proposed for
these individual tasks, including panoptic segmen-
tation, which is a blend of semantic and instance
segmentation.



Semantic Segmentation

PSPnet [62] introduced the pyramid pooling mod-
ule, which focuses on the importance of multi-
scale features by learning them at many scales,
then concatenating and up-sampling them. Chen
et al. [2] proposed Atrous Spatial Pyramid Pooling
(ASPP), which is based on spatial pyramid pool-
ing and combines features from several parallel
atrous convolutions with varying dilation rates, as
well as global average pooling. The incorporation
of multi-scale characteristics and the capturing
of global context increases computational com-
plexity. So, Chen et al. [3] introduced the Dense
Prediction Cell (DPC) and Valada et al. [54] sug-
gested multi-scale residual units with changing
dilation rates to compute high-resolution fea-
tures at various spatial densities, as well as an
efficient atrous spatial pyramid pooling module
called eASPP to learn multi-scale representation
with fewer parameters and a broader receptive
field. In the encoder-decoder architecture, a lot
of effort has been advocated for improving the
decoder’s upsampling layer. Chen et al. [4] extend
DeepLabV3 [2] by adding an efficient decoder
module to enhance segmentation results at object
boundaries. Later, Tian et al. [53] suggest replac-
ing it with data-dependent up-sampling (DUp-
sampling), which can recover pixel-wise prediction
from low-resolution CNN outputs and take advan-
tage of the redundant label space in semantic
segmentation.

Instance Segmentation

Here, we mainly concentrate on proposal based
approaches. Hariharan et al. [13] proposed a simul-
taneous object recognition and segmentation tech-
nique that uses Multi-scale Combinatorial Group-
ing (MCG) [45] to generate proposals and then
run them through a CNN for feature extraction.
In addition, Hariharan et al. [14] presented a
hyper-column pixel descriptor that captures fea-
ture representations of all layers in a CNN with a
strong correlation for simultaneous object detec-
tion and segmentation. O Pinheiro et al. [44]
proposed the DeepMask network, which employs
a CNN to predict the segmentation mask of each
object as well as the likelihood of the object being
in the patch. FCIS [30] employs position sensi-
tive inside/outside score maps to simultaneously
predict object detection and segmentation. Later,

one of the most popular networks for instance
segmentation, Mask-RCNN [16], was introduced.
It extends Faster-RCNN [48] with an extra net-
work that segments each of the detected objects.
Rol-align, which preserves exact spatial position,
replaces Rol-pool, which performs coarse spatial
quantization for feature encoding.

Part Segmentation

Dense part-level segmentation, on the other hand,
is instance agnostic and is regarded as a seman-
tic segmentation problem [12, 18, 19, 25, 35, 39,
41, 64]. Most of the research has been conducted
to perform human part parsing [7, 11, 22, 24, 31,
32, 49, 58, 63], and only little work has addressed
multi-part segmentation tasks [41, 64].

Panoptic Segmentation

The authors of [21] combined the output of two
independent networks for semantic and instance
segmentation and coined the term panoptic seg-
mentation. Panoptic segmentation approaches can
be divided into top-down methods [23, 26, 34, 46,
51, 57] that prioritize semantic segmentation pre-
diction and bottom-up methods [5, 8, 59] that
prioritize instance prediction. Our previous in [17]
builds on EfficientPS [42] and extends this model
to obtain panoptic-part segmentation. This work,
builds on our previous design of a joint archi-
tecture and exploits its modularity to replace
individual components.

2.2 Panoptic-Part Segmentation
2.2.1 Datasets and Baselines

In recent years, Part-Aware Panoptic Segmenta-
tion [10] was introduced, which aims at a uni-
fied scene and part-parsing. Also, de Geus et al.
[10] introduced a baseline model using a state-
of-the-art panoptic segmentation network and a
part segmentation network, merging them using
heuristics. The panoptic and part segmentation
is merged in top-down or bottom-up manner. In
the top-down merge, the prediction from panop-
tic segmentation is re-used for scene-level semantic
classes that do not consist of parts. Then for
partitionable semantic classes, the corresponding
segment of the part prediction is extracted. In
case of conflicting predictions, a void label will
be assigned. According to de Geus et al. [10],



Fig. 2: A typical issue with the top-down merging
approach of [10] are the gaps around the contours
of objects due to inconsistencies and difficulties in
distinguishing between stuff and things

top-down merge produces better results than the
bottom-up approach. In addition, their paper has
released two datasets with panoptic-part anno-
tations: Cityscapes Panoptic Part (CPP) dataset
and Pascal Panoptic Part (PPP) dataset [40].
Along with the drawbacks of employing indepen-
dent networks as mentioned in Section 1, there are
concerns with the usage of top-down merge. Due
to inconsistencies, top-down merging may result in
undefined regions around the contours of objects.
Due to some imbalance between stuff and things,
it also has trouble separating them. These issues
are highlighted in Fig. 2. Furthermore, the uni-
directional merge accounts higher importance to
one of the predictions, neglecting the potential of
mutual refinement during fusion. With our uni-
fied fusion for semantics, instances, and parts, we
resolve these issues, giving equal priority to all
individual predictions.

2.2.2 Unified Models

Panoptic-PartFormer (PPF) [28] was developed
in parallel to [17] and follows a similar goal as
our line of work: To unify panoptic-part segmen-
tation. However, the authors of [28] approach the
unification from the other side. While we sug-
gest a unified fusion module to combine individual
results in a well balanced manner, they propose
a shared encoder and transformer-based decoder
to predict stuff, things, and parts together via a
single model. This way, they achieve remarkable
consistency and results, however though the pre-
diction of the individual tasks is fully unified in a
single architecture that uses task-specific queries,

it is followed by the same uni-directional top-down
merging as in [10], leading to void labels where
inconsistencies remain.

Li et al. [29] propose a second version of their
Panoptic-PartFormer (PPF++4), in which they
also introduce a new metric, called Part-Whole
Quality (PWQ). Compared to the PartPQ of [10],
PWQ is supposed to resolve the bias towards the
PQ metric of panoptic segmentation. In our exper-
iments, we will consider both these metrics for
thorough comparisons.

3 Unified Panoptic-Part
Segmentation

The main contribution of our work is the
Joint Panoptic-Part Fusion (JPPF) that produces
highly dense and consistent panoptic-part seg-
mentations in an efficient manner. To obtain
individual predictions for our fusion, in theory
any method could be applied. However, we argue
that a combined network for all three segmenta-
tion tasks produces better results through mutual
learning and reasoning. Therefore in this section,
we first formalize the problem of panoptic-part
segmentation, then explain our unified network
architecture presented in [17], and lastly describe
the inner workings of JPPF.

3.1 Panoptic-Part Segmentation

The goal of panoptic-part segmentation is to pre-
dict a panoptic-part label (s,id,p) for each pixel
of an image I. Here, s represents semantic scene
level class, p represents the part-level class and id
indicates the instance identifier for each object.
It is important to note, that not all pixels in an
image may represent all components of panoptic-
part segmentation, e.g. stuff is not instantiable,
and there are many semantic classes for which it
does not make sense to further subdivide them
into parts, e.g. the sky. Anyhow, the three labels
can be obtained independently, however a valid
panoptic-part label must be consistent, i.e. free
from contradiction. E.g. a car can not share the
object identifier of a bicycle or consist of human
body parts. Achieving this consistency is the
fundamental challenge in panoptic-part segmenta-
tion. To obtain this goal, different strategies can
be followed, including naive merging [10], joint
prediction [28, 29], or — as in our case — fusion [17].



Fig. 3: Our overall architecture for panoptic-part
ized prediction heads, and the unified joint fusion
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segmentation features a shared encoder, three special-
module. Its modular structure allows to easily replace

the feature backbone or use intermediate results from other approaches to perform a consistent fusion

3.2 Overall Architecture

To obtain individual predictions for semantics,
instances, and parts, our previous work extends
EfficientPS [42] by incorporating a part segmenta-
tion head. We reuse the backbone, semantic head,
and instance head of EfficientPS. As part segmen-
tation can be regarded as a semantic segmentation
problem, we are replicating the architecture of the
semantic branch of EfficientPS and train it for
part-level segmentation. All three resulting heads
share a common backbone — in our case Effi-
cientNet [52] — which helps to ensure that the
predictions made by the heads are consistent with
one another. Sharing a single representation for
all three tasks improves efficiency and is beneficial
during learning, as shown by our experiments in
Section 4.2. An overview of the architecture of our
proposed model is shown in Fig. 3.

3.2.1 Part Segmentation Head

According to previous work [10], the grouping
of parts yields better results. We have verified
this finding for our architecture in [17] and con-
sequently follow the same principle and group
semantically identical parts, e.g. the windows of
cars and buses are grouped into a single win-
dow class. The grouping of elements allows the
network to learn without ambiguity and provides
more data per class for training. Additionally, we
represent all non-partitionable semantic classes as
a single background class within our part head.
This avoids redundant predictions across different
heads and further balances the learning of parts
versus other classes. Both groupings of classes

(semantic grouping of parts, as well as grouping of
the background) can later be reverted into class-
specific parts by the additional information of the
other prediction heads to obtain a fine-grained
panoptic-part segmentation.

3.3 Joint Panoptic-Part Fusion

The mutual combination of the predictions for
semantic segmentation, instance segmentation,
and part segmentation are the core of our work.
Inspired by the panoptic fusion module of Effi-
cientPS [42], we propose a module that jointly
fuses the individual results of the three heads by
giving each prediction equal priority and thor-
oughly exploiting coherent predictions. Given the
definition of panoptic-part segmentation, we iden-
tified four possible cases for fusion: Partitionable
and non-partitionable stuff, and partitionable and
non-partitionable things. In the following, we will
first describe the required input for our fusion
module and then describe the three combinations
which actually occur in the existing datasets (par-
titionable stuff is not included). However, our
approach generalized to the missing case as well.
Fig. 5 depicts our JPPF module.

Input and Pre-Processing

The input for our fusion are the individual dense
predictions for semantics, instances, and parts. In
our complete architecture, these are obtained from
the three prediction heads using the shared back-
bone, but it could be any other source that satis-
fies the preconditions. More precisely, we require
three input components:
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Fig. 4: Illustration of the pre-processing steps in [42] for predictions from the instance head. The remain-

ing instances serve as input for our fusion

1. A map of semantic logits S € R? of shape
Cyen x H x W in the interval [0, 1] (e.g. via
softmax activation), in which H and W are
spatial dimensions of the input image (poten-
tially resized) and Cy 4 = Cst + Cup, is the
total number of semantic classes.

2. A set of instance predictions for the things
classes, each consisting of:

(a) A softmax-activated map of logits M of
shape H; x W representing the object
mask.

(b) An axis-aligned 2D bounding box.

(c) A class label ¢ for this object.

(d) A confidence score in the interval [0, 1].

3. A map of part logits P € R? of shape (C,, +
1) x H x W in the interval [0, 1], in which C),
is the number of (grouped) part classes.

Before actual fusion, the instance objects
are pre-processed, following the steps in [42].
This includes confidence thresholding, confidence
based sorting, spatial resizing and padding of the
instance-specific mask logits and box coordinates
to the relevant input size, i.e. from Hy x W; to H x
W, and a non-maximum suppression based on the
overlap and confidence of boxes. After filtering,
there remain N*" instances. The pre-processing is
illustrated in Fig. 4.

Fusion for Things

For the fusion of things, all three input compo-
nents are considered, even if the specific class is
not further partitionable. In this case, the generic
background class of the part head, can still sup-
port this hypothesis during fusion. The individual

instance objects guide our fusion process, how-
ever during actual fusion, all three predictions are
treated equally.

Given a single one out of the N*" = Nk 4 NIh
pre-processed things instance of class ¢ with its
mask logits M LI, we first use the resized bounding
box to mask the corresponding prediction from the
semantic head. Precisely, class c¢ is sliced out of
the semantic logits S and all values outside of the
bounding box are set to zero to obtain the masked
semantic logits M LS.

In case class c is partitionable, then the corre-
sponding subset of size C), . of the part logits P
is selected from the part segmentation head, e.g.
for an instance of class ¢ = person, the part log-
its for head, torso, legs, and arms (Cp puman = 4)
are selected. These logits are again masked by
the corresponding bounding box to produce the
third masked logits for parts M LP. If class ¢ can
not, be segmented into parts, the background class
from the part logits is selected instead and masked
likewise. In order to make the fusion operation
feasible, we replicate M LS and M LI to match
the number of channels in M LP. E.g., a person
instance contains four parts (head, arms, torso,
legs), thus M LP is of shape 4 x W x H. Therefore,
MLS and M LI are replicated 4 times to match
the shape of M LP. If the instance is not partition-
able, M LP consists of the background class only
and therefore M LS and M LI are not replicated.

At this point, we have obtained three sets of
masked logits. We are now fusing these individual
logits to obtain the fused logits for classes with
parts F'LP and class without parts FLN P.
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Fusion Operation

To compute the fused logits for any of the cases,
we propose a uniformed fusion operation. This
operation computes the sum of the sigmoid of the
masked logits and the sum of the masked logits
and calculates the Hadamard product of both. The
procedure is formalized in Eq. 1:

o

)

In this equation, o(-) denotes the sigmoid func-
tion, ® denotes the Hadamard product, and
MLL is a set of equally shaped masked logits
which are supposed to be fused, e.g. MLL
{MLS,MLI,MLP}. This equation describes a
generalized version of the fusion proposed by
Mohan and Valada [42] that handles arbitrarily
many logits.

> o

leMLL

o

FL(MLL) = (
leMLL

Fused Panoptic-Part
Segmentation

Fig. 5: Illustration of our proposed joint fusion module. For simplicity, we illustrate the process for a
single instance object. Semantic, instance, and part predictions are equally balanced and combined

Fusion for Stuff

To generate the fused logits FLS for the stuff
classes, each of the C; channels from the semantic
head are selected and fused with the background
channel of the part head in the same manner, i.e.
according to Eq. 1, but this time with only two
sets of logits (no instance information). As men-
tioned, the same concept would also apply for stuff
that is partitionable, i.e. selecting the correspond-
ing parts, replicating the stuff logits, followed by
pair-wise fusion.

QOverall Fusion

All three fused logits, FLP, FLNP, and FLS,
are concatenated along the channel dimension
to obtain the intermediate logits, in which each
of the Np, channels represents a valid panoptic-
part label (see Section 3.1. The total number of
N,p label candidates depends on the number of
things N** predicted by the instance head and

the number of parts of their classes Cp.. We



produce an intermediate panoptic-part prediction
by taking the argmaz of these intermediate log-
its. Precisely, during fusion there will be Ny, =
Cly —|—fo;, + ZceN;h Cp,. candidate logits. Finally,
we fill an empty canvas with the most probable
panoptic-part label for all things and the remain-
ing areas are filled with the prediction for stuff
classes extracted from the semantic segmentation
head. During fusion, the fused score increases if
the predictions of all three heads are consistent,
and likewise it is decreased if the predictions do
not match with each other.

Post-Processing

Areas of stuff classes below a minimum threshold
mins, = 2048 pixels are filtered out, as in [42].

4 Experiments and Results

In this section, we will first introduce the rele-
vant datasets and then provide more details on
the implementation and training of our model.
Afterwards, we compare our JPPF to previous
work and investigate our design choices in ablative
experiments.

Datsets

For most of our experiments, we use the recently
introduced Cityscapes Panoptic Parts (CPP)
and Pascal Panoptic Parts (PPP) datasets [10,
40]. CPP provides pixel-level annotations for 19
semantic categories, of which 11 are stuff and 8
are things classes. Out of the 8 things, 5 classes
include annotations at the part level. There are
2975 images for training and 500 for validation in
this finely annotated dataset. PPP consists of 20
things and 80 stuff classes. Part-level annotations
are provided for 16 of the 20 things. As in pre-
vious work [40], we only consider a subset of 59
object classes for training and evaluation, includ-
ing 20 things 39 stuff classes, and 58 part classes.
These parts are detailed by Michieli et al. [41] and
Zhao et al. [64]. PPP consists of a total of 10103
images which are divided into 4998 images for
training and 5105 for validation. Next to CPP and
PPP, we perform some experiments on a variety
of other datasets to demonstrate how our method
generalizes across domains.

Metrics

For the evaluation of individual semantic and part
segmentations, we apply the mean Intersection-
over-Union (mloU), and the mean Average Pre-
cision (mAP) for instance segmentations. For the
complete evaluation of combined panoptic-part
segmentation, we use the Part Panoptic Quality
(PartPQ) [10], which is an extension of the Panop-
tic Quality (PQ) that was proposed by Kirillov
et al. [20]. Because the authors of [29] identified
limitations in the expressiveness and interpretabil-
ity of the PartPQ metric, they have introduced the
Part-Whole Quality (PWQ), which we will also
consider in our experiments.

Training and Implementation Details

For the Cityscapes data, we use images of the
original resolution, i.e. 1024 x 2048 pixels, and
resize the input images of PPP to 384 x 512 pix-
els for training. We perform data augmentation,
scaling and hyperparameter initialization as in
EfficientPS [42]. We use a multi-step learning rate
(Ir) and train our network by Stochastic Gradient
Descent (SGD) with a momentum of 0.9. For the
CPP and PPP, we use an initial [r of 0.07 and 0.01,
respectively. We begin the training with a warm-
up phase in which the Ir is increased linearly from
- Ir up to Ir within 200 iterations. The weights
of all InPlace-ABN layers [1] are frozen, and we
train the model for 10 additional epochs with a
fixed learning rate of 10~%. Finally, we unfreeze
the weights of the InPlace-ABN layers and train
the model for 50k iterations beginning with Ir of
0.07 (CPP) and 0.01 (PPP), and reduce Ir after
32k and 44k iteration by a factor of 10. Four GPUs
are used for the training with a batch size of 2
per GPU for CPP and 8 per GPU for PPP. Our
feature backbone is the most recent version of Effi-
cientNet — EfficientNet-L2 [56]. This is in contrast
to our previous work [17], in which we have used
the preliminary EfficientNet-B5 [52]. We initialize
the backbone with weights pre-trained on COCO
[33]. The impact of this initialization is quantified
in Table 1.

4.1 Comparison to State-of-the-Art

Our comparison to previous work and state-of-the-
art considers the initially introduced baseline in
[10] and the more recent unified transformer-based
architecture of Li et al. [28, 29]. The baseline by



Table 1: Comparison of
our updated model on CPP
with and without pre-trained

weights
Pretrained ‘ PartPQ PWQ
no 61.4 66.7

COCO [33] | 61.4 67.3

Table 2: Comparison of EfficientPS
trained on Panoptic Cityscapes and on
Cityscapes Panoptic Parts (CPP)

Network ‘ Data ‘ PQ
. Panoptic CS [6 63.9
EfficientPS [42] CIF)’P [10] [6] 62.2

de Geus et al. [10] uses the panoptic labels of the
Cityscapes dataset [6] to train a panoptic segmen-
tation network. Since this data is slightly different
from the actual panoptic-part dataset (CPP), a
direct, fair comparison is not possible. This devia-
tion is indicated in Table 2 that shows the results
of EfficientPS [42] trained on Cityscapes vs. CPP.
To make the baseline comparable in terms of
data, we re-implement the baseline and train it
on the same data. The re-implementation consists
of EfficientPS [42] for panoptic segmentation, and
our part segmentation network with a separate
backbone (c.f. Section 3.2.1). Top-down merging
is then used to combine the two independent
results into a panoptic-part segmentation. The re-
implementation and results are in line with our
previous work in [17].

Finally, we compare our previous and updated
model with JPPF to the reproduced baseline,
the official baselines of de Geus et al. [10], and
multiple variants of both versions of the Panoptic-
PartFormer (PPF) [28, 29]. The official baseline
consists of EfficientPS [42] and BSANet [64] with
top-down merging. The results of this compari-
son on CPP and PPP are shown in Table 3 for
single-scale and multi-scale inference.

On CPP with single-scale testing, JPPF
improves the accuracy significantly compared to
the reproduced baseline. We surpass the repro-
duced baseline by 3.7 percentage points (pp) in
overall PartPQ and by 5.3 pp in PartPQp with our
updated backbone. Similarly for multi-scale test-
ing, our updated model outperforms the baseline
by 3.1 pp and 6.1 pp in PartPQ and PartPQp,

respectively. Our JPFF even outperforms the
strong transformer-based competitor PPF and the
non-peer reviewed extension PPF++ in terms
of PartPQ and PWQ by a small margin. Espe-
cially for areas that can be segmented into parts,
we achieve more accurate results, indicating the
increased consistency after our fusion and leading
to a higher PWQ metric. Interestingly, for these
two metrics (PartPQp and PWQ), even our single-
scale results better over the multi-scale results of
any competitor.

For PPP, our model outperforms the top-down
combination of DeepLabV3+ [4] and Mask RCNN
[16] (Baseline-1), even though this baseline was
trained with the original Pascal parts and Pas-
cal panoptic segmentation datasets, which provide
more annotations. Baseline-2 (top-down merg-
ing of DeepLabV3-ResNeSt269 [2, 61], DetectoRS
[47], and BSANet [64]) yields even better results
because of the more advanced backbones, and
hence has a higher representational capacity. Sim-
ilarly, the more sophisticated transformer of PPF
(and PPF++) together with powerful backbone
models achieves the best results for PartPQ and
PWQ. However, in partionable areas (PartPQp),
we significantly outperform the baselines on PPP.
We believe that this advantage can be attributed
to the balanced integration of parts in our fusion
module. In comparison to top-down merging, our
design is also slightly favorable in terms of density,
as presented in Table 5.

From Fig. 6, we can see that our proposed
fusion is able to segment the parts of very small
and distant object classes reliably. Also, our pro-
posed fusion solves some typical problems of
top-down merging, which are the bifurcation of
things by stuff and the inconsistent parts within
things. As illustrated in Fig. 6, our fusion gets
rid of unknown regions within objects by giving
equal priority to all three individual predictions.
In Figs. Al and A2 we provide more examples
and a visual comparison to PPF [28]. There, we
also present failure cases of our model to pro-
vide insights into its limitations. In some cases,
especially on PPP, PPF produces finer details
compared to our approach. In cluttered areas
where small objects occlude each other, our JPPF
seems to perform favorably.



Table 3: Comparison of results for panoptic-part segmentation on Cityscapes and Pascal Panoptic Parts
[40]. P and NP refer to areas with and without part labels, respectively. The best result per data setting
and metric is highlighted in bold. *indicates our reproduced baseline (details in Section 4.1)

Method Backbone

PartPQ

All P NP PWQ

Cityscapes Panoptic Parts, Single-Scale

Baseline* EfficientNet-B5 [52]

EfficientNet-B5 [52]

JPPF (Ours) EfficientNet-L2 [56]

577 442 625 -

59.6 477 63.8  66.1
61.4 49.5 65.7 67.3

Cityscapes Panoptic Parts, Multi-Scale

Baseline [10] EfficientNet [52], ResNet101 [15] 60.2 46.1  65.2 -

ResNet50 [15]
Swin [36]
ResNet50 [15]
PPF++ [29]  Swin [36]
ConvNext [37]

EfficientNet-B5 [52]
EfficientNet-L2 [56]

PPF [28]

JPPF (Ours)

074 439 622  60.5
61.9 456 68.0 653

99.2 425 65.1 62.1
62.3 460 68.2 65.7
63.1 464 69.1 66.5

61.8 50.8 65.7 68.2
63.3 52.2 67.2 68.2

Pascal Panoptic Parts, Single-Scale

Baseline-1 [10] ResNet50 [15]
Baseline-2 [10] ResNeSt269 [61]

ResNet50 [15]

PPF [28] ResNet101 [15]
ResNet50 [15]
PPF4+ [29] ResNet101 [15]

Swin [36]
ConvNext [37]

EfficientNet-B5 [52]

JPPE (Ours)  p s o Net L2 [56]

314 472  26.0 -
383 516 33.8 -

37.8 - 40.2
39.3 - 41.3
42.2 - 45.2
42.4 - 46.0
49.3 - 52.7
48.6 - 54.2

323 483 269 456
40.5 58.5 34.4 53.7

Table 4: Comparison of three independent encoders to our design with a shared feature encoder with

different backbones on Cityscapes Panoptic Parts

Semantic Instance Part

Method Backbone mloU AP mloU
Independent Networks  EfficientNet-B5 [52] 78.1 37.3 74.5
EfficientNet-B5 [52] 80.5 37.9 77.0

Shared Features (Ours)  pe o iNet-L2 [56] 817 107 766

4.2 A Single Shared Encoder

As part of our contribution, we aim to unify
semantic, instance, and part segmentation and
jointly learn all three in a single, unified model. We
are validating that these three tasks benefit from
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a shared feature representation by comparing the
individual predictions before fusion to three sep-
arate equivalent networks that have been trained
individually with different encoders. As shown in
Table 4, both models with a single, shared encoder



Original Image Ground-truth

Baseline*

JPPF [17]

Fig. 6: Qualitative results of our proposed model on Citscapes Panoptic Parts (first two rows) and Pascal
Panoptic Parts (last two rows) compared to our reproduced baseline, ground-truth and the reference
image. *indicates the reproduced baseline which is detailed in Section 4.1. The results for our JPPF
are obtained with the backbone of the previous version. The graphic is adopted from [17]. More visual
examples with our updated backbone for both datasets are provided in the appendix in Figs. A1 and A2

surpass the individual models in all three tasks. To
no surprise, the more recent version of Efficient-
Net [52] produces already better initial results for
our fusion. This experiment clearly indicates that
using a shared encoder enables the learning of a
common feature representation, resulting in more
accurate individual outcomes of each head, which
are also more consistent by design due to the
shared representation.

4.3 Joint Fusion

Next, we compare our joint fusion module to the
previously presented top-down merging strategy
[10] in Table 5. It is important to note, that even
the recently published state-of-the-art method
PPF [28, 29] uses this merging strategy. The
proposed fusion module surpasses the top-down
merge in terms of PartPQ, PartPQp, PartPQup,
and PWQ on all datasets and settings. Even
though our proposed fusion is admittedly only

slightly better in some cases, the joint fusion pro-
duces also denser results than the uni-directional
merge, indicating the improved consistency. The
advantages of our fusion are mainly reflected for
the results in areas that are partitionable. Since
the things with part labels are limited in CPP, the
impact is best observed on the PPP dataset. On
this data, our proposed fusion module is signifi-
cantly better. Specifically for our design, PartPQp
is improved by 10.5 pp and 14.9 pp for the differ-
ent backbones. That is a relative improvement of
about 28 % and 44 %.

4.4 Density, Run Time, and Model
Size

Our JPPF produces results, which are at least as
dense as the top-down merging (see Table 5). We
further assessed the inference time of our proposed
model with JPPF, and the results are displayed in
Table 6. It is evident that the top-down merging



Table 5: Comparison between the uni-directional top-down merge [10] and our proposed joint fusion
module using various input sources on Cityscapes and Pascal Panoptic Parts [40]

Merging/ Before Merge/Fusion After Merge/Fusion Densit
Model ~ Backbone Prain & | Sem. Tnst.  Part PartPQ PwQ | [ Y
Heon mloU AP mloU | Al P NP ¢
Cityscapes Panoptic Parts, Single-Scale
. Top-Down 59.5 475 63.7 66.0 99.1
PDE EfficientNet-B5 [52] JPPF 80.5 379 770 506 477 638 661 99.3
. Top-Down 61.1 487 655 67.1 99.3
EfficientNet-L2 [56] JPPF 81.7 40.7 76.6 614 495 657 673 99.5
Cityscapes Panoptic Parts, Multi-Scale
. Top-Down 61.6 50.7 65.5 68.2 99.2
PPE EfficientNet-B5 [52] JPPF 81.8 41.3 785 618 508 657 682 99.5
. Top-Down 62.7 50.7 670 678 99.2
EfficientNet-L2 [56] JPPF 80.0 403 76.3 633 529 672 632 99.5
Pascal Panoptic Parts, Single-Scale
. Top-Down 29.0 378 26.0 42.3 89.6
.- EfficientNet-B5 [52] o2 46.0 391 544 | s s oo use | oa1
. Top-Down 30.6 43.6 26.2 49.2 92.7
_ =4
EfficientNet-L2 [56] JPPF 52.3 473  62.2 105 585 344 537 99.7

Table 6: Detailed run-time analysis of our JPPF and the baseline on full resolution images of Cityscapes
Panoptic Parts usisng a Nvidia A100 GPU. *indicates the reproduced baseline which is detailed in

Section 4.1
Feature Individual Fuse/Merge [ms] Total
Method Backbone Extraction | Predictions Panqptlc Merge JPPF Inference
[ms] [ms] Fusion [ms]
Baseline* EfficientNet-B5 [52] 52 202 118 484 - 856
EfficientNet-B5 [52] 26 202 - - 161 389
JPPF (Owrs) g ientNet-L2 [56] 59 202 - - 161 422

Table 7: Comparison of model complexity for
an input of size 1200 x 800 pixels

Method Backbone Pa[ﬁﬁns FL[JS]PS
ppr (g g S0 s
PPREERS) o Nen ) | 1208 5105
JPPF (Ours)  prNev D [[5562]] Wz 8887

requires more than twice the time compared to our
proposed fusion. To obtain panoptic-part segmen-
tation as proposed by de Geus et al. [10], one must
first perform a panoptic fusion and then com-
bine it with the part segmentation, which adds an
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extra overhead. Table 7 shows that our approach,
in terms of model size and number of floating
point operations (FLOPs), is comparable to pre-
vious work for the smaller backbones (ResNet50
[15] and EffificentNet-B5 [52]). Our updated back-
bone (EfficientNet-L2 [56]) is significantly larger
and more complex than the initial version, but
adds only little overhead in terms of run time (see
Table 6).

4.5 Generalization

Since our fusion module is free of learned param-
eters (i.e. there are no trainable layers involved),
it is independent of its input and supposed to
exhibit a good generalization to unseen domains.



Input Images

Results of JPPF

Fig. 7: Visual results of our JPPF on the Indian Driving Dataset (IDD) [55] without fine-tuning

However, the entire model (including the back-
bone and individual prediction heads) is restricted
by the typical rigidity of deep neural networks
and their sensitivity to shifts in the distribution.
Yet, our complete model generalizes well to other
datasets, as demonstrated in Fig. 7 even though it
has only been trained on CPP for this experiment.
We show the generalization for a more extensive
set of various other datasets without fine-tuning in
Figs. A3 to A6, including a typical failure case. A
qualitative comparison in terms of generalization
between PPF++ [29] and our method is provided
in Fig. A7. For all our results, we have resized the
input images to fit the size of the original CPP
dataset, i.e. 1024 x 2048 pixels.

5 Limitations

During the thorough evaluation of our approach,
we have identified some remaining limitations,
which we discuss here. Though, our fusion opera-
tion treats the logits of the three prediction heads
equally, the overall process is mainly guided by the
prediction of the instance branch. I.e. the detected
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things and their classes and bounding boxes con-
trol the information flow during fusion, mostly.
With respect to balance and importance of the
individual predictions, this is a limitation. Addi-
tionally, as a side effect of this fact, the fusion of
things is limited to the area within each bound-
ing box. Thus, for very large objects that are not
fully covered by the bounding box, the fusion can
not compensate the initially too small estimated
area of these objects. Furthermore, we have identi-
fied a theoretical limitation in the fusion operation
in Eq. 1 itself. Our generalized version is indeed
able to handle an arbitrarily sized set of input
logits, however there is no explicit mechanism to
balance (normalize) the fused output for different
numbers of inputs. In practice, highly confident
inputs produce similar highly confident outputs
when they are consistent, independent of the num-
ber of inputs (e.g. 2 or 3). For less confident areas,
the imbalance between the fused stuff (two input
logits) and the fused things (three input logits)
might be an issue. Finally, we notice that post-
processing step (filtering out small stuff areas)
is the remaining factor that hinders fully dense
predictions, i.e. a valid (not necessarily correct)



panoptic-part label for every pixel of the input
image.

6 Conclusion

JPPF is a versatile fusion operation that com-
bines semantic, instance, and part segmentation
effectively into a consistent panoptic-part segmen-
tation. It consistently outperforms uni-directional
top-down merging for various input sources, e.g.
our previous and updated model. Our design with
the updated backbone and joint fusion module
surpasses the baseline on all datasets, achieves
state-of-the-art results on Cityscapes Panoptic
Parts, and ranks in between the first and second
versions of the Panoptic-PartFormer on Pascal
Panoptic Parts. The advantages of our proposed
approach become most visible for partitionable
areas. The increased consistency in the predic-
tion of our model is highlighted by its increased
density. We leave it for future work to find suit-
able solutions for the limitations that have been
discussed.
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Appendix A Additional
Visualizations

Original Image Ground-truth PPF [28] JPPF (Ours)

Fig. A1l: Additional qualitative results of our proposed model and PPF [28] on CPP [40]
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Original Image Ground-truth JPPF (Ours)

Fig. A2: Additional qualitative results of our proposed model and PPF [28] on PPP [40]



Input Images Results of JPPF

Fig. A3: Visual results of our JPPF on the ACDC dataset [50] without fine-tuning
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Input Images Results of JPPF

Fig. A4: Visual results of our JPPF on the BDD100K dataset [60] without fine-tuning. The second
example shows a failure case, in which our model is not able to properly generalize to the unseen data

Input Images Results of JPPF

Fig. A5: Visual results of our JPPF on the KITTI dataset [9] without fine-tuning
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Input Images Results of JPPF

Fig. A6: Visual results of our JPPF on the Mapillary Vistas dataset [43] without fine-tuning
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Input Images PPF++ [29] Results of JPPF

Fig. A7: We visually compare the generalization capabilities of PPF++ [29] and our JPPF on BDD100K
[60] (first two rows) and Mapillary Vistas [43] (last two rows) without fine-tuning
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