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1 Introduction

Pre-trained Language Models (PLMs) have shown
to be consistently successful in a plethora of NLP
tasks due to their ability to learn contextualized rep-
resentations of words (Ethayarajh, 2019). BERT
(Devlin et al., 2018), ELMo (Peters et al., 2018) and
other PLMs encode word meaning via textual con-
text, as opposed to static word embeddings, which
encode all meanings of a word in a single vector
representation. Much recent work has explored
understanding the syntactic, semantic or contextu-
alization information present in the hidden-states or
attention-heads of the various PLMs by extracting
contextualized representations either from the last
output layer or concatenating the mean of represen-
tations across all layers (Khattab and Zaharia, 2020;
Ravfogel et al., 2020; Zhao et al., 2020; Khattab
and Zaharia, 2020; Wiedemann et al., 2019; Etha-
yarajh, 2019; Mareček and Rosa, 2019; Clark et al.,
2019). In this work, we present a study that aims
to localize where exactly in a PLM word contex-
tualization happens. In order to find the location
of this word meaning transformation, we investi-
gate representations of polysemous words in the
basic BERTuncased 12 layer architecture (Devlin
et al., 2018), a masked language model trained on
an additional sentence adjacency objective, using
qualitative and quantitative measures.

Our main contribution is that unlike previous
work, we do not restrict ourselves to the output
layer(s) of such networks, but also investigate dif-
ferent sub-layers within each BERT encoder layer.
We also apply Dimensionality Reduction (DR)
techniques on these latent sub-layers to better visu-
alize our qualitative findings.

First, we confirm findings of Ethayarajh (2019)
and other works, indicating that higher layers of
BERT exhibit higher degrees of contextualization.
Second, by investigating contextualization also in
encoder sub-layers, we find for the first time that

representations in the self-attention sub-layers ex-
hibit stronger and earlier signs of contextualization
as compared tothe activation and output sub-layers.

2 Methodology

Experimental Setup: We use the Contextualised
Polysemy Word Sense v2 Dataset (Haber and Poe-
sio, 2020) which contains custom samples of poly-
semous words in sentential contexts. We feed two
sentences for each polysemous word to BERT and
extract sub-layer vector representations for each
encoder layer. For each word, we arrive at a set of
vectors: Self-Attention (SA) sub-layer, Activation
(Acts) sub-layer, and Output sub-layer. We also
extract the BERT static word embeddings (layer-
0) for understanding semantic divergence of the
sub-layers.

Measures of Contextuality: Sub-Layer Similar-
ity. Let w be the polysemous word that appears
in a pair of sentences {s1, s2} at index i,j in its
respective sentences, {xs1, xs2} the sub-layer vec-
tor representations of the model m. The sub-layer
similarity of word w in layer l is:
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where x is Self-Attention sub-layer, Activation sub-
layer and Output sub-layer or l = {0, 1, ..., 11}.

Static Word Embedding Similarity. For each
word, we determine the cosine similarity between
each sub-layer and its respective static word em-
bedding from layer 0 (denoted as WESim).

Principal Components Analysis (PCA). For bet-
ter visualization, we reduce the High-Dimensional
(HD) sub-layers (12 x 768, 12 x 3072) into two
principal components using the PCA technique.
PCA preserves the actual relative distance in the
Euclidean data space and Principal Components
(PCs) capture the direction of maximum variance.



Figure 1: Layer-wise average Self-Attention (SA), Acti-
vations (Acts) and Output SubLayerSim for all words.

Figure 2: Layer-wise average Self-Attention (SA) and
Outputs WESim for all words. the Acts sub-layer similar-
ity is not reported due to the dimensionality mismatch.

We determine squared L2 distances of the PCs be-
tween reduced sub-layer vector representations in
the pair of sentences. We use these distance mea-
sures to quantitatively conform the observations
made using SubLayerSim similarities.

Intuitively, the higher the SubLayerSim between
the polysemous words, the closer the respective
vector representations are to each other, hence they
are less contextualized. The lower the WESim, the
further the vector is away from the (uncontextual-
ized) static word embedding. On the other hand,
the higher the L2 Distance, the further the respec-
tive words (PCs) are from each other. This implies
the actual relative distance in the higher dimension
is high, indicating more contextualization.

3 Results & Discussion

Examining the average SubLayerSim of all polyse-
mous words, we observe that the Output sub-layer
similarity is closer to one, indicating a lower de-
gree of contextualization as compared to Acts and
SA sub-layers (Figure 1). The Acts and SA sub-

Avg Sa Avg Acts Avg Outs
SLSim 0.6329 0.7309 0.8614
WESim 0.008 - 0.521
L2 Dists 3.217 3.413 1.195

Table 1: SLSim: SubLayerSim, WESim Word Embed-
dings and L2 distances for each sub-layer and all words.

layers SubLayerSim are closer to each other, with
higher contextualization in the SA sub-layer. The
all-words average SubLayerSim for the sub-layers
indicate similar observations (Table 1).

BERT’s layer-wise average SubLayerSim of all
sub-layers decreases towards higher layers (lowest
at layer 9), indicating the existence of higher con-
textualization layers between layers 5 and 9 (Fig-
ure 1). This observation is similar to Ethayarajh
(2019)’s experiments: The upper hidden layers
of contextualizing models produce more context-
specific representations. An interesting observation
is that the sub-layer similarities become higher and
closer to each other in the penultimate layer of
BERT (layer 12), which could be an indication of
the model’s sensitivity to output form and train-
ing objective. A notable finding in WESim is that,
SA sub-layer WESim remains relatively consistent
across BERT Layers where as the Output sub-layer
WESim consistently decreases (Figure 2). This in-
dicates the influence of residual connections in the
BERT encoder Output sub-layer.

PCA: We observe that the PCA bi-plots for SA,
Acts and Output sub-layers are structurally dif-
ferent, indicating different structural alignment in
their respective HD spaces. Examining the per-
word average L2 distances, we observe that the
Output sub-layer L2 distances are much lower than
the respective SA and Acts sub-layers, indicating
a stronger contextualization in the SA and Acts
sub-layers (Table 1).

4 Conclusion & Future (on-going)
research

In our research, we dive deeper into sub-layers of
each BERT encoder layer to localize the contextual-
ization of polysemous words. Using contextuality
measures and PCA, we observe that the contexts
of these words are strongly captured in the Self-
Attention sub-layer compared to the respective Ac-
tivation and Output sub-layers and in higher layers
of BERT. In other words, we find word meaning
transformation to occur strongly in SA and Acts
sub-layer as compared to the Output sub-layers.
We are currently working on exploring these meth-
ods on benchmark WSD corpora (Raganato et al.,
2017) on other contextualized models. Our future
research involves applying Representational Simi-
larity Analysis (RSA) across the sub-layers (Abnar
et al., 2019) to understand if contextualization re-
dundancies exist in these sub-layers.



Limitations

In this work, we are faced with a few limitations.
First, the available WSD benchmark datasets are
not in the format we require and hence, we con-
ducted our experiments with a relatively smaller
dataset, as presented above. Second, with the lim-
ited dataset, all the sentences have a standard struc-
ture for each polysemous word, i.e, each polyse-
mous word is in the second position after the stop-
word ’The’. We are yet to experiment with sen-
tences that have different indices for polysemous
words. Third, we use two different metrics, co-
sine similarity and euclidean distance on a PCA
for understanding the extent of contextualization.
These two metrics have different properties making
them not directly comparable. SubLayerSim mea-
sure helped us in quantifying the contextualization
whereas we used PCA as a visualization technique,
to qualitatively confirm our observations.
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