
Guided docking as a data generation approach

facilitates structure-based machine learning on

kinases
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Abstract

Drug discovery pipelines nowadays rely on machine learning models to explore and

evaluate large chemical spaces. While including 3D structural information is considered

beneficial, structural models are hindered by the availability of protein-ligand complex

structures. Exemplified for kinase drug discovery, we address this issue by generating

kinase-ligand complex data using template docking for the kinase compound subset

of available ChEMBL assay data. To evaluate the benefit of the created complex

data, we use it to train a structure-based E(3)-invariant graph neural network (GNN).

Our evaluation shows that binding affinities can be predicted with significantly higher

precision by models that take synthetic binding poses into account compared to ligand

or drug target interaction models only.
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1 Introduction

The search space for new drugs is vast, and obtaining experimental measurements is time-

consuming and expensive. Computational methods provide an time and cost efficient al-

ternative when searching for novel drug candidates. Drug discovery pipelines can benefit

immensely from molecular machine learning (ML) components. In particular, deep learn-

ing (DL) has increasingly been used to approach a multitude of tasks such as property

prediction,1–4 docking,5,6 and generative modeling.7–9

The success of DL in natural language processing10 and computer vision11 demonstrates

the importance of jointly scaling model capacity and training data quantity. For images,

DALL-E11,12 was trained on ∼ 1×108 text-image pairs, or GPT-310 using ∼ 1×1011 tokens.

Analogously, the potential of DL has been leveraged to some extent on molecular tasks using

the wealth of available compound data alone.13,14 Recent work using transformers15 or graph

neural networks (GNNs)16 showed great promises when pre-training these models on several

millions of unlabeled compounds represented in the SMILES language17 or as 2D molecular

graphs.

However, for molecular ML tasks that study the binding of ligands to potential protein

targets, both the 3D protein structure and information regarding potential ligand binding

poses play a vital role. Models have to capture large chemical spaces and identify complex

protein-ligand interaction networks. The availability of such data – protein-ligand (PL)

complexes with annotated affinity data – is much lower when compared to compound data

– compounds with measured affinity data. PDBBind,18 one of the most used PL-complex

datasets, for example, contains merely 23 496 co-crystallized structures in its current 2020

release. This lack of large scale datasets constitutes a major challenge for approaching PL-

binding tasks with deep learning.

Experimental data for training structure-based DL models Experimental data to

study ligand binding – and thus protein inhibition or activation – comes mainly in two
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flavors: Assay data, primarily binding assays, and protein-ligand complex data, mostly x-ray

structures. In the assay it is measured to what extent a small molecule can down- or up-

regulate a protein’s activity. Such data is comparatively easy to produce, and consequently

such datasets are much larger. The public ChEMBL dataset,14 for example, contains more

than 20 000 000 activities, i.e., compounds-assay measurement pairs (ChEMBL 33). While

the protein data bank (PDB)19 contains over 200 000 experimental structures, only a subset

of those are ligand-bound structures and only a subset of those are annotated with affinity

data (i.e. the PDBBind subset v.2020 with roughly 23 000 entries). Other data sources

are BindingDB20 and Binding MOAD.21 Binding DB contains more than a million binding

measurements, but far fewer protein-ligand crystal structures than the others, i.e., 2823 co-

crystallized structures as of March 2021.22 Binding MOAD contains 41 409 complexes. Note

that as of 2024, the structural data will be integrated in RCSB PDB.21 A more detailed

overview of available datasets beyond structural data and related common methods in the

context of DL-based virtual screening is given by Kimber et al.22

Generally, this emphasizes that more protein-ligand complex data with annotated affini-

ties is needed. The MISATO dataset describes a recent effort to provide larger - compu-

tationally generated - data by adding data from MD simulations and QM calculations to

these empirical data points.23 As of December 2023, this includes 19 443 QM and 16 972 MD

simulations. Other studies investigate into augmenting the structure space using AlphaFold

or homology modelling, with two recent examples from the kinase field.24,25 The KinCo

dataset24 focuses on kinase inhibitors and provides docked poses for 137 778 kinase-ligand

complexes, annotated with bio-activity measurements. The complexes are generated using

blind docking into kinase homology models covering the complete kinome tree. Gorantla et

al.25 recently published a study to investigate the impact of different encodings of the protein

and ligand on predicting binding affinities using the Davis26 and the KIBA27 kinase datasets.

For this study, they generated protein structures, more precisely protein contact maps, us-

ing the tools AlphaFold2, Pconsc4, and ESM-1b. Note that no ligand-bound structures were

3

https://doi.org/10.26434/chemrxiv-2023-prk53 ORCID: https://orcid.org/0000-0002-8957-8807 Content not peer-reviewed by ChemRxiv. License: CC BY-NC 4.0

https://doi.org/10.26434/chemrxiv-2023-prk53
https://orcid.org/0000-0002-8957-8807
https://creativecommons.org/licenses/by-nc/4.0/


generated.

Different data splitting strategies to test model generalizability Further care has

to be taken, when these datasets are used in machine learning. Oftentimes, datasets may be

heavily biased by the lead optimization process. Once a promising compound is found, slight

variants are synthesized and tested to optimize characteristics leading to a highly clustered

dataset. Splitting such data randomly almost necessarily leads to data leakage, i.e., highly

similar ligands appear in both, the training and the test set. It is well-known that such

uniformly random data splits tend to overestimate model generalizability.28 In contrast, a

generalizable model should also be able to reason about examples which are missing highly

similar counterparts in the training data, i.e., they should be insensitive to domain-shifts

to some extent. Thus, evaluating a model across domain-shifts is crucial to understand its

true predictive power better. Therefore, it is advisable to keep similar groupings of samples

between train, validation and test sets separate. There is a variety of ways to define such

groupings for both ligands and receptors. An example in case of small molecules is to consider

molecular scaffolds and classify molecules along those scaffolds,1,2,28 which often is a good

approximation of a temporal split.29 The receptor, i.e. the proteins, can be split similarly

using their amino acid sequence and clustering them by sequence similarity.30

Kinases as model systems Kinases are a prominent protein class, their binding pocket is

well known and a fairly large amount of structural data is available. Kinases are involved in

many diseases, especially cancer, and have thus been well studied over the last years.31 Their

three-dimensional (3D) protein structure has been resolved in over 6372 x-ray structures321

and the binding mechanism is well understood. Kinases are involved in signal transduction,

binding ATP in the catalytic pocket which is located between the N- and C-lobe of the kinase.

To date there are over 82 FDA-approved kinase inhibitors known,33 and most inhibitors bind

competitive to the ATP, i.e., they block the catalytic pocket. KLIFS32 provides an excellent

1This is the number of PDB structures in the KLIFS data base as of Sep. 2023.
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data source for kinase related structural information: A multiple sequence alignment of

the available protein kinases, a binding pocket definition constituted of 85 residues, as well

as many additional information about the bound ligand, interactions and affinities. By

splitting the PDB structures into monomers, KLIFS holds over 13 500 data points for kinase

structures. However, this 3D structural complex data is not as abundant as necessary for

the training of complex, modern machine learning models.

Template docking to enrich 3D training datasets In this work, we are particularly

interested in evaluating the importance of 3D protein-ligand information for machine learn-

ing. We conjecture that even computed protein-ligand complex information is particularly

useful because the binding mode is an explicit part of the data. This way an ML model

should be able to learn more, than it would just from the ligand and/or the protein sequence

alone. Such models, however, are less common mainly due to the data imbalance between

assay data and the amount of available co-crystallized protein-ligand complexes.

A potential remedy explored in this work is the use of guided docking to generate ad-

ditional in silico PL-complex data. In doing so, we restrict the application to the protein

kinase family since the binding pocket is well-conserved across kinases. Our data generation

approach combines structural kinase data from the KLIFS32 database and a curated set of

ligand-kinase activity measurements derived from ChEMBL.14 The kinodata project, assem-

bled from the latter a curated list of ligand-kinase activity pairs, containing over 200 000

entries. The guided docking approach uses a ligand similarity search and template dock-

ing34 to generate the kinodata-3D set, a dataset of roughly 120 000 in silico kinase-ligand

complexes, each annotated with an activity measurement. Schaller et al.35 recently demon-

strated the power of such a docking protocol in a kinase re-docking study. Here, we also use

their generated re-docking data to train an additional model to predict the root-mean-square

deviation (RMSD) of docking poses. This docking quality model is used to filter our dataset

using different quality thresholds.
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E(3)-invariant GNN model using kinodata-3D Using these generated complexes,

we conducted an extensive case study that involves training both a structure-based E(3)-

invariant GNN model and multiple structure-free GNN baselines for binding affinity predic-

tion. Given the docked poses, we predict the affinity, in terms of pIC50 values, known from

the underlying ChEMBL data.

The binding of a ligand to a protein does not depend on their absolute position or rotation

in space. This should be reflected when building machine learning models, more precisely

neural networks that incorporate 3D information. Formally, we say that our network should

be E(3)-invariant where E(3) is the Euclidean group.36 Thus, a model reasoning about a

bound complex should be invariant to rotations and translations. A natural approach is to

drop information on absolute positions and instead focus on relative features. This can be

achieved by restricting the network to only use inter-atomic distances as inputs rather than

the full 3D-structure. For the structure-based model, we implemented an E(3)-invariant

graph neural network (EGNN) that processes the entire docked complex as a point cloud.

We compare its predictive performance to two baseline models: A model that is similar

to GraphDTA37 using a graph isomorphism network (GIN)38,39 for representing ligands and

a sequence-based representation of the binding site, and a GNN with a similar architecture

as our the EGNN barring access to 3D structure. All models are evaluated across both a

pocket sequence-based cold-target and a scaffold-based cold-ligand split, as well as a random

split.

Our results show that our proposed structure-based models make substantially more

accurate predictions on the held-out test data, even in the presence of domain shifts in the

ligand space as simulated through scaffold splits. Our data generation pipeline and our

concrete application thereof are thus important steps towards unlocking the full potential of

structure-based deep learning for the sake of accelerated drug discovery.
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2 Data and methods

Large datasets are crucial to machine learning in general and neural networks in particular.

However there is a limited availability of experimentally resolved co-crystallized structures,

containing both the target protein and the bound ligand. In contrast, assay data is much

more abundant since it can be experimentally generated faster and in higher throughput. To

still leverage this available information for structural models, we explore the use of guided

docking for the generation of ML-scale datasets. We will first introduce the template docking

pipeline used to generate kinodata-3D, then we will introduce the affinity prediction models,

with a focus on the structure-informed E(3)-GNN model. Finally, we propose the data

splitting strategies and evaluation statistics.

2.1 Kinodata-3D: an in silico kinase complex dataset

In this study, we focus on the target class of kinases, where the structural mechanisms are

fairly well-understood. In particular, the ATP-pocket is typically targeted and structural

information, i.e., kinase-ligand complexes, is available in larger amount.

Due to the fact that docking algorithms have difficulties with regard to finding the optimal

position or getting the rank correct, we use structural kinase information from the available

X-ray complexes to guide the docking process in a process called template docking.34

In a nutshell, our pipeline to generate in-silico kinase-ligand complexes consists of the

following steps:

1. Take a compound L with known activity on a kinase K from kinodata2.

2. Find the complex for a similar ligand L′ in the PDB database.19

3. Use the KLIFS entry of the PDB complex with ligand L′ as a template for the ligand

L in the docking run.

2https://github.com/openkinome/kinodata
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Figure 1 provides a schematic overview of these steps, described in more detail below. In

Subsection 3.1, we elaborate further on details such as the reasons, why certain steps in the

pipeline did not succeed for individual data points.

Kinodata assays
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Figure 1: The pipeline for structural data generation. (a) The ligands from kinodata are
used to identify PDB structures with similar co-crystallized ligands. (b) These are used as a
template by the Posit docking algorithm. (c) The resulting poses are filtered by an RMSD
prediction model.

Assay data – kinodata The basis for our docking dataset is publicly available assay data

from Chembl 31,14 from which we source kinase activity data via kinodata3. The kinodata

pipeline in short: A list of 473 protein kinases is assembled by cross-checking other widely

recognized sources on kinases.30,32,40 Next, bioactivity measurements for these kinases were

obtained from ChEMBL via Uniprot IDs. The resulting data was filtered following the steps

suggested by Kramer and colleagues.41,42 The resulting set consists of experimental activity

values for 202 592 kinase-ligand assay pairs, including Ki, Kd, and IC50 values.

Finding a template (Figure 1.a) All kinase-ligand pairs are further processed by search-

ing for an appropriate co-crystallized template complex. For a given kinase-ligand assay

3https://github.com/openkinome/kinodata
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pair, the ligands of all PDB structures for the same kinase (matching via Uniprot-ID) are

searched. The PL-complex with the most similar ligand using a Tanimoto similarity search

over Morgan fingerprints with radius 2 and length 204843 is chosen as a template. For

these template structures, we query the KLIFS database32 for the structure of the adeno-

sine triphosphate (ATP)-binding pocket, defined by 85 residues. Utilizing the pre-processed

structures found in KLIFS, as opposed to the RCSB structures, allows us to leverage the

additional kinase-specific information readily available in KLIFS more easily.

Template docking (Figure 1.b) For the docking itself, we use OpenEye’s OEDocking

tool44 as exemplified in the kinoml4 framework. This docking pipeline employs the Posit

algorithm for template docking34 using default settings. It aims to achieve a close alignment

of the generated ligand pose in the template kinase structure with the identified most similar

known bound ligand. Additionally, the torsion angle strain on the ligand molecule is added

to the optimization objective. In its current form, only the top-scoring docking pose is

returned for each protein-ligand pair. We ran the algorithm for each kinase-ligand pair using

a timeout of 10 minutes and a memory limit of 10GB per docking run. Overall, 34 500

runs exceeded the memory limit while 17 300 reached the timeout. The docking terminated

successfully in 128 000 instances.

Pose quality assessment – RMSD model (Figure 1.c) For docking runs that ter-

minate successfully, we filter the results using ligand (fingerprint) similarity, docking score

(ChemGauss 4), and Posit probability. Posit probability gauges the likelihood of having

found a correct binding pose.

A recent benchmark study35 assesses the RMSD of 39 204 cross-docked ligand poses in

kinases5. We trained a simple neural network on this recent kinase cross-docking benchmark

data to predict the binding pose RMSD – as a surrogate for docking quality – and use it to

4https://github.com/openkinome/kinoml
5Results are available at https://github.com/openkinome/kinase-docking-benchmark.
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categorize the results with thresholds at 2Å, 4Å and 6Å. The lower the value, the better the

docking pose is estimated to be. The lower the value, the better the docking pose is estimated

to be. The model takes as input (1) the Chemgauss 4 score, (2) the Posit probability,34 and

(3) the ligand similarity (Morgan fingerprint). The network consists of two hidden layers of

widths 64 and 32 with ReLU activation functions. For training we used the Adam optimizer

with learning rate 0.001 on batches of size 64 for 200 epochs. The training objective was the

mean squared error loss function. We performed this training once on a random train-test

split with a test set size ratio of 0.2 and finally for the full dataset. The model is used to

filter the dataset according to these predictions.

2.2 Affinity prediction models

(a) DTI (b) CGNN (c) CGNN-3D

Figure 2: Affinity prediction models. We consider two non-structural baselines that make
predictions based on (a) pairs of ligand molecular graphs and pocket-residue sequence pairs,
and (b) the complex graphs where structural information has been removed (Subsection 2.4).
(c) The main GNN utilizes the structural information generated by template-docking in the
form of complex graphs (Subsection 2.3).

To be able to explore the performance gain when using 3D information available from

an in silico dataset of docked complexes, we implemented four different GNN models that

include or exclude complex and structure information, as well as a ligand-based model only

as baseline.
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2.3 E(3)-invariant message passing model using the protein-ligand

complex information

Our main objective was to implement a message passing graph neural network model that

uses the kinase-ligand complex as input, named complex graph here, which is invariant to

rotations and transformations of the complexes.

Complex graphs We model kinase-ligand complexes as heterogeneous, geometric graphs

(point clouds) consisting of n nodes in 3D space, X ∈ Rn×3. Since the binding pocket is

known, we only use this part of the protein. Each node i = 1, . . . , n represents an atom

with atomic number (chemical element) ai ∈ N+, formal charge qi ∈ {−2,−1, 0, 1, 2}, and is

either part of the ligand or pocket. Note, that we do not explicitly model hydrogen atoms

for performance reasons, but instead include an additional node-level feature hi ∈ N+ that

models the number of hydrogens connected to atom i. Pairs of atom nodes (i, j) within the

ligand or pocket may be connected via covalent bonds whose types are encoded as bij ∈ N.

We only consider single-, double- and triple-bonds, encoded as bij ∈ {1, 2, 3}, respectively.

Aromatic bonds are removed through kekulization. All potentially occurring other types of

covalent bonds are pooled into one additional class bij = 4. For atom pairs, which are not

connected by a covalent bond, we set bij = 0. The distance between two atoms is given by

dij = ∥Xi−Xj∥. The graph topology is governed by covalent bonds as well as the structural

information, i.e. the pair-wise atom distances. More precisely

N (i) = {j | dij ≤ dcut ∨ bij > 0} (1)

are the immediate neighbors of node i. Following related work,4,45 the cut-off distance is set

to dcut = 5Å. For computational performance, we limit N (i) to only include at most the

k = 16 nearest neighbors of i. The total number of edges is given by m =
∑

i |N (i)| /2.
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(a) (b)

(c) (d)

Figure 3: Schematic overview of our E(3)-invariant GNN for structural binding affinity
prediction as a 4-step process. (a) Modeling the data (Section 2.3, Complex graphs), (b)
deriving an initial representation (Section 2.3, Featurization), (c) (Section 2.3, E(3)-invariant
message passing), (d) making predictions (Section 2.3, Readout) and training the model
(Section 6).

Featurization Initial node-level features H(0) ∈ Rn×d are derived from atomic numbers,

formal charge and the number of hydrogen atoms, all of which are treated as a categorical

feature and thus are encoded via one-hot embeddings.

Initial edge-level features E(0) ∈ Rm×d consist of categorical bond-types and features

derived from inter-atomic distances. In particular, the distances are embedded via a set of

learnable Gaussian kernels. For further details regarding featurization, see appendix 5.1.

E(3)-invariant message passing Given a complex graph and initial features as described

above, we employ a form of sparse multi-headed attention (SparseMHA) as our message
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passing scheme

H(l+1) = LayerNorm
(
H(l) + MLP

(l)
H (H̃(l))

)
(2)

E(l+1) = LayerNorm
(
E(l) + MLP

(l)
E (α(l))

)
(3)

H̃(l),α(l) = SparseMHA(l)
(
H(l),H(l),H(l),E(l)

)
. (4)

(5)

This operation is repeated across multiple layers l = 0, . . . , L − 1. MLP
(l)
H and MLP

(l)
E

are shallow multi-layer perceptrons (MLPs) that operate on the last dimension of their

respective input tensors, i.e., node- and edge-wise. They both use one hidden layer, sigmoid

linear unit (SiLU)46 as an activation function and have output size d. LayerNorm(·) denotes

layer-normalization.47

Put simply, SparseMHA(·) implements standard multi-headed scaled dot-product atten-

tion,48 but attention between nodes is constrained by the complex graph neighborhoods

(Equation 1). The model only computes and uses attention weights between nodes that are

within cutoff distance of one another or connected by a covalent bond. Exploiting spar-

sity in this way is beneficial mainly due to its lower time- and memory-complexity when

implemented with sparse tensors. For more details see appendix 5.2.

Readout We obtain the binding affinity predictions from the final node representations

via a global sum readout and an MLP with scalar output as

ŷ = MLP

(
LayerNorm

(
n∑

i=1

H
(L)
i

))
. (6)

The MLP has 2 hidden layers and also uses the SiLU activation function. The final prediction

ŷ is E(3)-invariant because H
(L)
i depends only on atomic distances, which themselves are

E(3)-invariant, but on no other structural information.

We will refer to this model, operating on complex graphs and using 3D structural infor-
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mation, with the acronym CGNN-3D, see Figure 3.

2.4 Structure-free baseline models

To evaluate the effect of using docking-based structural information we implement two

structure-free baselines. An ablative model derived from CGNN-3D and a drug target inter-

action (DTI) model.

CGNN-3D ablative baseline For the ablative baseline, we aim to construct a model

that reuses the neural network architecture of CGNN-3D. However, this model should not

have access to structural and docking information such as atom positions or similar ligand

information. As such, the CGNN baseline closely resembles the CGNN-3D model except for

two changes:

1. Neighborhoods for message passing are determined by covalent bonds only, i.e., N (i) =

{j | bij > 0}.

2. The edge featurization resulting in E(0) does not make use of atomic distances.

Note that this implies j /∈ N (i) if j is a pocket-atom and i is a ligand-atom and vice-

versa. Despite this, the model is still able to capture relationships between the ligand- and

pocket-atoms, since the readout module (6) includes all complex-atoms. The hyperparameter

configuration is similar to the CGNN-3D model, as well. This way, the model corresponds

closely to CGNN-3D, only differing in its lack of access to 3D structural information.

DTI model using ligand and protein information independently The ligand’s

molecular graph is encoded using a GIN.38 Atoms and bonds of the molecular graph are

featurized as described in Section 2.3. Final predictions are obtained using the exact same

readout module defined in Equation 6. In parallel to the ligand’s graph, the pocket residue

sequence is processed. Residue types are one-hot encoded and the corresponding sequence is

processed using a shallow transformer-like model.48 The final fixed-size residue sequence and
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ligand representation are concatenated and processed using the readout module defined in

Equation 6. A more detailed, technical description of the DTI baseline is given in appendix

5.

2.5 Data split and cross-validation

When estimating the generalization performance of a data-driven model, the way data is split

into training and test examples plays a crucial role. To better understand the performance

of our models, we implemented three splitting schemes: Random, ligand-scaffold, and cold-

target split.

Cross-validation We do five-fold cross-validation for each model and splitting type. Thus,

we evaluate each model on five distinct random data splits, five distinct scaffold-grouped and

five distinct pocket-grouped data splits.

For the random split, we split the data randomly in five-folds for cross-validation, using

the KFold iterator in scikit-learn.49 In the other two cases, we first find an informed

partitioning of the data into groups and then carry out five-fold cross-validation (GroupKFold

iterator). In all three cases, it is guaranteed that either each sample (random) or each group

is contained in exactly one fold.

Ligand-scaffold partitioning For the ligand-side, we base splits on molecular scaffolds

which are often used for this purpose.1,2,28,29 Intuitively, we group together molecules that

are similar, i.e., that share specific core motifs or scaffolds. More precisely, we group all

docked kinase-ligand complexes by the generic Murcko scaffold50 of their ligands. Figure 4

provides an example of a partitioning arising from the molecular scaffold.

Cold-target partitioning For the kinases, we first group the docked protein-ligand com-

plexes based on their pocket sequences, defined by the 85 KLIFS pocket residues.32 The same

kinase can be found in complex with different ligands, thus, the different instances, i.e., pdb
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Figure 4: A partitioning of a set of molecules using their Murcko scaffolds. Top line, examples
of two molecules of a group, bottom line, generic Murcko scaffold of these molecules.

structures, of the same kinase must be grouped together. To make this partitioning more

robust, i.e., to account for evolutionary similarity between kinases, we further cluster the

unique sequences by similarity. For this, we calculate the sequence similarity using the block

substitution matrix (BLOSUM) similarity matrix,51 derived from comparisons of closely re-

lated protein sequences. The corresponding sequence similarity matrix is used to compute

clusters based on affinity propagation.52 It selects a subset of exemplary data points that

effectively capture the characteristics of the entire dataset and then clusters the remaining

data points based on their closest resemblance to these exemplar points.

3 Results and discussion

3.1 Generated dataset analysis

Losses in the template docking pipeline While the docking pipeline works well for a

large number of kinase-ligand combinations, some steps cause problems for individual cases.

The throughput of all states is schematically illustrated in Figure 5. Our pipeline searches

for the most similar ligand co-crystallized against the same target to be used as template

during docking. The lookup of available co-crystallized PDB structures is the first possible

point of “failure”. On one side, crystal structures are only available for roughly half of the
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kinome, on the other side, even if several structures are available for a kinase, they may

not be bound to a ligand. More precisely, when searching for the kinase Uniprot IDs in

the PDB databank, no structures are returned for 1450 queries (no similar PDB). Next, for

a found most similar co-crystallized kinase structure, we search the entires in KLIFS since

additional meta data is used from there. The matching of PDB structures to KLIFS failed

in 22 264 cases (no KLIFS entry). Causes for aborting the process at this stage are that

the kinase may not be contained in KLIFS due to (i) different definitions of the term kinase

itself (e.g. JAK2 regulatory pseudokinase domain (PDB: 8EX1) or Phosphatidylinositol 5-

Phosphate 4-Kinase (PDB: 7QPN)) or (ii) multiple ligands bound to a kinase, where our

crude approach always picks the most similar ligand, which may not be the one with the

kinase activity (Mitogen-activated protein kinase kinase 1 (PDB: 3ORN), selected ligand:

3OR, KLIFS ligand: ANP). The last step, i.e., the Posit template docking, reached the

timeout 10 minutes in 17 280 cases and the memory limit of 10GB in 34 467 cases. This

leaves us with 127 628 docking poses.

Figure 5: Figure shows the losses of structures during pose generation in the docking
pipeline. From initially 201 142 pairs, we could generate a set of 118 586 complexes compos-
ing kinodata-3D.

Dataset statistics After deduplication with respect to kinase-ligand tuples, the kinodata-

3D dataset encompassing all docked complexes contains 118 577 labeled kinase-ligand pairs.

These labels consist of 102 571 pIC50 values, 9069 pKi values, and 6946 pKd values. Figure 6

shows how the activity measurements are distributed across activity type. The pIC50 values
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are normal distributed in the range of [2,12] — the higher the more active — with a mean

at pIC50 of 7.3, which translates to a high affinity binder with an IC50 of 50nM. Note that

for the remainder of the study, we only used the subset of pairs with available pIC50 values,

due to its quantity. The kinase-ligand pairs consist of ≈ 254 distinct kinases and ≈ 80 000

distinct ligand compounds. Figure 7 illustrates which parts of the kinome tree are covered.
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Figure 6: Distribution of kinodata-3D conditioned on activity.

Clearly, the kinome tree is not covered uniformly, due to differences in therapeutic inter-

est, ease of crystallization or other facts. The focus on certain kinases let to large amounts

of data for single kinases, such as EGFR and PKA (see Figure 7). Note that the issue of

uncharted kinase x-ray structure territory could be overcome by using structural modelling

techniques.24,25 In KinCo, they generated 137 778 kinase-ligand complexes using blind dock-

ing into kinase homology models. While this way, the can cover the complete kinome tree,

the blind docking process might suffer in accuracy. We instead rely on template docking and

only considers kinases with known x-ray structrue from KLIFS.32 Template docking cannot

achieve the same coverage as blind docking but is particularly well-suited to find accurate
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poses in cases where template data is available.35

Figure 7: The kinase tree and the kinase coverage. The size of the circles indicates how many
activities of the given kinase are in the kinodata-3D dataset for predicted RMSD values of
6Å (red), 4Å (yellow), and 2Å (green). Illustration reproduced courtesy of Cell Signaling
Technology, Inc. (www.cellsignal.com).

Docking quality estimation We trained a simple neural network to predict the dock-

ing RMSD on the re-docking kinase dataset containing 39 204 samples by Schaller et al.35

using docking score, posit probability and fingerprint similarity as features, as described

in Subsection 2.1. We apply this additional model instead of using the docking score, the

posit probability, or the ligand similarity only because the correlations between those values

and the RMSD was lower. The Chemgauss docking score, for example, only has a Pearson

correlation6 of approx. 0.10. While the posit probability and the fingerprint similarity have

better correlations, −0.56 and −0.44, respectively, combining all three features in an NN

model gives a much more reliable performance. The Pearson correlation between predicted

6This excludes overflow values of the score.
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RMSD and true RMSD between the pose and the co-crystallized ligand is 0.70. This can be

rationalized by the empirical distributions between the individual features and the RMSD

in Figure 8. The individual distributions tend to be more complex and bimodal. With one

of the modes corresponding to higher quality docking results (i.e. low RMSD values). A

joint model can capture the interplay of these features better and thus provide us with more

reliable predictions.
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Figure 8: The predicted docking RMSD versus the ground truth in Ångstrom on a random
test set and the individual features’ values (Chemgauss4 score, posit probability, fingerprint
similarity) versus the ground truth RMSD. The model was trained and tested on re-docking
data by Schaller et al.35 The Pearson correlation between predicted and true RMSD is
approx. 0.70. Test set performance of the first model with an 80/20 split is illustrated.
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Since we are interested in assessing the impact of data quality on the performance of struc-

tural affinity prediction, we also filter our dataset based on the predicted docking RMSD of

complexes. To this end, we apply the docking RMSD predictor (described in Subsection 2.1)

to all complexes in our dataset.

Figure 9 (a) shows that the data distribution subject to predicted docking RMSD is

bimodal. The RMSD model predicts an RMSD ≤ 2Å for roughly 25% of the data. A

successful docking often is characterized by an RMSD below 2Å.34,53,54 At 4Å, the docked

ligand still tends to cover similar area as the actual ligand pose. We also include the threshold

of 6Å to assess model performance including poses which likely are of poorer quality. Note

that for our DL models, before applying the splitting scheme (see Subsection 2.5), we create

three separate subsets of our data based on an RMSD cutoff of 2Å, 4Å and 6Å. The resulting

subsets consist of 27 595, 50 097, and 95 959 entries, respectively.
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Figure 9: Distribution of kinodata-3D conditioned on predicted docking RMSD.

These only include complexes with a predicted docking RMSD less than or equal to

their associated cutoffs and thus partition our data into (estimated) high-, medium- and

low-quality data subsets. The predicted RMSD is a typical estimate of (re-)docking quality:
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If the RMSD of a docked pose compared to the empirical pose is low, it is most certainly

of higher quality. Conversely, if the RMSD is high, the docked pose deviates more from the

empirical pose and is not as informative wrt. the actual binding modes.

3.2 Binding affinity prediction

Each model is trained and evaluated on five folds (see Subsection 2.5) for each of the three

data subsets – grouped by predicted RMSD – as described above. Data splitting takes place

after the RMSD subset operation. In addition, we restrict the affinity prediction task to

the prediction of pIC50 values since they are the most abundant. The models are trained

to minimize the mean squared error between their prediction and the ground truth activity

using the AdamW55 optimizer. In addition to reporting the performance of all models on

the test splits visually, using boxplots, we conduct statistical tests to assess if the model

performances differ significantly. For further details regarding the training protocol and

statistical evaluation see appendix 6 and 7, respectively.

Type of train-test split highly impacts reported model performance Figure 10

summarizes the test performance of all models in terms of mean absolute error (MAE) and

Pearson correlation. We choose these two performance metrics because Pearson correlation,

as a unit-free measure, is well-suited for judging a model’s generalizability, whereas the

relative difference between two models is more easily detectable in terms of their MAE.

While a Pearson correlation of ρ ≈ 0.72 (Figure 10) on randomly held-out test data

might suggest that the respective model exhibits strong generalization, the metrics observed

on the scaffold split should be considered as more realistic estimates thereof. This overly

optimistic behavior of random splits has previously been shown by several other studies.56–59

All models still generalize fairly well on the scaffold split (ρ ≈ 0.60). On the contrary, the

precision degrades significantly when tested on a sequence-based pocket split (ρ ≤ 0.5 in

almost all cases).
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Predicting binding affinities for novel ligands for a known query kinase seems to be a less

challenging task compared to making predictions for complexes that involve an unknown

kinase. This suggests that, even in the presence of in silico structural information, the

trained models rather capture kinase-specific binding mechanisms.

The CGNN-3D model outperforms baseline models in most set-ups In the scaffold

and random split setting, the structure-based CGNN-3D model achieves the best (lowest)

MAE across the board. Due to the more realistic set-up when using scaffold-splits, the

following discussion will focus on the scaffold splits only. With an average MAE of 0.72

when including good and medium docking results (RMSD ≤ 2Å and 4Å), the CGNN-3D

makes, on average, substantially more accurate predictions than both structure-free baseline

models. In both these settings, our statistical analysis provides significant p-values (see

Section 7). In comparison to the DTI baseline (mean MAE of 0.78), the improvement

relative to the ablated CGNN baseline is slightly higher, at around 0.80 (for RMSD ≤ 4Å).

This suggests that the specific choice of architecture and parameterization also matters.

Using docked poses of higher estimated quality (RMSD), the observed improvement, both

in terms of correlation and MAE, is much stronger. These observations support the main

hypothesis that in silico structural information can be useful for training structure-based

machine learning methods.

Our results stand out from other works such as recently published by Gorantla et al.,25

in which the authors observe no significant difference between DTI models with and without

access to structure-based protein encodings. The key advantage of CGNN-3D over their

structure-informed DTI models is access to structural information that directly relates lig-

ands and kinases in the form of predicted complexes. Their approach is similar to comparing

our DTI model to the ablative CGNN model, where we see no clear difference. Our improved

CGNN-3D results suggest that going one step further in generating joint protein-ligand con-

formations can indeed aid machine learning. The key advantage of CGNN-3D over their
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DTI models is access to structural information that directly relates ligands and kinases.

Note that in the pocket split setting, where all methods exhibit relatively poor perfor-

mance, the DTI baseline model tends to perform better, regardless of the RMSD cut-offs.

DTI CGNN CGNN-3D

2 4 6
0.6

0.7

0.8

0.9

1.0

1.1

1.2

Te
st

 M
A

E

Random split

2 4 6

Scaffold split

2 4 6

Pocket split

2 4 6
Estimated RMSD; cutoff [Å]

0.2
0.3
0.4
0.5
0.6
0.7

Te
st

 P
ea

rs
on

 C
or

r.

2 4 6 2 4 6

Figure 10: Model performance for different split types and RMSD-based data subsets. Test
mean absolute error, Pearson correlation between ground truth and predicted test activity.
Each dot represents one tested model.

4 Conclusion and future work

This work is a step towards unlocking the full potential of structure-based deep learning for

drug design with focus on kinase-related tasks. Our main contributions are (i) increasing

the training data quantity by a computational complex data generation approach, and (ii) a

concrete show case on how using this structural data improves model performance compared

to structure-free baselines. Based on the structural kinase database KLIFS and publicly
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available assay data sourced from ChEMBL, we generated kinodata-3D: a large dataset

(∼ 1 × 105) of labeled, docked ligand-kinase complexes. In order to evaluate its utility, we

conducted a rigorous evaluation, training a structure-based DL model, i.e. an E(3)-invariant

GNN, as well as multiple structure-free baselines on the task of binding affinity prediction.

We found that access to the in silico 3D-structures provided by kinodata-3D is beneficial to

the training of structure-based GNNs. This benefit persists in case of ligand-space domain-

shifts, whereas results for out-of-domain kinases are less conclusive. Our evaluation also

underpins the evident assumption that the benefit scales with the quality of docked poses.

Thus, we can expect the utility of our data generation approach to grow together with the

ability of docking tools to find accurate ligand poses.

In considering future avenues for our project, several possibilities emerge for enhancing

the dataset and extending its applications. One promising direction involves augmenting the

dataset by retaining multiple docking poses for each protein-ligand pair. Furthermore, the

dataset could be expanded to encompass non-binders and their corresponding decoy poses,

presenting an opportunity to significantly enhance machine learning models and mitigate

the risk of learning spurious patterns.

Another prospective avenue involves applying the dataset to different machine learning

models, with a particular focus on generative models. Leveraging the 3D information con-

tributed by docking, these models could be utilized for ligand generation. Additionally, the

evaluated affinity prediction model opens up possibilities for future research, such as apply-

ing explainability methods to gain insights into the specific ligand features contributing to

high affinity and the underlying binding mechanisms. This way, one could gain insights on

which parts of ligands contribute most to high affinity and which binding mechanisms are

exploited. Both these directions offer valuable opportunities to broaden the pool of can-

didate ligands, providing a complementary approach to traditional screening pipelines that

primarily rank known compounds.

In order to enable other researchers to leverage our insights and data more easily, we
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made the dataset and all code freely available. This way, the kinodata-3D dataset can also

be used for training other DL-models, such as an ongoing kinase-specific generative models

that use pocket information for ligand generation building on the KinFragLib.60

Summarizing, our study underscores the enhancement in predicting binding affinities

achieved by incorporation synthetic binding poses. This opens avenues for future studies to

scale up the incorporating of structural information in DL models and by that the accuracy.

Data and Software Availability

The kinodata-3D generation pipeline is available on Github 7. The raw kinodata-3D dataset

containing all docked complexes is published through Zenodo 8. Our code used to preprocess

the data into a form amenable to machine learning and for training as well as evaluating

the binding affinity models is hosted in a separate Github repository 9. For the sake of

guaranteed reproducibility, we also publish the exact preprocessed version of kinodata-3D

and data splits used in the training and evaluation of our models, also on Zenodo 10.
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5 CGNN-3D description

5.1 Node and edge featurization

Node featurization Atomic numbers, formal charge and the number of hydrogens per

atom, i.e. node, are each one-hot encoded and then concatenated, resulting in a vector zi.

H
(0)
i = W⊤

h zi is the result of applying a learned linear transformation Wh.

Edge featurization Inter-atomic distances are embedded via a set of Gaussian kernels,

i.e.,

d′
ij = (g1(dij), . . . , gd(dij))Wd ∈ Rd

where gk(x) =
exp(−(x− µk)2)

σk

,

and µ, σ ∈ Rd and Wd ∈ Rd×d are trainable parameters. The values in µ are initialized

linearly spaced between 0 and dcut. σ is initialized to contain ones. Finally, given one-hot

encoded bond types bij,

E
(0)
ij = W⊤

b bij + d′
ij

where Wb is also a learned linear transformation.

5.2 Sparse multi-headed attention

SparseMHA has two outputs, n value-aggregations, i.e., the standard output of self-attention,

and the corresponding unnormalized attention weights across all H attention heads

H̃(l),α(l) = SparseMHA(l)
(
H(l),H(l),H(l),E(l)

)
where H̃(l),α(l) ∈ Rn×d,Rn×n×H .
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These are calculated as

H̃
(l)
i =

H∑
h=1

∑
j∈N (i)

ω(h,l)
(
H

(l)
i ,H

(l)
j ,E

(l)
i,j

)
ϕ(h,l)

(
H

(l)
j

)
(7)

α
(l)
ij =

(
w

(1,l)
ij , . . . , w

(H,l)
ij

)
(8)

where

ω(h,l)
(
H

(l)
i ,H

(l)
j ,E

(l)
i,j

)
=

exp(w
(h,l)
ij )∑

k∈N (i) exp(w
(h,l)
ik )

(9)

ϕ(h,l)(H
(l)
j ) = V

(h,l)
j (10)

w
(h,l)
ij =

Q
(h,l)
i

(
K

(h,l)
j + B

(h,l)
i,j

)⊤
√

d/H
(11)

Q(h,l), K(h,l), V (h,l) = H(l)W
(h,l)
Q ,H(l)W

(h,l)
K ,H(l)W

(h,l)
V (12)

B(h,l) = E(l)W
(h,l)
B . (13)

Equations 11 and 13 show how we use edge-representation E(l) to bias the scaled-dot product

attention mechanism.

The linear projections W
(h,l)
Q ,W

(h,l)
K ,W

(h,l)
V ∈ Rd× d

H and W
(h,l)
B ∈ Rd× d

h used to compute

queries, keys, values and attention biases within each attention head h = 1, . . . , H, are learn-

able parameters. We assume that the model dimension d is evenly divisible by the number

of heads H. Our implementation never materializes the full n by n edge-representation

tensor, or attention-weight matrix, but works entirely with sparse coordinate-format matri-

ces/tensors instead.

5.3 DTI baseline details

The DTI baseline consists of two components: a GIN to encode the molecular ligand graph

and a transformer for the pocket residues.
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Ligand GIN The ligand GIN receives the same H(0) and E(0) (restricted to the ligand

molecular graph) as input, as the ablative CGNN model. One GIN message passing layer

then carries out the operations

H(l) = LayerNorm
(
H(l−1) + H̃(l−1)

)
H̃

(l−1)
i = MLP(l)

H
(l−1)
i +

∑
j∈N (i)

ReLU
(
H

(l−1)
j + E

(0)
i,j

) .

Row-wise layer normalization is added for the sake of a fairer comparison to the CGNN-*

models.

Residue transformer All pocket sequences considered in this paper are made up of 85

residues. For the DTI baseline we represent them using a fix residue dictionary of size c and

one-hot encoding as a matrix XP ∈ R85×c. The residue transformer applies an initial linear

transformation W0 ∈ Rd×c and adds learned positional encodings WP ∈ R85×d resulting in

an initial sequence representation

H
(0)
P = XPW

⊤
0 + WP ∈ R85×d.

One layer of the residue transformer carries out the operation

H
(l)
P = LayerNorm

(
H̃

(l−1)
P + MLP(l)

(
H̃

(l−1)
P

))
H̃

(l−1)
P = MHA

(
H

(l−1)
P

)

where MHA(·) denotes multi-headed self attention.48
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DTI baseline The DTI baseline uses a L′-layer residue transformer as described above

and uses the ligand GIN. Its predictions are obtained as

ŷ = MLP

(
LayerNorm

(
n∑

i=1

H
(L)
i ∥

85∑
i=1

H
(L′)
Pi

))

where ∥ denotes concatenation, resembling the readout module as defined in Equation 6.

6 Model training

All models were implemented in PyTorch61 and PyTorch Geometric.62 The training and

evaluation pipelines were implemented using PyTorch Lightning.63 Models are trained to

minimize the mean squared error (MSE) between predicted and ground truth affinities via L2-

regularized stochastic gradient-based optimization as implemented by the PyTorch version

of the AdamW55 optimizer. During training, we monitor the validation loss on a randomly

held-out subset of the training data. If it does not improve for Mdecay epochs, we decrease

the learning rate by a fixed factor. If it does not improve for Mstop > Mdecay epochs, we

stop the training early. Our hyperparameter choices are fixed across all experiments and are

documented in Table 1.
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Table 1: Model and training hyperparameters.

(a) Training hyperparameters

Related symbol Descr. Value
- Optimizer AdamW55

- Learning rate (LR) 1 × 10−4

- Weight decay 3 × 10−6

- Batch size 128
Mdecay LR decay patience (# epochs) 10
- LR decay factor 0.9
Mstop Early stopping patience (# epochs) 20
- max. # training epochs 300

(b) CGNN-* hyperparameters

Related symbol Descr. Value
d # hidden channels 256
L, SparseMHA(·)(l) # message passing layers 3
H # attention heads 8

MLP
(l)
E (·), MLP

(l)
E (·) # hidden layers 2
(c) DTI hyperparameters

Related symbol Descr. Value
d # hidden channels 256
L # GIN message passing layers 3

MLP(l)(·) # hidden layers 2
d # hidden channels 256
L′ # residue transformer layers 3

7 Statistical analysis

We test whether the differences between the CGNN-3D model and the non-structural base-

lines are statistically significant. To this end, we consider the observed test MAE as a

dependent variable in a series of experiments. The combination of a particular split type

and RMSD cutoff value corresponds to one of nine experiments with five subjects (one for

each CV fold). The model under evaluation on a CV fold is treated as a within-factor.

All results presented in this section are computed using the Pingouin Python package.64

General impact of model type We first conduct a repeated measures analysis of variance

(ANOVA)65 for each experiment to assess if the type of model used has a significant effect on
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Table 2: Adjusted p-values of repeated measure ANOVA testing for the effect of model type
on test MAE.

Split Type

RMSD cutoff [Å] Random Scaffold Pocket

2 0.0655 0.015 0.0419
4 0.0001 0.0109 0.0454
6 0.006 0.3695 0.69

the test MAE in general. Each ANOVA tests the null hypothesis that the mean test MAE is

equal for all levels of the model factor. Since our test MAE data grouped by model type does

not satisfy the sphericity66 property required for ANOVA, p-values are adjusted using the

Greenhouse-Geisser method.67 We account for the multiplicity of our tests by additionally

correcting p-values using the Bonferroni-Holm method.68 The final adjusted ANOVA p-values

are reported in Table 2.

Pairwise comparison post-hoc tests Aside from the general effect of model type, we

also want to directly compare pairs of models. To this end, we conduct pairwise comparison

t-tests65 with Bonferroni-Holm correction within an experiment, for all combinations of split

type and RMSD cutoff value. The resulting p-values are reported in Figure 11. Notably, we

find a statistically significant difference (p < 0.05) between CGNN-3D and both baselines in

the (Scaffold split, RMSD ≤ 2Å) and (Scaffold Split, RMSD ≤ 4Å) setting.
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Figure 11: p-values for pairwise comparison tests. We test if the mean MAE of model A
and B come from the same distribution with a one-sided alternative that tests if the MAE of
model A is less than the MAE of model B (model A is better than model B in this particular
metric).
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8 Acronyms

3D three-dimensional

ANOVA analysis of variance

BLOSUM block substitution matrix

DTI drug target interaction

EGNN E(3)-invariant graph neural network

GNN graph neural network

MLP multi-layer perceptron

NN neural network

ML machine learning

RMSD root-mean-square deviation

DL deep learning

ATP adenosine triphosphate

GIN graph isomorphism network

MAE mean absolute error

MSE mean squared error

SiLU sigmoid linear unit
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