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Abstract. In the evolving landscape of healthcare, personalized Arti-
ficial Intelligence (AI) systems are vital for patient-centered care. How-
ever, patients facing health challenges often struggle with cognitive limi-
tations, leading to incomplete or biased data that hinders their decision-
making abilities. To address this issue, this research in progress explores
the concept of Artificial Mental Models (AMM) within healthcare AI
systems. AMMs are meta-representations of patient mental models, cap-
turing their understanding and assumptions about therapy and rehabil-
itation processes. We present a research design for investigating AMMs
in healthcare AI systems that adopts a Design Science Research (DSR)
approach consisting of four iterative phases: elicitation, individualiza-
tion, action, and transfer. In the elicitation phase, discrimination-free
basis models are generated through web scraping and synthetic patient
data. The individualization phase fine-tunes AMMs for individual pa-
tients by incorporating diverse data sources. The action phase integrates
AMMs into AI systems and evaluates their real-world impact. The trans-
fer phase applies the resulting framework to support therapy decisions
for patients with compromised decision-making abilities. This research
aims to enhance therapy outcomes and patient care while advancing the
understanding of mental models in healthcare.

Keywords: Artificial mental models · Healthcare AI systems · Design
Science research · Patient-centered care.

1 Introduction

In the rapidly evolving domain of healthcare and well-being, adaptive and per-
sonalized Artificial Intelligence (AI) systems have emerged as pivotal enablers
of patient-centered care. These systems promise to deliver support tailored to
individual patient needs by harnessing detailed insights into user behaviors and
situational contexts [21, 34, 4, 25]. But, patients grappling with illness, pain, or
therapeutic risk decisions, exhibit cognitive limitations. Such limitations often
lead to the generation of incomplete, inaccurate, or biased data, severely un-
dermining patients’ ability to engage in informed decision-making, comprehend
complex medical narratives, or articulate their symptoms and concerns effec-
tively [33, 26, 9, 8]. Acknowledging the critical impact of these cognitive barriers,
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it becomes imperative to leverage AI healthcare systems designed to mitigate
these gaps, thereby ensuring the provision of care that is optimally aligned with
each patient’s unique needs and circumstances [21, 34]. Understanding the dy-
namics of mental models [29] in therapeutic contexts and their application in re-
lated AI systems presents a novel avenue for enhancing patient care and therapy
outcomes. Mental models serve as cognitive frameworks, enabling individuals to
interpret their surroundings and anticipate system behaviors [18]. Unlike static
knowledge repositories, these models are fluid, continually shaped by experiences
and interactions. Related work emphasizes the importance of accurately captur-
ing and understanding these models, particularly within therapeutic settings [15,
11, 28, 2]. The challenge lies in eliciting and conceptualizing these mental models
to create a meta-representation that encompasses the patient’s understanding
and assumptions about their therapy and rehabilitation process [19, 23, 5, 17].
Our research in progress aims to explore the utility of those meta-representations
of mental models called artificial mental models (AMM) within healthcare AI
systems to bolster patient support in making informed decisions under conditions
characterized by uncertainty and risk. To address the aforementioned challenges,
this paper presents a comprehensive research design for eliciting, individualiz-
ing, and integrating AMM into healthcare AI systems, with a focus on improving
therapy outcomes and patient care. The research design adopts a Design science
research (DSR) methodology [31], outlining a multi-phase research design with
iterative build and evaluate cycles, each aimed at refining the conceptualization
and application of AMM within healthcare AI systems. By systematically re-
viewing mental models in therapeutic contexts and employing advanced AI and
machine learning techniques, this research intends to contribute to the evolving
field of AI in healthcare [21, 34, 4, 25]. The iterative design process, informed by
both technical and subject-based experiments, aims to create bias-free, patient-
centric models that reflect the complex realities of rehabilitation and therapy.
We will focus on two use cases: (1) enhancing post-knee/hip surgery rehabilita-
tion outcomes and (2) providing decision support for therapy options to patients
with compromised decision-making capabilities, such as those suffering from de-
mentia. As a result, we intend to enhance the efficacy of AI-supported therapies
but also to advance the understanding of mental models in healthcare, paving
the way for more personalized and effective treatment strategies.

2 Mental Models

Mental models are dynamic ’working models’ [6, 18] that serve as cognitive frame-
works that individuals construct to understand and interact with complex, dy-
namic systems. They are not static repositories of knowledge but are continually
evolving as they are shaped by experiences and interactions [19]. In therapeu-
tic contexts, recognizing the plurality of stakeholder’s perceptions, values, and
goals is a key aspect of effective therapy. Each stakeholder brings a unique mental
model to the table, influenced by their background, values, and personal objec-
tives. Understanding these various mental models is crucial as it can inform the
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development of AI systems that enhance effective therapies, support improved
decision-making processes, and help to identify and rectify patients’ knowledge
limitations and misconceptions. According to Norman (1983) the complex, dy-

Fig. 1. Research design for investigating Artificial Mental Models (AMM) in healthcare
AI systems

namic systems patients are interacting with can be defined as the target system
(t), i.e., the surrounding physical system a patient is facing in a rehabilita-
tion situation. This system does not exist in isolation; rather, it is ensconced
within the broader context of the patient’s environment [29]. The conceptual
model of target system (C(t)) is an appropriate representation of the physical
system (accurate, consistent, complete). The unknown patient’s mental model
of the target system (M(t)) reflects her beliefs about the physical system and
allow the user to understand and to anticipate the behavior of t. The mental
model naturally evolves through interaction with the target system. As M(t) is
unknown, we need to anticipate the patient’s mental model in form of a con-
ceptualization of that mental model C(M(t)); means a model of the M(t). This
meta-representation strives to encapsulate the relevant components of a patient’s
belief system about the target system. To elicit the constructs of these models,
it is imperative to engage directly with patients. This necessitates conducting
psychological experiments and meticulous observations to capture the nuances
of the patient-system interaction. But, the process of eliciting this internal repre-
sentation C(M(t) is a critical initial challenge. Most current procedures operate
under the premise that a meta-representation of an individual’s mental model
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can be visualized as a network of concepts and relationships. For instance, the
Conceptual Content Cognitive Map (3CM) method [20] is designed to directly
elicit a network representation of a mental model from an interviewee through a
diagrammatic interview. Indirect elicitation techniques, conversely, involve the
researcher reconstructing the network from oral or written responses; e.g., by
applying fuzzy cognitive maps [12, 13, 3]. This endeavor raises several method-
ical questions, particularly concerning the relative strengths and weaknesses of
direct versus indirect C(M(t)) elicitation and the specific techniques used, e.g.,
missing handling of the dynamic and evolving character of mental models [6,
18]. Furthermore, the distinction between ’espoused theories’ — what patients
claim they believe—and ’theories in use’—how they actually behave—is cru-
cial. Understanding whether the elicited meta-representation C(M(t)) reflects
the patient’s stated beliefs or their practical application is vital [1]. Discrepan-
cies between these can explain the often-observed conflicts between mental and
behavioral models [19]. Since mental models are assumed to underpin reason-
ing, decision-making, and behavior, it is often the ’theory-in-use’ that is of most
interest.

3 Research Design for Investigating Artificial Mental
Models

For handling the aforementioned challenges in elicitation of artificial mental
models C(M(t)), we specified a research design according to Design Science
Research (DSR) [16, 32] covering four iterative build & evaluate cycles framing
four main phases - elicitation, individualization, action and transfer – in
form of a multi-phase process model indicating input and outpoint points for
the healthcare AI system as well as planned publications (cf. Fig. 1). DSR is
an approach commonly used in various fields such as information systems, engi-
neering, and applied sciences to create and evaluate artifacts intended to solve
identified problems. The design process is iterative, involving cycles of devel-
opment, testing, and refinement. Within each cycle, an artifact is created and
evaluated (cf. Fig. 1) [30]. This artifact can be a model, a method, a framework,
or a technology (prototype). For evaluation of artifacts, we will employ various
methods, such as technical experiments, subject-based experiments, prototyping,
action research or case studies. Emphasizing the generation of new knowledge,
the research design includes not only insights about the specific artifact created
but also contributions to theories and practices in the field, providing valuable
insights for future research and practice (publications) (cf. Fig. 1). The outcome
of this work is thus twofold: practical, problem-solving artifacts and advance-
ments in scientific knowledge through results gained in the build and evaluation
cycles.

3.1 Elicitation Phase

Objective of the elicitation phase is the generation of a discrimination- and bias-
free domain-specific basis model C(M(t)) in the domain of knee rehabilitation
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(use case 1) (cf. Fig. 1). This phase involves a systematic literature review (SLR)
on patients’ mental models. For eliciting such a meta-representation of a patient’s
mental model, indirect observation of patients will be applied by using a twofold
scraping approach for building a large dataset. Once open user forums, social
media and channels with related topics like rehabilitation, knee surgery, physical
therapy etc. will be scraped (focus: Germany according to special features of
healthcare system). Here, we will use libraries such as tweepy3, beautifulSoup4,
scrapy5 for web scraping. Additionally, synthetic patient communication data
will generated by usage of Large Language Models (LLM) (ChatGPT); “Take
the role of a patient after knee surgery: How do you feel today?” Driven by
specified hypotheses and a conceptualization of the target system (C(t)), means
a conceptual model of rehabilitation situations, the resulting dataset is used for
training of a basis model. For building this model, an open foundation model
like BLOOM6, Mistral7B7 or Falcon8 will be used. For ensuring fairness and
mitigating bias in the basis model, discrimination and bias checks are planned.
Here a combination of methods will be investigated, for instance, counterfactual
fairness testing [22], adversarial debiasing [24], fairness metrics such as equality
of opportunity [14] or demographic parity [36], and interpretability [10]. The
resulting artifact – a discrimination- and bias-free domain-specific basis model -
will be evaluated in a technical experiment, e.g., an ablation study.

3.2 Individualization Phase

The individualization phase intends to use the basis model for building and fine-
tuning an artificial mental model (AMM) for an individual patient X (cf. Fig.
1). For training the model, curated data like medication, rehabilitation therapy
plans, data on injury, surgical procedure and duration, complications, as well
as non-curated data like movement data, sleep, fitness status etc. partially pro-
vided by the AI system have to be integrated. A further data component will
be pain assessment by patient X. Here a multimodal approach will be employed
to measure pain, combining both subjective and objective measures to gain a
comprehensive understanding of the patient’s experience, e.g., self-reported pain
scales (e.g., Visual Analog Scale (VAS) [7], Wong-Baker FACES Pain Rating
Scale [35]); behavioral and physiological indicators like body movements, vocal-
izations, heart rate, sweating; and pain diaries. When training the AMM diverse
hypotheses on optimal architecture design will be investigated in this phase,
namely the decision for training one model versus a collection of orchestrated
models [27]. The resulting artifact – an AMM for patient X - will be evaluated
in a technical experiment (e.g., ablation study) as well as a subject-based exper-

3 https://docs.tweepy.org/en/stable/api.html
4 https://pypi.org/project/beautifulsoup4/
5 https://github.com/scrapy/scrapy
6 https://bigscience.huggingface.co/blog/bloom
7 https://huggingface.co/mistralai
8 https://huggingface.co/tiiuae/falcon-40b
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iment in form of a pre-study involving patient X and the AMM in preparation
for the upcoming action phase.

3.3 Action Phase

Objective of the action phase is the integration of the model into a prototype
of an AMM-powered AI system in healthcare and its evaluation by means of
an action research approach (cf. Fig. 1). Means, the use of the prototype in the
real-world rehabilitation situation of patient X as part of a research intervention,
evaluating its effect on the real-world situation. For the experimental setting a
kind of A/B test is planned with focus on the anticipation respectively prediction
of (1) pain in a therapy unit, and (2) the therapy progress. The predictions of
(1) and (2) are generated in two variants; (A) by patient X, and (B) by the
AMM. For ground truthing, predictions are mirrored with a subsequent actual
pain assessment by patient X in a therapy unit as well as actual assessment of
therapy progress by patient X and the therapist. Objective of the study is to
evaluate the overlapping of predictions of patient X and the AMM in concrete
cases as well as their accuracy with respect to ground truth.

3.4 Transfer Phase

Within the transfer phase results of previous phases are transferred to use case
2 describing therapy decision support for patients with compromised decision-
making abilities (e.g., dementia) (cf. Fig. 1). Therefore, a framework on patients’
mental modeling is specified including elicitation and individualization processes
and the architectural design of AMM determined from the build & evaluate
cycles 1-3. The framework is evaluated by means of a case study supported
by an expert evaluation. In a planned cooperation with the German Center for
Neurodegenerative Diseases (DZNE), the experiment is prepared with respect to
constraints of the new domain with respect to elicitation and individualization of
AMMs. Within the case study, the framework is applied in the domain of therapy
decision support for dementia patients (use case 2). Results and implications are
cross-checked in an expert evaluation for assessing the framework by one or more
experts.

4 Contribution and Limitations

The research in progress presented in this paper contributes to the evolving
field of healthcare AI systems by addressing critical challenges in personalized
patient care. In contexts characterized by uncertainty and risk, e.g., therapy
decision-making for patients with compromised cognitive abilities, improved de-
cision support can be provided by using AMMs. The adoption of a DSR method-
ology facilitates the stepwise refinement of conceptualization and application of
AMMs in healthcare AI systems through multiple build and evaluate cycles
and multimodal data integration. Thus, the creation of bias-free, patient-centric
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models is enabled that reflect the complexities of rehabilitation and therapy.
Nonetheless, there are limitations. The process of eliciting and individualizing
AMMs from patients presents significant challenges as the accuracy and com-
pleteness of elicited models may be influenced by factors such as patient vari-
ability and data quality. While the action phase includes real-world evaluation
of AMM-powered AI systems, the scope of evaluation may be limited to spe-
cific use cases such as post-surgery rehabilitation and therapy decision support
for dementia patients. Generalizability to broader healthcare contexts or diverse
patient populations may require additional validation and testing. Here, imple-
menting AMM-powered AI systems in broader healthcare settings necessitates
interdisciplinary expertise and resource-intensive efforts from data collection and
model training to system deployment and evaluation. Last, challenges related to
algorithmic fairness, interpretability, and privacy in AMM development remain.
Besides acknowledging the importance of fairness metrics and bias checks, ongo-
ing monitoring and adaptation in AMM development, training and inferencing
is required to address emerging ethical concerns.

5 Conclusion and Future Work

This research in progress paper explored the concept of Artificial Mental Models
(AMM) within the realm of healthcare AI systems, emphasizing their poten-
tial to enhance patient support and improve therapy outcomes. We presented
a research design based on a systematic Design Science Research (DSR) ap-
proach covering phases of elicitation, individualization, action, and transfer for
developing and evaluating AMMs tailored for specific healthcare use cases. The
approach starts with the elicitation of domain-specific basis models, devoid of
discrimination and bias, and advanced towards the individualization of these
models towards concrete patient needs. The action phase intends to demonstrate
the practical application and efficacy of AMMs in real-world rehabilitation sce-
narios. The transfer phase is designed to further validate the adaptability and
scalability of the resulting framework in further therapy contexts.Looking ahead,
the proposed research design will be applied in a research project (2024 - 2026)
covering a multitude of directions for future exploration and refinement. A pri-
mary focus will be on expanding the scope of AMMs to encompass a broader
spectrum of healthcare domains, thereby amplifying their impact across diverse
patient demographics and conditions. Additionally, we aim to explore the en-
hancement of AMM interpretability and transparency. As these models become
more intricate, ensuring that they remain understandable and accountable to
healthcare professionals and patients alike is imperative. This includes develop-
ing methods for explaining model decisions and predictions in a manner that
is accessible and meaningful to non-technical stakeholders. Finally, collabora-
tive efforts with healthcare practitioners, patients, and regulatory bodies will be
essential in refining and validating AMM frameworks.
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