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Abstract—Cell-free massive multi-input multi-output (MIMO)
has recently gained a lot of attention due to its high potential in
sixth-generation (6G) wireless systems. The goal of this paper is to
first present a unified modeling for massive MIMO, encompassing
both cellular and cell-free architectures with a variable number of
antennas per access point. We derive signal transmission models
and achievable spectral efficiency in both the downlink and
uplink using zero-forcing and maximal-ratio schemes. We also
provide performance comparisons in terms of per-user and sum
spectral efficiency.

I. INTRODUCTION

Cell-free massive multi-input multi-output (MIMO) [1] has

recently garnered much attention in both academia and indus-

try due to its high potential for 6G and beyond [2]. There are

no cells or cell boundaries. Instead, a multitude of distributed

access points (APs) simultaneously serve a relatively smaller

user population over the same time-frequency resource. This

approach ensures uniform quality of service for all users, ef-

fectively addressing the issue of under-served areas commonly

encountered at the edges of conventional cellular networks [3].

Various aspects of cell-free massive MIMO, including re-

source allocation [4], power control [5], pilot assignment [6],

energy efficiency [7], channel aging [8], backhaul constraints

[9], multi-carrier transmission [10], and scalability [11], have

been studied. Nevertheless, the existing literature lacks a direct

and comprehensive comparison between cellular and cell-free

massive MIMO systems, with the exception of the works

conducted by Yang and Marzetta in [12] and by Björnson

and Sanguinetti in [13], [14]. The former considers maximal-

ratio precoding in the downlink of cell-free massive MIMO

with single-antenna APs, while the latter focuses on the uplink

transmission of cell-free massive MIMO. Furthermore, prior

research on cell-free massive MIMO predominantly focuses

on a system model featuring either a single antenna or a

fixed number of antennas per AP, leaving an unaddressed gap

regarding modeling for cell-free systems that accommodate a

variable number of antennas per AP.

To fill this gap, this paper aims to provide a unified modeling

for massive MIMO with a flexible number of antennas per AP.
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This model covers both the cellular case, if all antennas are

co-located at a single base station (BS), and the cell-free case,

where antennas are distributed over multiple APs. Both the

downlink and uplink transmission with the aid of zero-forcing

and maximal-ratio schemes are considered. Performance com-

parisons in terms of per-user and sum spectral efficiency (SE)

are given to provide some insightful hints on the design of

efficient massive MIMO architecture.

The main innovations of this paper are:

• We provide unified modeling for massive MIMO with a

variable number of antennas per AP. It is applicable for

either cellular massive MIMO where all antennas are co-

located at a single BS or cell-free massive MIMO with

single-antenna or multi-antenna APs.

• We describe the signal transmission models for zero-

forcing and maximal-ratio approaches in both downlink

and uplink and derive their achievable SE accordingly.

• We numerically compare cellular and cell-free architec-

ture in diverse settings (different precoding, detection,

power control, and channel knowledge) to give insights

on how to design an efficient massive MIMO system.

• We provide a simple power control scheme for cellular

massive MIMO, achieving optimal max-min performance

with low complexity.

II. SYSTEM MODEL

We build a generalized model for cellular/cell-free massive

MIMO, where M antennas serve a few K ≪ M single-

antenna user equipment (UEs) over an intended coverage area.

These service antennas are distributed over NAP APs, where

1 6 NAP 6 M , and each AP is equipped with Nt antennas.

Going beyond previous works, the number of antennas per

AP in our model is flexibly variable, ranging from Nt = 1 to

Nt = M . This generalized model covers two special cases –

cellular massive MIMO relying on a single (i.e., NAP = 1)

base station (BS), and typical cell-free massive MIMO with

NAP = M distributed single-antenna APs, as shown in Fig.1.

A central process unit (CPU) controls all APs through a

fronthaul network in the cell-free architecture, allowing it to

act as a collocated antenna array.

The channel coefficient between antenna m, ∀m =
1, . . . ,M and UE k, ∀k = 1, . . . ,K is modeled as a cir-
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Fig. 1. The unified model for cellular/cell-free massive MIMO, where M antennas are distributed over NAP APs. If NAP = 1, it stands for cellular massive
MIMO relying on a single base station, as the leftmost diagram shows, while typical cell-free massive MIMO with NAP = M distributed single-antenna
APs is shown in the rightmost diagram.

cularly symmetric complex Gaussian random variable, i.e.,

gmk ∈ CN (0, βmk), where βmk stands for large-scale fading

including path loss and shadowing. To minimize the significant

overhead of downlink pilots, which scales with the number

of service antennas, time-division duplex (TDD) is applied.

Under the assumption of block fading, each coherent interval

is divided into three phases: uplink training, uplink data

transmission, and downlink data transmission. During uplink

training, UEs transmit orthogonal pilot sequences to acquire

instantaneous channel state information (CSI). Unlike multi-

cell systems, pilot contamination is avoidable by increasing

the length of pilot sequences. Hence, we can neglect it for

simplicity. Conducting minimum mean-square error (MMSE)

estimation [1], we get ĝmk ∈ CN (0, αmk) with αmk =
puβ

2
mk

puβmk+σ2
n

and the estimation error g̃mk = gmk − ĝmk ∈
CN (0, βmk − αmk), where pu and σ2

n denote the power of

UE transmitter and additive noise, respectively.

Remark. For multi-antenna APs, large-scale fading between

user k and any antenna of the same AP q, q = 1, . . . , NAP is

assumed to be identical. We have βmk = βqk and αmk = αqk,

∀m = (q − 1)Nt+1, (q − 1)Nt+2, . . . , qNt.

III. UNIFIED SIGNAL MODELS

In the uplink data transmission, all UEs simultaneously

transmit their signals towards the APs, where UE k sends√
ηkxk. The covariance matrix of the transmit vector x =

[x1, . . . , xK ]T satisfies E[xxH ] = IK and the power coefficient

0 6 ηk 6 1. The network side performs linear detection to

recover the transmitted symbols, resulting in

y = A

(√
puGDηx + n

)

= A

(

√
pu

K∑

k=1

gk
√
ηkxk + n

)

,

where A is an K×M linear detector, channel matrix [G]mk =
gmk, gk is the channel signature for user k (i.e., the kth column

of G), Dη = diag([η1, . . . , ηK ]), and the receiver noise n =

[n1, . . . , nM ]T ∈ CN (0, σ2
nIM ). Decomposing (1) yields the

kth element:

yk = ak (
√
puGDηx + n)

=
√
puηkakgkxk

︸ ︷︷ ︸

desired signal

+
√
pu

K∑

i=1,i 6=k

akgi
√
ηixi

︸ ︷︷ ︸

inter−user interference

+ akn
︸︷︷︸

noise

, (1)

where ak ∈ C
1×M is the kth row of A.

In the downlink, the network side spatially multiplexes

the information-bearing symbols u = [u1, . . . , uK ]T , where

E[uuH ] = IK , through precoding. Write B to denote the

M × K preceding matrix with entries [B]mk =
√
ηmkbmk,

where ηmk represents the power coefficient for the kth user

at antenna m while bmk is the precoding coefficient. Given

the per-antenna power constraint pd and noise vector w =
[w1, . . . , wK ]T ∈ CN (0, σ2

nIK), the received symbols for all

users are collectively expressed by

r =
√
pdG

TBu+w. (2)

Equivalently, the kth user has the observation of

rk =
√
pdg

T
k Bu+ wk

=
√
pdg

T
k

K∑

i=1

biui + wk (3)

=
√
pdgTk bkuk

︸ ︷︷ ︸

desired signal

+
√
pd

K∑

i=1,i 6=k

gTk biui

︸ ︷︷ ︸

inter−user interference

+ wk
︸︷︷︸

noise

,

where bk ∈ C
M×1 is the kth column of B.

IV. LINEAR DETECTION IN UPLINK

Compared to maximum likelihood, linear detection is at-

tractive due to its low complexity while achieving good

performance. Two linear algorithms are typically applied for

the uplink detection of massive MIMO [15].



γk =
puηkN

2
t

(
∑NAP

q=1
αqk

)2

puNt

∑K
i=1

ηi
∑NAP

q=1
αqkβqi − puηkNt

∑NAP

q=1
α2
qk + σ2

nNt

∑NAP

q=1
αqk

. (4)

A. Matched Filtering

The philosophy behind matched filtering (MF), a.k.a.

maximum-ratio combining, is to amplify the desired signal as

much as possible while disregarding inter-user interference.

An MF detector is given by Amf = Ĝ
H

or a
mf
k = ĝ

H
k , where

Ĝ is the matrix of channel estimates, i.e., [Ĝ]mk = ĝmk, and

ĝk is the kth column of Ĝ. Substituting a
mf
k = ĝ

H
k into (1)

yields

yk =
√
puηkĝ

H
k gkxk +

√
pu

K∑

i=1,i 6=k

ĝ
H
k gi

√
ηixi + ĝ

H
k n

=
√
puηk‖ĝk‖2xk

︸ ︷︷ ︸

S0: desired signal

+
√
puηkĝ

H
k g̃kxk

︸ ︷︷ ︸

I1: channel estimation error

+
√
pu

K∑

i=1,i 6=k

ĝ
H
k gi

√
ηixi

︸ ︷︷ ︸

I2

+ ĝ
H
k n
︸︷︷︸

I3

, (5)

applying gk = g̃k + ĝk.

Distinct architectures of massive MIMO raise different

levels of CSI availability. To be specific, the BS in cellular

massive MIMO knows Ĝ, as same as the CPU in cell-free

massive MIMO when AP m delivers ĝmk, ∀k via the fronthaul

network or the CPU conducts centralized estimation. Due to

high signaling overhead, it is also possible that the CPU only

knows the channel statistics. These two options correspond to:

a) Full CSI Knowledge: Given ĝk, ∀k, the achievable SE

of user k is lower bounded by Rk = log(1 + γk), where the

instantaneous effective signal-to-interference-plus-noise ratio

(SINR) is given by (4).

Proof: The derivation details refer to Appendix A.

b) Only Channel Statistics: Without the knowledge of

CSI, the CPU in a cell-free system has to detect the received

signals based on αmk, ∀m, k. Thus, (5) is rewritten as

yk =
√
puηkE

[

‖ĝk‖2
]

xk +
√
puηk

(
‖ĝk‖2 − E

[
‖ĝk‖2

])
xk

︸ ︷︷ ︸

channel uncertainty error

+
√
puηkĝ

H
k g̃kxk +

√
pu

K∑

i=1,i 6=k

ĝ
H
k gi

√
ηixi + ĝ

H
k n, (6)

where an additional loss due to channel uncertainty is im-

posed. Since

E

(∣
∣‖ĝk‖2 − E[‖ĝk‖2]

∣
∣
2
)

= Var(‖ĝk‖2) =
M∑

m=1

α2
mk, (7)

we obtain the effective SINR as

γk =
puηkN

2
t

(
∑NAP

q=1
αqk

)2

puNt

∑K
i=1

ηi
∑NAP

q=1
αqkβqi + σ2

nNt

∑NAP

q=1
αqk

. (8)

Remark. By setting NAP = 1, (4) and (8) are applied for

massive MIMO. In addition, we get the performance of a

general cell-free massive MIMO with 1 < NAP 6 M single-

or multi-antenna APs.

B. Zero-Forcing Detection

Instead of maximizing the strength of the desired signal,

the principle of ZF is to minimize inter-user interference. The

ZF detector is the pseudo inverse of the channel matrix, i.e.,

Azf = (Ĝ
H

Ĝ)−1Ĝ
H

. This method needs full CSI, which

is easy for the cellular setup but it imposes high overhead

signaling in a cell-free system. Substituting a
zf
k , the kth row

of Azf , into (1) yields

yk =
√
puηkxk +

√
puηka

zf
k g̃kxk

+
√
pu

K∑

i=1,i 6=k

√
ηia

zf
k g̃ixi + a

zf
k n

=
√
puηkxk +

√
pu

K∑

i=1

√
ηia

zf
k g̃ixi

︸ ︷︷ ︸

channel estimation error

+a
zf
k n. (9)

The SINR of ZF detection can be given by

γk =
puηk

φk

(

pu
∑K

i=1
ηiNt

∑NAP

q=1
(βqi − αqi) + σ2

n

) . (10)

Proof: The derivation details refer to Appendix B.

V. LINEAR PRECODING IN DOWNLINK

In the downlink, two precoding methods, i.e., conjugate

beamforming (CBF) and zero-forcing precoding (ZFP), are

applied to spatially multiplex the information-bearing symbols

intended for K terminals.

1) Conjugate Beamforming: As the MF in the uplink,

conjugate beamforming aims to maximize the desired signal.

The precoding matrix is given by [B]mk =
√
ηmkĝ

∗
mk. Thus,

(3) is decomposed into an element-wise form as

rk =
√
pd

M∑

m=1

√
ηmkĝmkĝ

∗
mkuk +

√
pd

M∑

m=1

√
ηmkg̃mkĝ

∗
mkuk

+
√
pd

K∑

i=1,i 6=k

M∑

m=1

√
ηmigmkĝ

∗
miui + wk. (11)

Each user only knows channel statistics E

[

|ĝmk|2
]

= αmk

rather than channel estimate ĝmk since there are no downlink

pilots in either cellular or cell-free massive MIMO. The power

control is generally decided by βqk, we have ηmk = ηqk for
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Fig. 2. Performance comparison in the downlink of massive MIMO systems: (a) the CDF curves in terms of per-user SE using ZFP and CBF, where M = 256

antennas serve K = 16 users; and (b) the achievable sum SE in terms of the number of users when M = 256.

m = (q − 1)Nt+1, . . . , qNt. Using similar manipulations as

the derivation of (4), we obtain the effective SINR as

γk =
pdN

2
t

(
∑NAP

q=1

√
ηqkαqk

)2

σ2
n + pdNt

∑NAP

q=1
βqk

∑K
i=1

ηqiαqi

. (12)

Remark. Let NAP = M , (12) is aligned with (27) of

[1], which indicates the performance of cell-free massive

MIMO with single-antenna APs. Hence, the correctness of

(12) justifies.

a) Zero-Forcing Precoding: This precoding at the net-

work side eliminates the inter-user interference at the UE

receiver. The precoding matrix is the pseudo inverse of the

channel matrix, i.e., B = Ĝ
∗
(Ĝ

T
Ĝ

∗
)−1 ⊙E, where ⊙ means

the Hadamard product and [E]mk = ηmk. As proved by [5],

it is necessary to have η1k = η2k = · · · = ηMk, ∀k to keep

Ĝ
T

B orthogonal such that inter-user interference is eliminated.

We have ηmk = ηk, ∀m and therefore B = Ĝ
∗
(Ĝ

T
Ĝ

∗
)−1D,

where D = diag([η1, . . . , ηK ]). In (3), the inter-user interfer-

ence
∑K

i=1,i 6=k gT
k biui = 0, we have

rk =
√
pdgTk bkuk + wk

=
√
pdĝ

T
k bkuk +

√
pdg̃

T
k bkuk + wk

=
√
pdηkuk +

√
pdg̃

T
k bkuk + wk. (13)

The effective SINR of user k is expressed by

γk =
pdηk

σ2
n + pd

∑K
i=1

ηiχk
i

. (14)

where χk
i denotes the ith diagonal element of the K × K

matrix dedicated to user k:

E

[(

ĜĜH
)−1

ĜE

[

g̃
H
k g̃k

]

ĜH
(

ĜĜH
)−1

]

, (15)

and E

[

g̃
H
k g̃k

]

is a diagonal matrix with the kth diagonal

element equaling to βmk − αmk.

Although (15) is general, as done in [5], we can also get a

dedicated SE formula for the cellular case. As E[g̃H
k g̃k] is sim-

plified to (βk−αk)IM , (15) equals to (βk−αk)E[(ĜĜH)−1].
Thus, the effective SINR of user k in cellular massive MIMO

is obtained as

γk =
pdηk

σ2
n + pd(βk − αk)

∑K
i=1

ηiφi

. (16)

VI. NUMERICAL RESULTS

The performance of cell-free and cellular massive MIMO is

comparatively evaluated in terms of per-user and sum spectral

efficiency. Let a total of M = 256 antennas serve users over

a square area of 1 × 1km2. Large-scale fading is given by

βmk = 10
Lmk+Xmk

10 with shadowing Xmk ∼ N (0, σ2
sd), where

σsd = 8dB, and path loss, as calculated by the COST-Hata

model [1]:

Lmk =







−L0 − 35 log10(dmk), dmk > d1

−L0 − 10 log10(d
1.5
1 d2mk), d0 < dmk ≤ d1

−L0 − 10 log10(d
1.5
1 d20), dmk ≤ d0

,

(17)

where the three-slope breakpoints take values d0 = 10m and

d1 = 50m while L0 = 140.72dB in terms of

L0 = 46.3+33.9 log10 (fc)− 13.82 log10 (hAP ) (18)

− [1.1 log10(fc)− 0.7]hUE + 1.56 log10 (fc)− 0.8

with carrier frequency fc = 1.9GHz, the height of AP antenna

hAP = 15m, and the height of UE hUE = 1.65m. Per-

antenna and UE power constraints are set to pd = 200mW and

pu = 100mW, respectively. The white noise power density

equals −174dBm/Hz with a noise figure of 9dB, and the

signal bandwidth is set to 5MHz.

The uplink transmission is carried out in a distributed

manner, it is reasonable that each UE simply use a full-

power strategy without global power control. In the downlink,

unfortunately, the optimal max-min power-control schemes

in cell-free massive MIMO, both with CBF and ZFP, are
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too computationally complex for practical use. As sug-

gested by [5], we adopt sub-optimal schemes with low

complexity. To be specific, in ZFP, η1 = . . . = ηK =
(

maxm
∑K

k=1
δkm

)−1

, where δm = [δ1m, . . . , δKm]T =

diag(E[(ĜĜH)−1ĝmĝH
mĜĜH)−1]) and ĝm denotes the mth

column of Ĝ. In CBF, the APs utilize the full-power strategy,

i.e., ηm = (
∑K

k=1
αmk)

−1, ∀m. Thanks to the identical

channel statistics over all antennas in cellular massive MIMO,

we can provide a simple but optimal power-control scheme

for CBF, as derived in Appendix C.

Fig.2a provides a comparison with respect to cumulative

distribution functions (CDFs) of per-user SE in the downlink.

It includes three representative antenna configurations: cellular

with a 256-antenna BS, and cell-free with single-antenna or

8-antenna APs. In general, the performance of ZFP is better

than that of CBF under the same antenna configuration, while

a higher level of antenna distribution brings larger per-user SE.

To be specific, the 5%-likely per-user SE for CBF with one

and eight antennas are around 1.89bps/Hz and 0.76bps/Hz,

respectively, in comparison with 7.26bps/Hz and 5.61bps/Hz
of ZFP. In cellular massive MIMO, although the performance

of ZFP is far better than that of CBF, the power-control

scheme given in Appendix C can bring a remarkable gain,

outperforming ZFP. It achieves 5%-likely per-user SE of

0.91bps/Hz, which is larger than 0.28bps/Hz obtained by

ZFP in cellular massive MIMO, justifying its advantage.

In Fig.2b, we illustrate sum rates of different schemes

with respect to a variety of user numbers when K =
2, 6, 10, 16, 20, 24, and 32. Ignoring the overhead of orthog-

onal uplink pilots, which is proportional to the number of

users, more users can generate higher system capacity due

to the multi-user gain. Also, ZFP is better than CBF while

cell-free configuration outperforms cellular ones. Using the

given power-control scheme, however, CBF can still perform

much better than ZFP in cellular massive MIMO. Moreover,

Fig.3 compares per-user SE of different schemes in the uplink.

The particularity of the uplink is that the receiver is able

to conduct maximal filtering based on full CSI, rather than

only channel statistics. With the aid of channel estimates, MF

achieves comparable performance as zero-forcing detection. If

there is no CSI available, the performance of MF substantially

degrades. It reveals the significance of the CSI availability in

a massive MIMO system.

VII. CONCLUSION

This paper provides unified modeling of massive MIMO

systems with a variable number of antennas per AP in both

downlink and uplink. It applies to both cellular and cell-free

architectures with maximal-ratio and zero-forcing methods.

Through extensive performance comparison and analyses, we

highlight 1) the significance of channel knowledge, by which

zero forcing gains advantages; 2) the importance of power

control, where cellular configuration is not necessarily worse;

and 3) the utility of near-far effect due to antenna distribution.

It is our hope that the insights presented in this paper will

contribute to the design of an efficient massive MIMO system

for 6G and beyond.

APPENDIX A

DERIVATION OF PER-USER SE WITH MF

The terms S0, I1, I2, and I3 in (5) are mutually uncorre-

lated. According to [16], the worst-case noise for mutual infor-

mation is Gaussian additive noise with the variance equalling

to the variance of I1+I2+I3. Thus, the downlink achievable

rate for user k is lower bounded by Rk = log(1+ γk), where

γk =
E
[
|S0|2

]

E [|I1 + I2 + I3|2]
=

E
[
|S0|2

]

E [|I1|2] + E [|I2|2] + E [|I3|2]
(19)

with

E
[
|S0|2

]
= puηkN

2
t

(
NAP∑

q=1

αqk

)2

(20)

E
[
|I1|2

]
= puηkNt

NAP∑

q=1

(βqk − αqk)αqk (21)

E
[
|I2|2

]
= puNt

K∑

i=1,i 6=k

ηi

NAP∑

q=1

βqiαqk (22)

E
[
|I3|2

]
= σ2

nNt

NAP∑

q=1

αqk (23)

Substituting the above terms into (19), yields (4).

APPENDIX B

DERIVATION OF PER-USER SE WITH ZF DETECTION

It is not difficult to get

E

[∥
∥
∥a

zf
k

∥
∥
∥

2
]

= E

[[

AzfAH
zf

]

kk

]

= E

[[

(Ĝ
H

Ĝ)−1

]

kk

]

,

(24)



where [·]kk denotes the kth diagonal element of a matrix. Let

φk = E[[(Ĝ
H

Ĝ)−1]kk] for simple notation, see (9), we further

derive that

E





∣
∣
∣
∣
∣

K∑

i=1

√
ηia

zf
k g̃ixi

∣
∣
∣
∣
∣

2


 = φk

K∑

i=1

ηiNt

NAP∑

q=1

(βqi − αqi) (25)

E

[∣
∣
∣a

zf
k n

∣
∣
∣

2
]

= φkσ
2
n (26)

Thus, we get (10).

APPENDIX C

POWER OPTIMIZATION FOR CELLULAR MASSIVE MIMO

For massive MIMO, (12) is transferred to

γk =
pdM

2ηkα
2
k

σ2
n + pdMβk

∑K
i=1

ηiαi

. (27)

The power constraint is
∑K

k=1
ηkαk 6 1. Assume

∑K
k=1

ηkαk 6= 1, we can get a common factor θ > 1,

satisfying still
∑K

k=1
θηkαk 6 1. Thus, (27) becomes

γk =
pdM

2θηkα
2
k

σ2
n + pdMβk

∑K
i=1

θηiαi

=
pdM

2ηkα
2
k

σ2
n/θ + pdMβk

∑K
i=1

ηiαi

,

implying that collectively increasing power can benefit all

users simultaneously, when
∑K

k=1
ηkαk < 1. Therefore,

∑K
k=1

ηkαk = 1 is optimal. Thus, (27) becomes

γk =
pdM

2ηkα
2
k

σ2
n + pdMβk

. (28)

The max-min power optimization can be expressed by

max
ηk, ∀k

min
k

γk

s.t.

K∑

k=1

ηkαk = 1,
(29)

which is equivalent to

max
ηk, ∀k

t

s.t. γk > t, ∀k
K∑

k=1

ηkαk = 1.

(30)

Setting γk = t, ∀k results in

ηkαk = t

(
σ2
n + pdMβk

pdM2αk

)

(31)

Since
∑K

k=1
ηkαk = 1, we have

K∑

k=1

ηkαk = t

K∑

k=1

(
σ2
n + pdMβk

pdM2αk

)

= 1. (32)

Thus,

t =
1

∑K
k=1

(
σ2
n
+pdMβk

pdM2αk

) . (33)

Substituting t into (31), we get the optimal power coefficients

ηk =

(
σ2
n
+pdMβk

pdM2αk

)

αk

∑K
i=1

(
σ2
n
+pdMβi

pdM2αi

) . (34)
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