
Received 20 November 2023, accepted 28 December 2023, date of publication 8 January 2024,
date of current version 16 January 2024.

Digital Object Identifier 10.1109/ACCESS.2024.3350745

Toward an Interactive Reading Experience:
Deep Learning Insights and Visual Narratives
of Engagement and Emotion
JAYASANKAR SANTHOSH 1,2, (Member, IEEE), AKSHAY PALIMAR PAI1,
AND SHOYA ISHIMARU 2,3, (Member, IEEE)
1Department of Computer Science, University of Kaiserslautern-Landau, 67663 Kaiserslautern, Germany
2German Research Center for Artificial Intelligence (DFKI), 67663 Kaiserslautern, Germany
3Department of Computer Science, Osaka Metropolitan University, Osaka 558-8585, Japan

Corresponding author: Jayasankar Santhosh (Jayasankar.Santhosh@dfki.de)

This work involved human subjects or animals in its research. Approval of all ethical and experimental procedures and protocols was
granted by DFKI Ethics-Board.

ABSTRACT Engagement and emotion are critical components that significantly influence a reader’s
experience during a reading task. Despite the crucial role of engagement and emotions in shaping our reading
experience, accurately tracking these dynamic states during actual reading remains a significant challenge.
This study bridges this gap by detecting engagement and emotion levels during a reading task by leveraging
the power of state-of-the-art deep learningmodels and investigating the correlations between the engagement
levels and emotions. An experiment was conducted involving 18 university students reading 14 documents
followed by a questionnaire to rate their levels of engagement, valence, and arousal after reading each
document. A Tobii 4C eye-tracker with a pro license along with an Empatica E4 wristband were utilized to
record behavioral and physiological data from the participants. A range of deep learningmodels were utilized
for computing the engagement, valence, and arousal values, employing both user-independent and user-
dependent methods. Our investigation revealed distinct yet complementary strengths in two deep learning
models: Transformer excelled in user-independent detection of engagement and emotion with an accuracy of
80.38% (engagement), 71.28% (arousal) and 73.98% (valence) while ResNet shined in the user-dependent
setting with an accuracy of 93.56% (engagement), 90.62% (arousal) and 88.70% (valence) which highlights
the interplay between individual differences and reading dynamics. Intriguingly, we observed strong,
document-specific correlations between engagement and emotion states, suggesting that different texts evoke
unique affective responses. We developed an interactive dashboard visualizing predicted engagement and
emotions, offering real-time feedback and personalized learning possibilities. The dashboard features an
engagement gauge that displays the reader’s level of engagement based on predicted class probabilities,
and an emotion emoji serving as a visual cue that illustrates the predicted emotional state of the reader. This
technology can inform the design of dynamic interfaces that adjust to individual reading styles and emotional
responses, potentially enhancing comprehension and involvement.

INDEX TERMS Digital reading, physiological sensing, eye tracking, deep learning, affective state.

I. INTRODUCTION
Understanding the dynamics of engagement and emotion
during reading tasks is crucial for improving comprehension
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and user experiences in various domains, including educa-
tion, content creation, and human-computer interaction [1].
The degree of engagement reflects the reader’s level of
immersion and attentiveness to the content, while emotion
captures the array of affective responses elicited by the text.
A good understanding of these elements is important in many
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FIGURE 1. The design overview.

areas, such as education, marketing, and user experience
design [2], [3].

In the context of an e-learning environment, the ability
to accurately determine students’ engagement levels is
of utmost importance. Engagement is a key indicator of
students’ active involvement and motivation in the learning
process, directly impacting their academic performance and
overall learning outcomes [4], [5]. To enhance the efficacy
of e-learning platforms, it becomes crucial to leverage
students’ emotions as a means to evaluate their engagement
effectively [6]. However, the current scenario presents
several challenges that impede the integration of engagement
and emotion analysis in the e-learning environment. One
primary obstacle lies in the unavailability of large amounts
of recorded data that capture students’ engagement and
emotional responses during the learning process. The scarcity
of such data hinders the development of robust machine
learning models capable of accurately predicting engagement
levels based on emotional cues.

The prediction of a reader’s internal states, including
their level of engagement, holds the potential to play a
significant role in enhancing the interactivity of reading
material [7]. Ishimaru et al. [7] hypothesized that aligning
presented information with students’ current cognitive state
would potentially enhance their learning and comprehension
abilities. By gaining insights into the reader’s emotional
and cognitive responses, content creators and educators can
tailor the reading experience to be more engaging and
personalized. The emotional aspect of engagement is often
overlooked in existing e-learning systems. While traditional
metrics may provide insights into students’ participation and
completion rates, they fail to comprehend the underlying
emotional experiences that drive these actions. Considering
only quantitative metrics without examining the emotional
dimension may lead to an incomplete understanding of
students’ true engagement levels andmay hinder the potential
for personalized learning experiences.

Current emotion detection techniques tend to be more
oriented towards image data analysis rather than physio-
logical data analysis [8], [9]. While image-based emotion
detection has shown promise in various applications, it may
not fully capture the intricacies of emotional responses during
the learning process. Physiological data analysis, on the
other hand, holds immense potential for uncovering subtle

emotional fluctuations, such as changes in heart rate, skin
conductance, or facial expressions, which are closely linked
to students’ engagement and cognitive processes [10], [11].

In addition to physiological signals, eye-tracking data also
plays a pivotal role in detecting engagement and emotion
during reading tasks [12], [13]. By tracking the direction
and movement of a reader’s eyes as they interact with
the text, gaze data provides valuable insights into their
attention, focus, and cognitive processing. Gaze data can
reveal emotional responses, as increased fixations on emo-
tionally charged words or sentences may indicate heightened
emotional involvement. Combining gaze data with machine
learning and analytical techniques enables researchers to
develop models that accurately detect engagement and
emotion, providing a deeper understanding of readers’
cognitive and emotional states while reading [14].

The combination of gaze data and physiological sig-
nals offers distinct advantages in detecting emotion and
engagement during reading tasks [15]. Brishtel et al. [15]
demonstrated the high potential of the EDA sensor as a
tool for detecting mind wandering, and integrating electro-
dermal activity with eye-tracking features notably enhanced
the accuracy of mind wandering classification. Gaze data
provides valuable insights into the reader’s visual attention
and focus on specific elements of the text, while physiological
signals, such as heart rate and skin conductance, offer
objective measures of emotional arousal and valence [16],
[17]. By integrating these modalities, a more comprehensive
understanding of the reader’s cognitive and emotional
states can be achieved, resulting in increased accuracy and
reliability of emotion and engagement detection. This mul-
timodal approach enables real-time assessment, facilitating
personalized and adaptive reading experiences based on the
reader’s emotional responses. Moreover, the unobtrusive data
collection process ensures a natural reading environment,
enhancing the generalizability and applicability of findings
across diverse populations and reading contexts.

Over the past decade, deep learning (DL) has emerged as a
pivotal force within the realm of artificial intelligence (AI),
facilitating significant advancements and groundbreaking
accomplishments in diverse domains, particularly observed
in three major areas like image processing [18], [19],
[20], natural language processing (NLP) [21], [22], and
reinforcement learning [23], [24], [25]. Time series sensor
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data, characterized by sequences of measurements taken
at successive points, presents unique challenges that make
the application of deep learning more complex. Traditional
deep learning models, highly effective in other domains,
might not be directly transferable to the analysis of time
series sensor data. The scarcity of deep learning methods
in this area might be attributed to several factors, such
as the complexity of temporal dependencies, the need for
robust preprocessing techniques, the high dimensionality of
data, and the varying sampling frequencies. Furthermore, the
design and customization of deep learning architectures that
are specifically tailored to capture the underlying patterns and
dependencies in time series data have not been thoroughly
investigated.

One motivation behind this work was to explore the role
and connection of engagement and elicited emotions sepa-
rately in a student learning environment. Earlier studies have
demonstrated that content evoking positive emotions, such as
joy or inspiration, frequently results in increased engagement
and conversely, content eliciting negative emotions, like
sadness or boredom, often leads to decreased engagement.
Rosa and Bernardo [26] found that a notable correlation
exists between experiencing positive emotions, particularly
the emotion of enjoyment, and the active engagement of
deep learning strategies among students. This correlation
was observed to be closely associated with students adopt-
ing a dual approach, including both mastery-oriented and
performance-oriented goals within their learning process.
The research conducted by Huang et al. [27] reinforces the
focus on positive emotions, affirming that emotions like
happiness and enjoyment lead to heightened interactions
between learners and instructors. The correlation between
engagement and emotion data could provide a more nuanced
understanding of user experience and by combining these
insights, content creators could tailor their strategies to not
only capture attention but also evoke positive emotional
responses, fostering a more meaningful and impactful
connection with their audience.

In line with this context, our focus lies in detecting
engagement and emotion during reading tasks, employ-
ing a multimodal approach that integrates gaze data and
physiological responses from participants. The overview
of the design is depicted in Figure 1. In our research,
we employed various deep learning models to analyze the
multimodal data that has been gathered. This enables us to
provide a comprehensive comparison between the efficacy
of various models and to comprehend which models are
most proficient in handling this complex task. Another
objective of our study is to compute the correlation between
engagement and emotion during a reading task. Under-
standing this relationship can provide crucial insights into
the dynamic interplay of cognitive and affective processes
during reading. By decoding this relationship, we can poten-
tially enrich the design of interactive reading systems and
promote improved reading engagement and comprehension
strategies.

The key contributions of this study are the following:
• An exhaustive experimental framework for monitor-
ing user engagement and emotional responses during
reading tasks, utilizing a non-intrusive multimodal
methodology.

• A thorough and comparative evaluation of advanced
deep learning models designed for time series pre-
diction to decipher user engagement and emotional
states. A user-independent generalized approach and
a user-dependent personalized evaluation were imple-
mented for all the models to compare the prediction
results.

• Investigating the correlation between user engagement
and the emotions elicited during reading tasks.

• A user-oriented application that displays fluctuations in
user engagement and emotions through a gauge meter
and emojis. This application also provides customized
alert messages that assist users in understanding their
engagement and emotional shifts.

The user application was designed with a user-centric
approach, aiming to visually represent fluctuations in both
user engagement and emotions employing a gauge meter,
which likely serves as a graphical indicator, and emojis to
convey the emotional context. The emojis could add a layer
of personalization and expressiveness to the communication
of emotions and users may find it more engaging and
relatable to see emojis that mirror their feelings, fostering
a stronger connection with the application, thus leading to
enhanced engagement. The application not only monitors and
displays user engagement and emotions, but also actively
supports users by providing relevant information and insights
to help them navigate and interpret their own emotional and
engagement dynamics.

In order, the paper is structured as follows: Section II
offers an explanation of the technical background and related
work in the domain of detecting engagement and emotions
through sensor-based approaches. Section III explains about
the user study and data collection methods. Section IV
details the techniques and methods used to detect the
engagement and emotions in reading, including eye-tracking
and physiological data analysis. Section V summarizes
the classification performances and the results achieved.
Section VI looks at the studies research questions, challenges,
and constraints. Lastly, Section VII concludes the paper.

II. BACKGROUND AND RELATED WORK
Engagement and emotion are fundamental aspects that
shape the reading experience, reflecting both cognitive
investment and affective responses to the content. Both
are interconnected and multifaceted aspects of the reading
experience. Recently, the fusion of technology with human
cognition and emotions has opened new approaches for
understanding and enhancing the reading process. This task
necessitates a multidisciplinary approach that melds theo-
retical insights, methodological advancements, and cutting-
edge technologies. The following related work section offers
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a comprehensive survey of key concepts, techniques, and
applications that underline the current study.

A. ENGAGEMENT DETECTION IN READING
Engagement detection in reading is about creating an adap-
tive, responsive, and student-centric learning environment.
Understanding this aspect can have applications in various
domains, including education, where tailored strategies
can be developed to enhance reading comprehension and
enjoyment. Conati et al. conducted an eye-tracking study to
analyze how students pay attention to adaptive hints within
educational games and their research reveals insights into the
effectiveness of the hints in engaging students and guiding
their learning, demonstrating that the design and timing of
adaptive hints can have a significant impact on attention and
educational outcomes [28]. Jacob et al. explored the use of
a physiological sensing wristband to detect reader interest
while reading newspaper articles and developed a model
to assess readers’ interest levels, providing insights into
personalized content delivery and enhancing user experience
in reading digital newspapers [29]. Wang et al. reviewed
multi-sensor eye tracking system in the context of capturing
student attention in learning [30]. Ishimaru et al. found
that the variations in pupil diameter and nose temperature
have high correlation with the cognitive states of students,
like interest in learning materials in Physics [31]. These
studies [32], [33], [34], [35] were centered on the use of
sensors and wearables to monitor students’ physiological and
behavioral patterns, as well as eye-tracking devices to gauge
student attention and comprehend engagement in the learning
process.

B. EMOTION DETECTION IN READING
Understanding students’ emotions can help educators and
technology designers create more engaging and personalized
learning experiences [36]. D’Mello and Graesser explored
the fluctuations of affective states during complex learning,
finding that these emotional dynamics play a significant role
in the learning process [6]. Schmidt et al. introduced a novel
publicly available dataset of multimodal sensor data on stress
and affect detection, collected from wearable devices during
various activities, enabling researchers to create more robust
models for understanding human emotional states [37]. Their
findings emphasize the potential applications of this dataset
for the development of new algorithms and methods for
real-time, continuous stress, and emotion recognition. Calvo,
R.A. and D’Mello, S. provide an interdisciplinary review
of affect detection, encompassing various models, methods,
and applications, highlighting the growing importance and
challenges in the field of affective computing [38]. The
authors identify a wide range of applications and highlight the
existing challenges and limitations in effect detection, such as
the complexity of human emotions, the diversity of potential
input data (e.g., facial expressions, physiological signals),
and the difficulties in accurately modeling and interpreting
this data. Arroyo et al. [39] explored the use of emotion

sensors in an educational context, specifically focusing on
how these sensors can be applied to detect student emotions
in a school environment. The findings highlight the potential
of using emotion sensors to enhance learning experiences by
adapting educational content based on students’ emotional
responses, although challenges in practical implementation
and interpretation of the sensor data were also noted.

C. MULTIMODAL DATA ANALYSIS AND FUSION
TECHNIQUES
The multimodal fusion of sensors for detecting cognitive
and affective states in reading tasks offers a rich, nuanced
understanding of readers’ interactions with text [40]. Multi-
modal affective analysis [41], [42] concentrates on strategies
for multimodal integration, categorizing them into early
fusion (feature-level), late fusion (decision-level), model-
level fusion, and hybrid-level fusion. Nonetheless, these
analyses can also diversify based on the combinations of
various modalities. Delving deeper, it could be recognized
that this approach incorporates a diverse range of data
types. From eye-tracking data, which reveals the reader’s
focus and attention shifts, to physiological measures that
offer insights into the underlying emotional and cognitive
states, and to behavioral analytics that capture explicit
actions and responses, the toolkit for understanding reading
experiences becomes robust and multifaceted. However, with
such richness in data also comes the inherent challenge of
data integration and the ethical implications of collecting
and using such detailed personal information. Koelstra et al.
in their study, made a significant contribution to this field
by introducing a specially curated dataset tailored for the
analysis of human affective states. Their research, as detailed
in [43], emphasized the added value of integrating physiolog-
ical signals into the analysis matrix. Their results provided
a promising picture where understanding emotions through
such measures could dramatically enhance the quality and
efficacy of reading and learning interventions. D’Mello et
al. offers a comprehensive examination of multimodal affect
detection, including techniques for fusing physiological and
behavioral data, and the insights obtained could be applied
to develop advanced reading engagement and emotion
recognition systems [44]. Chen and Parameshachari utilized a
multimodal fusion of video, text and physiological signals to
construct a model for detecting the learner engagement and
the findings stated that the learning engagement evaluation
model could accurately assess learning engagement [45].
In their study, Tzirakis et al. [46] utilized a CNN for audio
feature extraction and a deep residual network for visual
data. These extracted features were then combined and
processed through a 2-layer LSTM to estimate Arousal-
Valence values. Hao et al. [47] introduced a combined
visual-audio emotion detection system that utilized multitask
and blending learning techniques with diverse features. This
approach employed SVM classifiers and CNNs for both
handcrafted and deep learning-based visual-audio features,
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resulting in four sub-models. These were then integrated
using a blending ensemble algorithm to predict the overall
emotion. This method attained average accuracies of 81.36%
(speaker-independent) and 78.42% (speaker-dependent) on
the eNTERFACE dataset [48].

The advancement and improvement of wearable technolo-
gies have amplified interest in automated affective analysis
using multiple physiological modalities [49]. Yet, given the
intricacy of emotions and considerable variance in individual
physiological reactions [50], achieving reliable prediction
results with EEG-based or ECG-based emotion detection
remains challenging. In studies ofmulti-physiological modal-
ity fusion for affective analysis, in addition to EEG and
ECG, other types of physiological signals (e.g., ECG, EOG,
BVP, GSR, and EMG) are jointly combined to interpret
emotional states [51]. The visual modality (facial expression,
voice, gesture, posture, etc.) may also be integrated with
multimodal physiological signals for visual-physiological
affective analysis [52]. Verma and Tiwary [53] employed a
comprehensive approach to emotion estimation by leveraging
a variety of physiological data like ECG, GSR, ST, BVP,
RESP, EMG, and EOG selected from DEAP. In their
methodology, they employed the DiscreteWavelet Transform
(DWT) [54] to extract multi-resolution features from this
data. These features were then instrumental in estimating
emotions across three dimensions: valence, arousal, and
dominance.

D. DEEP LEARNING FOR COGNITIVE AND AFFECTIVE
COMPUTING
Deep learning has emerged as a pioneering force in the
advancement of cognitive and affective computing, reshaping
how machines interpret, process, and respond to human
emotions and cognitive states. The intricate nature of
human emotions and thoughts, including facial expressions,
voice modulations, and physiological signals, are adeptly
interpreted by deep learning architectures. Particularly,
Convolutional Neural Networks (CNNs) [55] and Recurrent
Neural Networks (RNNs) [56], along with their advanced
variants, have proven to be pivotal in decoding the intricate
temporal and spatial interdependencies inherent to emotional
and cognitive data.

Martinez et al. implemented end-to-end deep learning
for affect recognition using physiological signals [57].
Their approach integrated denoising autoencoders, CNNs,
preference learning, and automated feature selection, applied
to the Maze-ball dataset. This dataset features BVP and
EDA data gathered from individuals playing games, com-
plemented with associated questionnaires. Qiu et al. [58]
introduced the Correlated Attention Networks for emotion
detection, incorporating bidirectional Gated Recurrent Units
(GRUs), a Canonical Correlation Layer, a Signal Fusion
Layer, an Attention Layer, and a Classification Layer. They
evaluated this structure on three datasets, namely SEED,
SEED IV, and DEAP. Badshah et al. [59] introduced a com-
prehensive deep learning architecture employing an end-to-

end deep CNN. This architecture featured three convolutional
layers and three fully connected layers designed to interpret
the patterns detected by the convolutional layers. Their
methodology focused on extracting meaningful features from
spectrogram images, which are visual representations of
the spectrum of frequencies in a sound signal as they
vary with time. Their model was designed to predict seven
distinct emotions based on these features. Zhang et al. [60]
crafted a design using the AlexNet Deep Convolutional
Neural Network (DCNN) pre-trained on ImageNet. To further
enhance their model’s capability, they integrated a strategy
called discriminant temporal pyramid matching (DTPM)
which aids in crafting a more global representation of
utterance-level features, ensuring the model captures the
broader context and nuances of the input data.

Dziezyc et al. [61] evaluated ten distinct deep learning
models for affect recognition across four datasets. Their
findings indicated that the effectiveness of a model is
influenced by the strength of the physiological reactions
triggered by emotional stimuli. Additionally, their study
suggested that CNN-based structures might be better suited
for affect recognition from physiological sensors compared to
LSTM-based architectures. Santamaria-Granados et al. [62]
presented a study where they employ Deep Convolutional
Neural Networks (DCNN) to detect emotions from phys-
iological signals using the AMIGOS [63] dataset. Their
findings underline the potential of using deep learning tech-
niques, particularly DCNNs, for emotion recognition tasks,
offering insights into the intersection of affective computing
and advanced neural network models. Watanabe et al. [64]
conducted a study to evaluate the engagement levels of
students during online meetings. Utilizing the MobileNetV2,
a sophisticated deep learning model, they were able to
effectively determine student engagement and their results
were promising, with the model achieving an impressive F1-
score of 89.5% when tested using the leave-one-participant-
out cross-validation method.

E. USER APPLICATIONS AND VISUAL AIDS
User applications and visualization tools dedicated to under-
standing and illustrating cognitive and emotional states have
gained significant attention recently, reflecting the rise in
the importance of human-centered design and the increasing
sophistication of affective computing technologies. These
tools typically harness data from various sources, such as
physiological sensors, facial recognition software, and user
feedback, to derive insights into a user’s cognitive processes
and emotional responses. Visualization aids, in particular,
transform these complex data streams into intuitive visual
representations, making it easier for developers, researchers,
and designers to understand and address users’ needs,
preferences, and emotional triggers. Such advancements are
paving the way for more personalized and empathetic digital
interactions, bridging the gap between technology and human
emotion.
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TABLE 1. The self report survey used for the experimental design.

Shaikh et al. [65] introduced an innovative tool designed
to assist social science experts in deciphering emotional
patterns triggered by significant cultural stressors. This tool
enhances the comprehension of the shifts in emotional
reactions resulting from these extensive cultural challenges.
Watanabe et al. developed an application named EnGauge
[64] that visualizes the engagement levels of users during
online meetings using a gauge interface. Additionally,
a visualization heatmap using Grad-CAM [66] displays
the important features inside the input facial image.
Selvaraju et al. [66] introduced a new class-discriminative
localization method known as Gradient-weighted Class
Activation Mapping (Grad-CAM). This technique enhances
the transparency of any CNN-based models by offering
visual clarifications. Moreover, by merging their Grad-CAM
localizations with pre-existing high-resolution visual rep-
resentations, they were able to generate high-definition
class-discriminative Guided Grad-CAM visualizations.
Abdul et al. [67] created COGAM to regulate cognitive load
in interpretable AI through visual segments, moving beyond
merely evaluating the explanations’ simplicity and accuracy.

III. USER STUDY AND DATA COLLECTION
The data collection procedure was aimed to capture the par-
ticipants’ subjective responses concerning their engagement,
valence, and arousal levels as they performed a reading task.
The subjective ratings gathered from the participants were
used as the ground truth labels for the data analysis.

A. PARTICIPANTS
The study involved recruiting 20 university students pursuing
their Master’s degree, comprising 11 male and 9 female
participants. Their ages ranged from 22 to 28 years, with
an average age of 25. All participants joined the experiment
after providing informed consent, and they had the freedom
to withdraw from the study at any point if they chose to
do so. The detailed information about data consent, sensor
usage, and the experiment sessions were communicated to
all participants before their participation in the study. The
data from 3 participants were discarded due to errors in the
data collection, which would be discussed later in the results
section.

B. EXPERIMENTAL DESIGN
The experiment involved a carefully crafted comprehension-
based reading task, designed to explore the varying levels
of engagement and emotional responses evoked in the
participants. To achieve this, we curated a diverse collection

FIGURE 2. The experiment environment.

of 14 different documents, each strategically chosen to
elicit distinct emotional experiences and engagement levels.
Figure 2 illustrates the experimental setup, where a partici-
pant is reading text from an eye-tracker mounted screen and
the wristband, recording the physiological data.

During the experiment, the participants were presented
with each document individually. After reading each doc-
ument, they were asked to provide subjective ratings for
their level of engagement, valence, and arousal using a scale
ranging from 1 to 5. On this scale, a rating of 1 indicated the
lowest level of engagement, valence, or arousal, while a rating
of 5 signified the highest level. Table 1 shows the self-report
survey questionnaires and the response scale.

To create a realistic e-learning environment, we developed
a web-based document reading platform using technologies
such as Next.js, React.js, and Express.js. This digital
platform allowed us to create a dynamic and interactive
learning setting, ensuring a seamless user experience for the
participants. During the experiment, we utilized a Tobii 4C
eye tracker with a pro license, whichwasmounted to a display
monitor, to capture the participants’ gaze patterns as they read
the documents. Additionally, we employed the Empatica E4
wristband to record their physiological responses throughout
the reading task. The experiment was divided into two
separate sessions, with the participants granted a 10-minute
break after reading the first seven documents. The break was
introduced to mitigate potential fatigue and ensure that the
participants remained alert and engaged throughout the entire
duration of the experiment.

IV. METHODOLOGY
Within our system, we implemented a comprehensive
methodology that incorporated eye gaze tracking and phys-
iological signal recording during reading sessions in order
to assess readers’ affective states, including their levels
of engagement, arousal, and valence. To accomplish this,
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FIGURE 3. Scanpaths of gaze data for highly engaging document (left) vs less engaging document (right) as rated by a participant.

we utilized the Tobii 4C pro remote eye-tracker, capturing
gaze coordinates and pupil diameters at a robust sampling
rate of 90 Hz. Moreover, we acquired a diverse array of
physiological data through the utilization of the E4 wristband
sensor, which included 3-axis Acceleration (ACC) at 32Hz,
Blood Volume Pulse (BVP) at 64Hz, Electrodermal Activity
(EDA) at 4Hz, Skin Temperature (TEMP) at 4Hz, and Heart
Rate (HR) at 1Hz. The engagement, valence, and arousal of
the participants were detected using both the gaze data and
E4 data individually and in combination.

A. DATA PRE-PROCESSING
The gaze data consisted of raw eye attributes like the left
and right eye coordinates, along with pupil diameter, all
sampled at 90 Hz. To prepare the raw data for analysis,
preprocessing steps were taken to remove outliers and noise
and a sliding window approach was applied to segment the
data into 30-second intervals with a 50% overlap. Figure 3
depicts the fixations and saccades of a participant who rated
different documents as highly engaging and least engaging.
Similarly, the physiological signals, including EDA, BVP,
TEMP, HR, and 3-axis ACC data, were recorded using
Empatica E4, with sampling frequencies of 4 Hz, 64Hz, 4 Hz,
1 Hz, and 32 Hz, respectively. The gaze and physiological
signals were synchronized based on the timestamps and
preprocessing was carried out on the physiological signals as
well, involving noise removal and the use of a sliding window
with a length of 30 seconds and a 50% overlap to segment the
data for further analysis.

B. MODEL ARCHITECTURE
Deep neural network architectures possess the capability to
automatically extract essential information from raw data,
thereby reducing the complexity of data processing and
minimizing the labor-intensive efforts required for manual
feature engineering. The streamlined process of obtaining
relevant data boosts the likelihood of acquiring useful
insights, which might be elusive to experts in the field. The
inherent layer-based structure of neural networks facilitates
seamless integration of these layers, enabling the creation of
diverse and sophisticated deep learning architectures. In our
study, we employed five distinct deep learning architectures

to detect and analyze the participants’ engagement, arousal,
and valence levels. The collected data was analyzed using
various models, including Transformers, FCN, Encoder,
ResNet and Inception.

The Transformer network architecture, originally designed
for natural language processing tasks, has been successfully
adapted for time series classification tasks, including those
involving gaze and physiological data. In this context, the
Transformer network is employed to capture temporal depen-
dencies and relationships in the sequential data. The model’s
input comprises both individual gaze and physiological data
and concatenated versions of both, where each time step
is represented as a continuous vector. Positional encoding
is incorporated to preserve temporal order information.
The core component of the transformer network is the
self-attention mechanism, allowing the model to attend to
different time steps and capture long-range dependencies
in the gaze and physiological signals. The outputs from
the self-attention layers are fed through fully connected
feed-forward neural networks, enabling the extraction of
complex patterns and features relevant to the time series
classification task. The architecture’s ability to automatically
learn representations from the combined gaze and physiolog-
ical data proves advantageous in discerning subtle temporal
patterns and emotional responses, facilitating more accurate
and insightful time series classification for applications such
as affective computing and human-computer interaction.

The FCNmodel is composed of three convolutional blocks
for each signal, which are subsequently followed by a global
average pooling layer. The outputs from these branches are
then concatenated and passed through one or more fully
connected dense layers. In each convolutional block, a set
of filters is applied to the input time series, and the results
are passed through a non-linear activation function, such as
the ReLU function. The output from the convolutional layers
is further processed by the fully connected layers to finally
perform the classification task.

The Encoder shares similarities with the FCN, but it
incorporates an extra attention layer positioned between the
final convolutional blocks and the fully connected dense
layers. The attention layer enables the model to focus
on important regions or features of the input sequence,
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selectively attending to certain elements while suppressing
others. By incorporating attention, the Encoder can learn to
assign varying levels of importance to different parts of the
data, enhancing its ability to recognize salient patterns and
features.

The ResNet consists of multiple residual blocks, which
facilitate the flow of gradients during training by introducing
shortcut connections. The residual blocks can effectively
capture complex temporal patterns and dependencies in time
series data and enable training by reducing the vanishing
gradient problems. Similar to ResNet, the Inception network
employs residual blocks, but additionally incorporating
inception blocks. These blocks consist of several parallel
convolutional layers with various kernel sizes, allowing the
network to capture patterns at multiple scales. This design
enhances the network’s capability to recognize complex
features and spatial dependencies in the data, making it
particularly effective in handling complex and multiscale
patterns often present in real-world datasets.

C. CLASSIFICATION
The deep neural networks were trained to predict the
engagement, arousal, and valence responses as reported by
the participants. In the case of engagement, participants were
asked to rate their experience on a scale from 1 to 5. These
ratings were then grouped into two distinct categories: Low
andHigh. Ratings from 1 to 3 were considered to denote Low
engagement, while ratings of 4 and 5were interpreted asHigh
engagement. The same approach was followed for predicting
the arousal and valence responses. In addition, the arousal and
valence responses provided by the participants were grouped
into four quadrants, each associated with a distinct emotional
state. The quadrants are as follows:

• High Arousal, High Valence (HAHV): This quadrant
represents strong, positive emotions such as excitement
or joy.

• High Arousal, Low Valence (HALV): This quadrant is
indicative of intense, negative emotions such as anger or
fear.

• Low Arousal, Low Valence (LALV): This quadrant
corresponds to weak, negative emotions such as sadness
or boredom.

• Low Arousal, High Valence (LAHV): This quadrant
signifies mild, positive emotions like calmness or
satisfaction.

D. EVALUATION PROTOCOL
The process of partitioning the data into training and testing
sets involved the application of two distinct techniques:
user-independent and user-dependent approach. In the user-
independent or leave-one-participant-out (LOPO) technique,
one participant’s data was kept as the test set, while the
data from all other participants were utilized for training
the model. This process was repeated iteratively for each
participant, and the resulting accuracies were averaged

to determine the overall model performance. By testing
the model on multiple test sets, each consisting of data
from different participants, a more robust assessment of
the model’s generalization to unseen data was achieved.
The averaged accuracies across these iterations provided
a comprehensive performance evaluation, accounting for
individual variations among participants. This approach
ensured a more reliable and comprehensive measure of the
model’s ability to perform well on new and diverse data
samples.

For the user-dependent or the person-specific approach, the
technique involved a distinct data splitting approach, where
data from one participant, with each document read was used
as a test set, while all other documents were used for training
iteratively and the resulting accuracies were averaged. The
same process was repeated for the remaining participants, and
the average accuracy was computed across all participants.
This strategy considers individual differences in engagement
and emotional responses, providing a more personalized
approach to detect and analyze individual interests. By con-
sidering each person’s unique characteristics, this technique
enhances the accuracy and relevance of engagement and
emotion detection, making it a valuable and tailored method
for personalized analysis.

V. RESULTS
For the study, we utilized deep learning models to make
predictions on three distinct variables: engagement, valence,
and arousal. Two different training methods were employed
for these models: user-independent and user-dependent
techniques. The prediction targets for engagement, valence,
and arousal were categorized through a binary classification
task. We derived the ‘ground truth’, for these tasks, from par-
ticipant responses to our survey. Moreover, to provide a more
comprehensive understanding of emotions, we established a
four-class classification structure using valence and arousal
responses. This structure segmented the response values into
four quadrants, each representing a spectrum of emotions.

A. MODEL PERFORMANCE USING USER-INDEPENDENT
APPROACH
After the models were trained, their performance was
evaluated in terms of accuracy and F1-score. Table 2 in
the report presents these evaluation results for all models
that were trained using the user-independent approach. The
evaluation metrics were computed in two scenarios: one
where each modality (i.e., data type) was considered indi-
vidually, and another where the modalities were combined.
This comparison aimed to assess whether the combination
of modalities would yield better predictive performance than
using individual modalities.

The Transformer model was found to provide the best
performance across all three categories in terms of accuracy
and F1-score, compared to the other implemented models.
For engagement prediction, specifically, the combination
of features derived from eye-tracking data and wristband
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TABLE 2. Summary of evaluation metrics using user-independent approach (LOPO).

data was particularly effective. The Transformer model
trained on this combined dataset yielded an accuracy of
80.38% and an F1-score of 78.73. These metrics indicate a
strong performance by the Transformer model in predicting
engagement, surpassing the performance of all other models
tested in this study. Similarly, for predicting valence and
arousal, the Transformer model performed the best, achieving
an accuracy of 71.28% and 73.98% respectively. This
performance, like that for engagement prediction, was higher
than any of the other models implemented in the study.

It was observed that not only the Transformer model,
but also the Inception and ResNet models, which are both
well-known deep learning architectures, delivered reasonably
good performances. Interestingly, our results show that when
the sensor signals were combined, rather than used individu-
ally, there was a boost in performance for all the three target
variables. This demonstrates the potential of a multimodal
approach in improving the accuracy of predictions in complex
tasks such as emotion and engagement detection. However,
while analyzing individual sensor data, we observed some
variability in model performance. The models demonstrated
a lower performance when solely utilizing data from the
wristband, which could be due to the lower sampling
frequencies of the E4 wristband. The Empatica E4 captures
data at lower frequencies compared to other data collection
methods, such as eye-tracking devices. This could potentially
lead to a less rich dataset, missing some finer details that
might be important for accurately predicting engagement,
arousal, and valence. The results of this classification can
be seen in Figure 4a, which displays a confusion matrix
visualizing the performance of our binary classification
model for engagement prediction using the user-independent
approach. Figure 4b displays a confusion matrix for the

FIGURE 4. Confusion matrices for engagement classification (low and
high) and emotion classification (HAHV: High Arousal High Valence, HALV:
High Arousal Low Valence, LALV: Low Arousal Low Valence, and LAHV:
Low Arousal High Valence) using user-independent approach.

quadrant-based four-class classification, providing insights
into how accurately our model was able to predict the
emotional states of the participants based on their arousal and
valence values using the user-independent approach.

B. MODEL PERFORMANCE USING USER-DEPENDENT
APPROACH
Our research also focuses on the idea that engagement and
emotions are deeply individualized experiences, subject to
variation across different individuals even while performing
identical tasks. Each individual possesses unique charac-
teristics and patterns of emotional and cognitive response,
contributing to a distinctive profile of engagement and
emotional responses. Consequently, detecting and predicting
these experiences using a generalized model may not
yield optimal results due to the lack of personalization.
To address this matter and tailor our predictive models to the
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TABLE 3. Summary of evaluation metrics using user-dependent approach.

specificities of individual experiences, we have additionally
implemented a user-dependent approach. This approach
emphasizes personalization, incorporating user-specific traits
and patterns into the predictive models to create a unique
model for each individual. It stands in contrast to the user-
independent approach, which typically trains models on
aggregate data from multiple users without accounting for
individual differences.

Our results indicated that this personalized, user-dependent
approach was indeed effective, which can be observed
from Table 3. Across all the deep learning models we
employed, the predictions for engagement, valence, and
arousal were consistently higher using the user-dependent
approach compared to the user-independent approach. The
ResNet model with the combined features from the two
modalities achieved the highest accuracy of 93.56%, 90.62%
and 88.70% for engagement, arousal, and valence predic-
tions respectively. These findings affirm the importance
of personalization in emotion and engagement detection,
supporting the notion that tailored, user-specific models can
significantly improve prediction performance. This insight
has implications not only for the development of more
effective and responsive reading systems, but also for a wider
range of applications where understanding and predicting
user engagement and emotional responses are critical.
Our findings suggest that embracing individual variability
and focusing on personalization may be key strategies in
the advancement of emotion and engagement detection
technology. The classification outcomes are illustrated in
Figure 5a, using a confusion matrix that visually repre-
sents our binary classification model predicting engagement
through the user-dependent approach. Additionally, Figure 4b
shows the confusion matrix for the quadrant-based four-class
classification, predicting participants’ emotional states based

FIGURE 5. Confusion matrices for engagement classification (low and
high) and emotion classification (HAHV: High Arousal High Valence, HALV:
High Arousal Low Valence, LALV: Low Arousal Low Valence, and LAHV:
Low Arousal High Valence) using user-dependent approach.

on arousal and valence values, employing the user-dependent
approach.

C. INTERPRETING DOCUMENT AND PARTICIPANT
ENGAGEMENT PATTERNS
The heatmap shown in Figure 6 provides a visualization of the
average Engagement ratings given by different participants
(pId) for various documents (docId). The color of each cell in
the heatmap reflects the average Engagement rating given by
a specific participant to a specific document. The color map
used determines the relationship between the engagement
score and the color in the heatmap. The darker color
represents less engagement, and a lighter color represents
high engagement. By observing the color patterns in the
heatmap, trends can be identified and could gain insights.
For example, if certain documents consistently receive high
engagement scores across all participants, these documents
might be particularly interesting or well-written. Similarly,
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FIGURE 6. The heatmap of average engagement ratings provided by each
participant to the documents.

if some participants show high engagement levels with all
documents, theymay be particularly enthusiastic or interested
in the study’s subject matter.

Taking a closer look at the heatmap, it can be noticed
that Document 1 (D1) received predominantly darker colors
across its row. This implies that this document was gen-
erally less engaging to most participants. In other words,
when averaged across all participants, D1 received lower
engagement ratings compared to other documents. Thismight
indicate that the content, presentation, or subject matter of D1
was less appealing or stimulating to the study participants.
In contrast, D12 is predominantly associated with lighter
colors, indicating higher engagement ratings from a majority
of the participants. It seems that D12 was particularly
successful in capturing the attention and interest of the
participants, suggesting that its content was engaging and
stimulating to the participants.

In addition to insights about document engagement,
the heatmap also provides information about participant
behavior. The prevalence of lighter shades in the documents
suggests that Participant 16 (P16) provided higher engage-
ment ratings to almost all the documents. This suggests
that this participant was generally more engaged with the
documents, or perhaps more generous with their ratings,
compared to other participants. On the other hand, P11 is
associated with darker shades across most of their ratings,
indicating that they found a majority of the documents less
engaging. This could be because the participant was more
critical or less engaged in general, or possibly the documents
did not align well with their interests.

VI. DISCUSSION
In this section, we delve into the key contributions, outcomes,
and insights that have been achieved through this study. This
includes both the theoretical implications of the research
and the practical applications that might result from it. This
section considers the uniqueness of the data set, the novel
approach to analysis, and the relevance of the research

question to ongoing discussions in the field. This section also
provides insights into the study by critically examining its
challenges and limitations.

A. EXPERIMENTAL PROTOCOL FOR ENGAGEMENT AND
EMOTION DETECTION DURING READING TASK
In many prior studies, the focus has been on detecting
engagement in reading or e-learning environments, or on
the detection of emotion during tasks such as watching
videos. In this study, we sought to bring these two strands
together, integrating the responses of both engagement and
emotions, specifically arousal and valence, within a reading
task. The challenge lies in accurately estimating emotions
during reading tasks, which can be more complex than
interpreting emotional responses while watching videos.

To address this, our experimental design included not
just emotional responses, but also engagement responses
in the survey. Furthermore, we employed unobtrusive data
collection techniques to ensure the most accurate results
possible. We utilized a stationary eye-tracker mounted on a
display screen to record the eye movements of participants,
a method that provides vital clues about engagement and
focus levels. In addition, an Empatica E4 wristband was
used to record the physiological responses of the participants
synchronously, providing real-time data about the emotional
state and engagement level of the readers. This combination
of tracking engagement and emotional responses provides
a more holistic view of the reading experience, potentially
offering insights on how to optimize learning environments or
understand more about the cognitive and emotional processes
involved in reading.

In order to elicit diverse engagement and emotional
responses from our participants, we carried out a meticulous
selection of documents via sentiment analysis. This method-
ology was employed to ensure that the reading material
could evoke a broad spectrum of emotional responses, mainly
happiness, anger, boredom, and calmness. The documents
chosen included a variety of genres and types, including
scientific articles, literary works, fiction, short stories, and
poems. This diverse range was designed to appeal to
different reader preferences and elicit a wider range of
emotional and engagement responses, thereby providing
more comprehensive data for our study.

To minimize potential sources of data noise and outliers,
we made sure to display the documents one paragraph
at a time in a centered layout. This specific presentation
format was used to ensure the recording of precise eye
movements and having only one paragraph displayed at a
time helped keep the reader’s focus relatively steady and
centralized, reducing the likelihood of erratic eye movements
and thereby providing cleaner, more reliable data. This setup
not only allowed us to capture detailed eye tracking and
physiological data but also helped ensure that the range
of emotional and engagement responses we recorded were
reflective of genuine reactions to diverse reading material.
This combination of detail-oriented protocol and diversity
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of stimuli contributes to the robustness and validity of our
findings.

B. USER-INDEPENDENT AND USER-DEPENDENT
PREDICTION USING DEEP LEARNING MODELS
The raw features after pre-processing from both the sensing
modalities; eye-tracker and wristband were utilized to train
different state-of the art times series classification models
to detect the elicited engagement, valence, and arousal
responses. Our models performed exceptionally well in pre-
dicting engagement in comparison to predicting valence and
arousal. We used these sensing modalities both individually
and combined to predict the target variables. Intriguingly,
we discovered that employing a combination of sensors
offered superior performance, as reflected in higher accuracy
and F1-scores. Two distinct approaches were adopted for
our study. The first was a user-independent approach, which
made use of Leave-One-Participant-Out (LOPO) cross-
validation, and the second was a user-dependent approach.
This allowed us to draw comparisons between the outcomes
of a generalized predictive model and a personalized model.

In terms of performance, the Transformer network stood
out from other models, particularly when utilizing a com-
bination of features to predict engagement, valence, and
arousal under a user-independent approach. Although the
predictions for engagement were robust, we noticed that the
predictions for valence and arousal still required additional
refinements. Interestingly, when the modalities were used
individually, gaze features served as stronger predictors for
all target variables as compared to the physiological signals
recorded during a reading task. This may be due to the
wristband recording signals at a lower frequency, which
could have contributed to lower performance metrics for the
physiological signals.

The implementation of the user-dependent approach
yielded a marked increase in performance across all models.
More specifically, we observed a significant rise in accuracy
across three main metrics: a substantial 13% boost in
predicting user engagement, a 19% boost in predicting
arousal, and a 15% leap in valence prediction. In terms of
overall performance, it was the ResNet model that delivered
the best results as per our evaluation metrics for all the target
variables, outperforming the other models. Moreover, the
introduction of the user-dependent approach contributed to
improving predictions of valence and arousal. This served
to underscore the potential for adopting personalized models
in user studies, as these can significantly enhance the
accuracy of predictions. The outcomes suggest a promising
direction for future research in user experience design and
personalized systems. By tailoringmodels to individual users,
we may improve the predictive capacity of these models and
consequently improve user interaction. This could result in
more engaging and effective user experiences, which is a
critical aspect in fields such as e-learning, digital marketing,
and user interface design.

FIGURE 7. The correlation matrix heatmap showing the linear relationship
between engagement, arousal, and valence and a boxplot to visualize the
distribution of engagement across various emotional categories.

C. ENGAGEMENT AND EMOTION CORRELATION IN
READING TASK
One of the main aims for this study was to estimate
the correlations between the engagement and emotions
experienced by users in a reading task. The participants rated
their responses on a scale from 1-5 for engagement, valence,
and arousal, with ‘1’ being the least and ‘5’ being the highest.

In Figure 7a, a correlation matrix is represented as a
heatmap, offering a visual overview of the linear associations
between the pairs of variables - Engagement, Arousal, and
Valence. In the case of engagement and arousal, a correlation
coefficient of 0.68 is observed, suggesting a relatively
strong positive correlation. This implies that an increase in
engagement tends to be associatedwith an increase in arousal,
and vice versa. Similarly, the correlation coefficient between
engagement and valence is 0.44, indicating a moderate
positive correlation. This means that as engagement levels
rise, valence also typically tends to increase, and the same
holds true in reverse.

Figure 7b represents a boxplot for visualizing and compar-
ing the distributions of Engagement values across different
Emotion Categories. This type of plot enables us to see
variations in Engagement levels based on the type of emotion
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experienced by participants. From this boxplot, we can
infer that emotions categorized as happiness or excitement
(characterized by high arousal and high valence) and anger
or fear (characterized by high arousal and low valence) are
generally associatedwith higher levels of engagement. On the
other hand, emotions such as sadness or tiredness, associated
with low arousal and low valence levels, typically correspond
to lower levels of engagement. Lastly, when participants
reported feeling relaxed or calm, their engagement levels
fell in a moderate range, neither too high nor too low.
Therefore, the emotional state of the participant appears to
significantly influence their engagement levels, highlighting
the need for a thorough consideration of the emotional
context when designing and interpreting user engagement
studies.

Based on the results drawn from our study’s analyses,
it becomes apparent that engagement and emotions together
constitute a pivotal element in contexts of learning or reading.
The interaction of emotions and engagement presents a
more layered understanding of the learning process. High
arousal emotional states, whether positive or negative, tend
to increase engagement levels. Conversely, low arousal states
tend to correlate with lower engagement. Thus, our study
underscores the importance of a more holistic approach
in learning and reading environments. Both emotions and
engagement should be considered to optimize learning
processes and outcomes. This understanding could be
crucial for educators and instructional designers to develop
effective strategies that cater to the emotional states of
learners, thereby enhancing engagement and overall learning
success.

D. USER APPLICATION
Our study introduces an interactive and user-friendly, dash-
board designed to provide a visual representation of a reader’s
engagement level and emotional state while performing
a reading task. The dashboard features an engagement
gauge that displays the reader’s level of engagement
based on predicted class probabilities. These predictions
were made using the best performing model, utilizing
a user-dependent approach. The purpose of adopting a
user-dependent approach was to create a more personalized
experience for the reader, allowing for the most accurate
representation of fluctuations in their engagement levels. The
gauge scale on the dashboard spans from 0 to 100, thereby
providing a comprehensive numerical range within which the
reader’s level of engagement can be assessed and visualized.
This graphical depiction of engagement levels allows users
to evaluate their interaction with the material they have read.
In addition to the engagement gauge, the dashboard also
includes an emotion emoji. This serves as a visual cue that
illustrates the predicted emotional state of the reader. The
emotion emoji was determined based on the best-performing
model in terms of accuracy, which predicts both valence and
arousal - the two dimensions typically used to categorize
human emotions.

FIGURE 8. The dashboard notifying the participant to concentrate on text
as it detected a fall in engagement level.

FIGURE 9. The dashboard motivating the participant to continue doing
the good work since the engagement levels are high over a consistent
period.

In addition, the dashboard is equipped with an innovative
alert system. This system has been created to assist users
in sustaining an optimal engagement level while reading.
If a situation arises where a user’s engagement level falls
below a set threshold, the system promptly generates an alert
message, informing the user of the drop in their engagement.
Conversely, if a user’s engagement level consistently rises
above a specific value, indicating a high level of engagement,
the system will trigger a motivational message. This feature
serves to further boost the user’s morale and encourage
the continuation of their elevated engagement levels. This
interactive platform not only provides users with immediate
visual and quantitative feedback on their engagement and
emotional states, but also actively aids in the maintenance
and improvement of high engagement levels with its alert and
motivation system.

Figure 8 displays a screenshot of our user-interface
portraying an instance where the application alerts the user to
increase their focus on the text, due to a drop in their predicted
engagement levels below a predetermined threshold value.
Such a feature could be instrumental in promptly drawing the
user’s attention to their lessening engagement, thus allowing
them the opportunity to consciously readjust their focus and
re-engage with the task at hand. On the other hand, Figure 9
demonstrates an instance of the dashboard providing the
user with a motivational message. This situation arises when
the user’s engagement levels are consistently surpassing the
set threshold, indicating a high level of engagement with
the reading task. The motivational message was designed
to capitalize on these moments of heightened engagement,
reinforcing the user’s morale and promoting the activity of
their elevated engagement levels.

This tool, we believe, could prove particularly beneficial
in the context of e-learning environments. By providing
personalized feedback and interactive features that foster
high engagement levels, the dashboard can potentially
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revolutionize how engagement is approached and cultivated
in e-learning environments.

E. LIMITATIONS AND CHALLENGES
While the described study makes significant contributions
to the understanding of user engagement and emotional
responses during reading tasks, there are certain limitations
and challenges that should be considered:

Generalization Across User Groups: The study mentions
a user-independent generalized approach, but it may still
be challenging to ensure that the findings generalize well
across diverse user groups. Users vary widely in terms of
preferences, demographics, and individual differences, and
the effectiveness of the models may differ for different user
segments.

Subjectivity in Emotion Assessment: Assessing emo-
tions can be inherently subjective. Different individuals may
interpret and express emotions differently, and relying on
self-reported emotions or external indicators like emojis
might not capture the full complexity of users’ emotional
states. Ensuring the reliability and validity of emotional
assessments is an ongoing challenge.

Model Robustness and Generalization: The thorough
evaluation of deep learning models is mentioned, but the
robustness of these models in real-world scenarios and their
generalization to different reading contexts may be a limi-
tation. The models’ performance in controlled experimental
settings might not fully reflect their effectiveness in diverse
and dynamic reading environments.

Correlation vs. Causation: Investigating the correlation
between user engagement and emotions is valuable, but
establishing a causal relationship is complex. While the
study may reveal associations, it may not definitively identify
whether changes in engagement cause changes in emotions or
vice versa.

Real-time Monitoring Challenges: The application’s
goal of real-time monitoring is ambitious and may
face challenges related to latency, real-world distractions,
and user interruptions. Achieving true real-time insights
might be difficult, and the application’s effectiveness
may depend on seamless integration into users’ reading
routines.

Alert Message Effectiveness: While the application pro-
vides customized alert messages, the effectiveness of these
messages in assisting users to understand their engagement
and emotional shifts needs to be validated. User response to
alerts may vary, and the impact on behavior or emotional
regulation should be carefully assessed.

Long-term User Engagement: The study’s focus on
short-term reading tasks may limit its insights into long-term
user engagement and emotional patterns. Understanding how
these dynamics evolve over extended periods could provide a
more holistic view of user experiences.

Addressing these limitations and challenges could
strengthen the study’s impact and contribute to the ongoing
discourse on user engagement, emotions, and the application

of deep learning in understanding human behavior during
reading tasks.

VII. CONCLUSION
This research paper contributes to the understanding and
detection of engagement and emotion during reading tasks,
using a multimodal approach that combines gaze data and
physiological responses from participants. A wide-range
range of advanced deep learning models utilized to process
and analyze the gathered multimodal data, has facilitated a
comprehensive comparison of these models’ effectiveness in
performing such intricate tasks. A comprehensive experimen-
tal framework was designed that leverages a non-intrusive
multimodal approach to record the user responses to
engagement, valence, and arousal. We implemented both
a user-independent approach for general applicability and
a user-dependent approach for personalized predictions.
This comparative study facilitated the understanding of
these models’ performance in such complex tasks. The
research delved into the correlation between user engage-
ment and the emotions evoked during reading tasks. This
understanding provided insights into how emotions and
cognitive engagement intertwine during a reading task,
helping in developing strategies to enhance user engagement.
Finally, the study utilized the prediction results, in the
creation of a user-centric application that visually represents
fluctuations in user engagement and emotions through a
gauge meter and emojis. This application further assists
users by providing customized alert messages, enabling users
to understand their engagement levels and emotional shifts
better.
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