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ABSTRACT
Physical fitness presents a significant challenge in ensuring proper
exercise posture. Individuals who work out need help maintain-
ing correct exercise posture during their workouts. Maintaining
correct form is critical for ensuring the safety and effectiveness
of fitness routines. Yet, it is often challenging for individuals to
keep proper form without professional guidance, which usually
comes at expensive costs. The paper presents a novel method that
utilizes the capabilities of YOLOv7 and a primary web camera to
offer immediate feedback and correction on body posture during
gym activities. Such a method empowers individuals to correct
themselves and promotes motivation even without the presence
of a professional trainer. This system has been developed to pro-
vide immediate, personalized feedback for various fitness exercises.
It efficiently counts repetitions and provides textual guidance for
improvement, tailored to the specific requirements of fitness enthu-
siasts. To determine the efficacy of our technology, we carried out
a user study in a controlled laboratory setting simulating a gym
environment. The study compares our interactive system with the
traditional training method, involving participants of varied fitness
levels. It showed significant improvements in exercise technique
with real-time feedback. These findings are crucial for AI-supported
training systems in strength training, underscoring the need for
adaptive technologies for different user experiences. The research
contributes to human-computer interaction and fitness technology
discussions, highlighting interactive models’ potential to augment
and sometimes replicate personal training benefits in exercise form
and posture improvement.

CCS CONCEPTS
• Human-centered computing → User studies; User models;
Heuristic evaluations; Visualization design and evaluation meth-
ods; Empirical studies in interaction design.
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1 INTRODUCTION
Augmented intelligence (AuI), a blend of human cognitive skills and
artificial intelligence, is transforming various sectors, notably sports
and fitness [16]. This transformation is driven by the amalgamation
of machine learning, advanced sensor technology, and sophisticated
camera systems, leading to the creation of state-of-the-art fitness
training platforms. These platforms offer personalized coaching
and real-time feedback, proving to be highly effective in improving
performance in a wide range of physical activities [14, 17]. The role
of fitness applications has become vital significantly when logistical
or financial constraints limit access to personal training. Hiring
a personal trainer for each workout session is often unaffordable,
and coordinating schedules can be challenging. In contrast, fitness
applications provide expert guidance without the logistical and
financial challenges associated with personal trainers [15].

The ubiquity of smartphones and wearable technology further
enhances the attractiveness of these applications, democratizing
access to quality fitness advice. These technologies enable users to
receive personalized, data-driven training advice, expanding the
reach and effectiveness of fitness training [15]. However, the ab-
sence of expert supervision in these routines can lead to risks such
as injuries and reduced motivation, especially for novice athletes
or fitness enthusiasts [7]. Innovations in safety equipment and aug-
mented reality tools have been suggested to mitigate these risks,
but they often restrict movement during workouts [5]. Our research
addresses these challenges by integrating computer vision tech-
nologies into existing fitness systems. By analyzing an individual’s
biomechanics through computer vision, we can identify incorrect
forms or potentially hazardous movements [29].

Previous studies have validated AI’s effectiveness in sports, par-
ticularly in recognizing activities in gym settings [18]. However,
these methods usually require significant data collection and com-
putational resources. Augmented reality solutions show promise
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but are limited by high costs and potential discomfort for users [26].
Multimodal Learning Analytics (MMLA) has demonstrated AI’s
ability to interpret complex learning data in sports [9]. However,
issues related to these studies’ reliable identification and replicabil-
ity for generalizable outcomes remain unresolved, highlighting the
need for more scalable and robust methodologies [21].

Our research addresses these issues by utilizing the YOLOv7
model for human pose estimation. This advanced model detects
body key points, providing detailed insights into an individual’s
posture and biomechanics during exercises. We can discern correct
from incorrect postures by analyzing these key points and offering
real-time, personalized feedback.

2 RELATEDWORK
AuI, an innovative technology that merges human and machine
intelligence, has been gaining traction for enhancing performance
and productivity. The use of AuI in tutoring systems [11] holds
much potential to improve the effectiveness, safety, and enjoyment
of sports and fitness activities. This concept is highly relevant in
the specialized field of gym-based activity recognition, a significant
part of human activity recognition. This area, characterized by a
controlled yet dynamic environment where various exercises are
performed, is ideal for deploying advanced object detection and
machine learning algorithms. At the forefront of this field is the
implementation of object detection models, particularly the YOLO
(YouOnly LookOnce) framework, which stands out for its improved
accuracy and efficiency in recognizing a range of gym activities
such as Pushups, Squats, Bench Press, and Shoulder Press [3, 6].

In tutoring systems for sport and fitness, augmented intelligence
refers to a collaboration between humans and artificial intelligence
(AI), where AI assists humans in decision-making and problem-
solving [27]. By utilizing various sensors, cameras, and machine
learning algorithms, tutoring systems can provide personalized
coaching and feedback to individuals engaged in sports or fitness
activities. The technology can track an individual’s movements,
analyze their performance data, and provide suggestions for im-
provement, which is especially important for activities that require
the learning of complex motor movements like, climbing, running
or weightlifting [10, 17, 18].

Pioneering research, for instance, has utilized neural networks
to interpret electrocardiograms (ECGs) for distinguishing different
aerobic activities [20]. Another notable study employed wristband
and belt-based accelerometers alongside Artificial Neural Networks
(ANNs) to accurately classify weightlifting activities [19]. These
studies underscore the effectiveness of machine learning in decod-
ing human actions and lay a solid foundation for applying the YOLO
model in our GymActivity Recognition (GAR) research. An integral
component of our research intersects with studies on real-time feed-
back in exercise routines. For example, a ground-breaking study in
weight training used clustering algorithms to provide immediate
performance feedback [15]. This research highlights the critical role
of real-time feedback in enhancing exercise outcomes. Additionally,
the influence of Human-Computer Interaction (HCI) in shaping
user experiences is paramount. Various studies have emphasized
usability, learnability, and user satisfaction as critical metrics for
evaluating activity recognition systems [2, 8]. These insights are

instrumental in our upcoming user study, which will incorporate
HCI principles to evaluate the effectiveness of our YOLO-based
model.

Moreover, there has been a substantial amount of previous re-
search in the domain of feedbackmethods inmotor learning (see [23]
for a thorough review). Recent research indicates that well-integrated
visual cues significantly impact movement learning and execu-
tion [22], while auditory cues have been recognized as effective in
enhancing athletic performance [24]. Techniques for motor learn-
ing have also been developed within the domain of Virtual Real-
ity [4, 25] and Augmented Reality [1, 13, 28]. Augmented mirror
approaches (e.g. [1, 12, 13] allow a user’s movements to be sup-
plemented with training content. FitSight also uses an augmented
mirror approach that augments the trainee’s movements with vi-
sual performance indicators in a mirror view to guide the trainee
through the exercises.

Our research, through the upcoming user study of the FitSight
system, seeks to extend the current literature by exploring the prac-
ticality and effectiveness of our YOLO-based gym activity recog-
nition and feedback system. This study is designed to generate
empirical data, moving beyond algorithmic accuracy to include
HCI-related metrics such as user engagement and satisfaction. We
aim to evaluate the system’s impact on enhancing gym exercise per-
formance, integrating machine learning methodologies, real-time
feedback, and multimedia cues. This holistic approach is expected
to provide valuable insights that will guide future research in com-
putational techniques, user interface (UI) design, and integrated
systems in the sports and fitness arena.

3 SELF-PRACTICING IN FITNESS TRAINING
The practice of fitness exercises independently presents several
challenges. Maintaining correct posture and technique without a
coach or trainer’s guidance can be problematic. Incorrect posture
increases the risk of injuries and diminishes the exercise’s effec-
tiveness. Moreover, self-motivation and progress tracking with-
out external accountability and feedback are often challenging
hurdles. Additionally, tailoring a workout program to individual
needs and goals is crucial. Typically, a coach demonstrates an exer-
cise, followed by the trainee attempting to replicate the observed
movement. The trainer then monitors and provides feedback or
re-demonstrates the exercise as needed. While the presence of a
trainer during fitness sessions offers guidance, it can also lead to
several issues. Trainees might become dependent on the trainer
for motivation or to maintain a consistent workout regimen. Fur-
thermore, employing a trainer can be costly, especially if they are
required to be present at all times. This reliance may also limit the
variety of exercises or routines a client tries, potentially leading
to boredom and a decline in motivation. Clients must manage and
adjust their workouts according to their needs and objectives.

We introduce a real-time feedback system utilizing AI and com-
puter vision in response to these challenges. Here, trainers are
not required to be continuously present; they can record exercise
demonstrations as templates. The system then establishes a ref-
erence for the ideal posture and joint angles. Importantly, fitness
has no universally correct posture; each individual’s perfect pos-
ture varies due to unique body structures. Therefore, trainers must

224



FitSight: Tracking and Feedback Engine for Personalized Fitness Training UMAP ’24, July 01–04, 2024, Cagliari, Italy

evaluate and provide customized posture guidance for each trainee.
The proposed system allows trainers to easily modify the model’s
hyperparameters, which are the ideal joint angles, eliminating the
need for repeated demonstrations. Moreover, the system’s immedi-
ate feedback on posture and technique helps participants maintain
proper form, reducing injury risks and aiding them in staying mo-
tivated and aligned with their fitness goals. Overall, this AI and
computer vision-powered real-time feedback system enhances the
efficacy and safety of independent fitness exercise practice.

4 IMPLEMENTATION
4.1 Calculating Joint Angles from Human Pose

Key Points
Our approach utilizes a 17-keypoint pose topology to track and an-
alyze body movements during fitness exercises [3]. Given three key
points𝑢 (𝑥𝑢 , 𝑦𝑢 ), 𝑣 (𝑥𝑣, 𝑦𝑣), 𝑝 (𝑥𝑝 , 𝑦𝑝 ), the joint angle 𝜃 (𝑢, 𝑣, 𝑝) (in de-
gree) between two rays formed by three mentioned points is calcu-
lated as follows: 𝜃 (𝑢, 𝑣, 𝑝) = 180(𝜙 (𝑦𝑝−𝑦𝑣 ,𝑥𝑝−𝑥𝑣 )−𝜙 (𝑦𝑢−𝑦𝑣 ,𝑥𝑢−𝑥𝑣 ) )

𝜋 .
where the angle 𝜙 (𝑦, 𝑥) (in radian) between the ray from the origin
to the point (𝑥,𝑦) and the positive x-axis in the Cartesian plane
is calculated as follows: 𝜙 (𝑦, 𝑥) = 𝑎𝑟𝑐𝑡𝑎𝑛( 𝑦𝑥 ), if 𝑥 > 0;𝜙 (𝑦, 𝑥) =
𝜋
2 − arctan( 𝑥𝑦 ), if 𝑦 > 0;𝜙 (𝑦, 𝑥) = arctan( 𝑦𝑥 ) ±𝜋, if 𝑥 < 0;𝜙 (𝑦, 𝑥) =
−𝜋

2 −arctan(
𝑥
𝑦 ), if 𝑦 < 0. Table 1 showcases the angles between two

rays formed by three joint points on different exercises. The correct
angles were defined by fitness experts. We decompose our real-time
fitness tutoring system into three phases: key points detection, Pose
tracking, and output and feedback, see Algo 1.

Algorithm 1 Pipeline for Self-Learning of Fitness Exercises.
Keypoints Detection Phase:

Get input from recorded video or real-time streaming.
Detect {𝑥𝑏 , 𝑦𝑏 ,𝑤𝑏 , ℎ𝑏 , cf, 𝑘0𝑥 , 𝑘0𝑦, 𝑘0𝑐 𝑓 , . . . , 𝑘

16
𝑥 , 𝑘16𝑦 , 𝑘16

𝑐 𝑓
} in

each frame.
Pose Tracking Phase:

Get predefined keypoints combination and range of joint
angles.

Calculate 𝜃 and 𝜙 .
Convert 𝜃 to 0-100% range using one-dimensional linear

interpolation.
Output and Feedback Phase:

Display the trainee’s performance based on a predefined
difficulty level.

4.2 FitSight System
4.2.1 Hardware Components: The system is centered around a
Windows PC, powered by an Intel® Core™ i7-8700K CPU at 3.70
GHz and equippedwith 32 GB of RAM, a high-performance NVIDIA
GeForce RTX 2080 GPU with 8 GB of dedicated memory. Visual in-
put is captured through an accessible external USB webcam to gain
an unobstructed view of the participants’ movements. The system
utilizes a high-definition projector with a 1920x1080 resolution to
deliver visual output.

Exercises angleLH angleRH angleLL angleRL
Bicep Curl (30-178)° (182, 327)° (90, 180)° (90, 180)°
Squats (190, 234)° (127, 172)°
Lateral Shoulder Raise (170, 192)° (170, 192)° (90, 180)° (90, 180)°
Bent Over Row (190, 238)° (165, 106)°
Lunges (95, 165)° (95, 165)°
Shoulder Press (50, 175)° (305, 182)° (90, 180)° (90, 180)°

Table 1: Range of joint angles for different exercises. The
angle data represents the measure of the angle created by the
intersection of two rays, each line being defined by a pair of
joint points. Angles are specified for the left hand (LH), right
hand (RH), left leg (LL), and right leg (RL) where applicable.
Measurements are given in degrees.

4.2.2 User Interface Overview: FitSight’s UI is designed for intuitive
interaction, providing users with clear visual cues and real-time
feedback to facilitate their gym activities (see Figure 1). The UI
contains the following components. FPS Display: This element
shows the frames per second (FPS) delivered by the model running
on YOLOv7, indicating the system’s responsiveness. Help Button:
Clicking this button offers users a guide on navigating and utilizing
the system’s features and functionalities. Restart Button: This
button refreshes the current webpage, effectively restarting the
application and resetting the session for a new exercise. Download
Analytics: By pressing this button, users can download a report de-
tailing the analytics of their performed exercises, providing insights
into their workout session. Feedback Text: Displayed prominently
at the top of the screen, this feature provides motivational messages
to the user, such as "Great work! Keep going," enhancing the inter-
active workout experience. Keypoints Button: This toggle button,
when activated, overlays key points on the user’s body, aiding in
the correct alignment and posture during exercises. Recommen-
dation Button: This feature, when enabled, presents text-based
feedback on the screen, offering suggestions and corrections for
the user’s form and technique. Webcam Activation: The ’Start
Webcam’ button initiates the real-time video feed, allowing the
system to provide immediate feedback for the selected exercise.

4.2.3 Real Time Feedback: The real-time feedback system was de-
signed to provide participants with immediate, actionable feedback
to maintain correct posture during exercise routines. The system
incorporated several key elements, each contributing to the overall
effectiveness of the feedback provided. Performance Bar: The
performance bar was a prominent feature of the system, visually
representing the accuracy of the participant’s posture in real time.
It scaled from 0% to 100%, where 0% indicated a posture with sub-
stantial room for improvement, and 100% represented an ideal exe-
cution of the exercise form. This instantaneous feedback allowed
participants to adjust their posture continuously throughout their
workout. Feedback Text: Complementing the performance bar,
feedback text was displayed on the top left corner of the screen.
This running commentary provided targeted advice based on the
participant’s current posture, analogous to the corrections a per-
sonal trainer might offer during a training session. Repetition
Counter: The feedback system also included a repetition counter
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which autonomously tracked and displayed the number of repeti-
tions performed. This feature enabled participants to concentrate
on their form rather than counting reps, promoting better overall
exercise quality. Goal Tracker: To keep participants informed of
their progress, the system featured a goal tracker indicating the
remaining repetitions needed to complete the workout session.
This goal-oriented metric is a motivational tool that encourages
participants to persist and maintain proper form until all planned
exercises are completed.

Figure 1: The real-time feedback system displays the per-
formance bar, feedback text, repetition counter, and goal
tracker.

As depicted in Figure 1, these features collectively formed an
integral part of the feedback loop, providing a comprehensive per-
formance overview in a single glance. In addition to these features,
the system operates in two distinct modes to accommodate different
user preferences and scenarios:

Webcam Mode: This mode provides live feedback to partic-
ipants by analyzing their posture in real time as they perform
exercises. It is particularly beneficial for immediate correction and
ensuring that each movement is executed with proper form.

Recorded Processing Mode: In this mode, users can record
their workout session and process the video later. It is ideal for
those who prefer to review and reflect on their entire post-workout
exercise routine, allowing them to assess their form and technique
retrospectively and improve for future sessions.

These dual modes ensure that the system is versatile and adapt-
able, catering to the varied needs of users whether they seek imme-
diate feedback or post-workout analysis.

5 USER STUDY
The purpose of this user study is to understand the effectiveness of
the system, specifically comparing the performance of a real-time
feedback system using the YOLO model and augmented feedback
interface against the traditional method of human training. The
focus of the study is on evaluating how well the real-time feed-
back system works compared to traditional training, rather than
concentrating on the UI elements of the system.

5.1 Participants
A total number of 16 participants were recruited (twelve male, four
female). The ages ranged from 19 to 28 years (𝑀 = 23.63, 𝑆𝐷 = 3.04),
and their fitness levels were categorized between Beginner, Inter-
mediate, and Expert levels. Only beginner and intermediate-level
athletes were selected for the study because experts, by definition,
have honed their exercise form over years of consistent practice
and are likely to have developed an advanced understanding of
correct posture and technique. Consequently, the posture correc-
tion model employed in this study was anticipated to have minimal
impact on their already well-established routines. More details on
demographics are summarized in Table 2.

5.2 Design
The performance of the proposed approach was compared to a
traditional feedback method using a between-subjects design. Par-
ticipants were assigned to either the Feedback Group or the No
Feedback Group. Both groups were provided with the same exer-
cises and amount of training. Both groups were introduced to the
study’s exercises through a standardized demonstration session
conducted to replicate a typical gym environment with a human
trainer. This session was designed to provide all participants with
an equal foundation of understanding regarding the exercises, their
form, and the expected posture.

In the introduction phase, the participants were encouraged to
engage with the trainer actively, asking questions to clarify their
understanding of the correct posture and to seek guidance on ex-
ercise execution. They were also permitted to perform a few trial
repetitions, during which the trainer confirmed the accuracy of
their form. This interactive approach ensured that all participants
started the exercise sessions with a clear and precise understand-
ing of the movements, fostering a controlled experimental setting.
Participants performed six selected exercises for the study, namely:
Bicep Curl, Squats, Shoulder Lateral Raise, Bent Over Row, Lunges,
and Shoulder Press. The difference in each condition lies in the
training method itself, how instructions are provided to the partici-
pant, and how feedback about the execution is given (i.e., Feedback
Group: FitSight vs. No Feedback Group: human trainer).

Feedback Group: In the Feedback Group condition, eight partic-
ipants performed exercises demonstrated by a fitness expert. During
their workout, participants received real-time feedback displayed
as text on a screen, along with a performance indicator that ranged
from 0% to 100%, providing them with ongoing updates on their
performance.

No Feedback Group: The No Feedabck Group, consisting of
eight participants, was instructed to perform the same exercises
as the previous group. However, compared to Feedback Group,
these participants did not receive real-time feedback from FitSight.
Instead, they carried out the exercises independently, with only a
webcam turned on to simulate a mirror-like setup similar to that
found in a typical gym environment. It allowed participants to
self-monitor to some extent while exercising.

To ensure a robust experimental design, participants in the study
were stratified into two distinct groups with careful consideration
for demographic balance. This stratification was crucial to maintain
the integrity of the study’s outcomes, allowing for a fair comparison
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between the two sets of participants namely Feedback Group and
the No Feedback Group.

ID Level Gender Age

A1 Intermediate Male 24
A2 Intermediate Female 28
A3 Intermediate Male 20
A4 Beginner Male 21
A5 Intermediate Male 28
A6 Intermediate Male 27
A7 Beginner Female 24
A8 Beginner Male 25

Feedback Group

ID Level Gender Age

B1 Beginner Female 19
B2 Beginner Male 19
B3 Intermediate Male 20
B4 Intermediate Male 22
B5 Intermediate Male 24
B6 Intermediate Male 27
B7 Beginner Male 24
B8 Intermediate Female 26

No Feedback Group

Table 2: Participant grouping strategy for the user study.

Gender and fitness level were balanced across both groups, aim-
ing to achieve a fair comparison of the exercise performance of the
real-time feedback effect vs. a traditional approach. Table 2 outlines
the specific demographic distribution in each group.

5.3 Procedure
Participants were welcomed and fully introduced to the procedure
study. Participants were informed that they would be recorded
using a camera and that this data would be used only for research
purposes. They were informed that they are allowed to take breaks
and/or stop the study at any time. Their informed consent was
obtained. The study was approved by the ethical review board
of the faculty of Mathematics and Computer Science at Saarland
University.

The study was explained in detail to the participants upon com-
pleting the consent form, and they were handed the "Participant
Instructions Form." To gain insights into the participants’ back-
grounds, they were asked to complete the "Preliminary Question-
naire". Based on their background (i.e. gender and fitness levels)
they were distributed into the feedback or no feedback group to
maintain the balance of gender and fitness levels between groups.

Next, the appropriate weight of the dumbbells was selected
for each participant to ensure the exercises were tailored to their
strength and fitness level. This personalization was crucial for pre-
venting injury and ensuring the exercises were challenging yet
achievable. The study session commenced with a video recording
to capture the participant’s form and technique during the exer-
cises. The trainer provided a comprehensive demonstration of all
six exercises, during which participants were encouraged to ask any
clarifying questions. This step was critical to ensure participants
clearly understood the exercises they were about to perform.

The exercise session began with participants performing the
exercises while the trainer evaluated their posture. After completing
each exercise, the participant was given a 2-minute rest period.
During this interlude, a verbal survey was conducted to capture
the participant’s immediate feedback on the workout they had
just performed, and the researcher noted down their responses.
This exercise, evaluation, and survey cycle was repeated for each
of the six exercises in the session. Upon completing all exercises,
participants were presented with a comprehensive user survey to
collect their overall feedback on the session.

For those in the Control Group or Non-Feedback Group, the
procedure concluded with a demonstration of the Feedback System,
regardless of their previous engagement with it. This step was
followed by a series of questions to gauge their perception of how
such a system might have impacted their exercise session.

Figure 2: Our experimental site for the user study.
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Elements such as ambient lighting and space arrangement were
considered to enhance the realism of the gym setting. The goal
was to create a conducive environment, allowing participants to
perform as they would in their regular gym sessions, thus providing
authentic data for the study’s evaluation criteria.

6 RESULTS
The data collected from the User study was further examined using
various metrics. The primary aim was to support our hypothesis
that the group receiving feedback (Feedback Group) outperforms
the group not receiving feedback (No Feedback Group). A sim-
ple mean of Trainer One score was obtained. The mean score for
the Feedback Group was 42.1, while the average score for the No
Feedback Group was 38.4. The preliminary findings were already
affirmative. However, conducting more analysis was to comprehend
the participant trends. Therefore, we give the outcomes of our statis-
tical analyses focusing on implementing ANOVA and Tukey’s HSD
Post-Hoc Tests. We used these methods to analyze the differences
in performance among various groups in our study, including begin-
ners, intermediates, and male and female participants. The ANOVA
tests played a crucial role in detecting any significant differences
among groups, taking into account their levels of experience and
gender. Subsequently, Tukey’s HSD Post-Hoc Tests were performed
to delve into the specifics of these differences. These studies are
essential for comprehending the influence of varying training levels
and gender on performance outcomes.

6.1 Inter-Rater Reliability
The user study involved a trainer who conducted a demonstration
for all participants. It was essential to have this trainer present
throughout the study to deliver the demonstration and determine
the weights to be assigned to the participants. This trainer was
also responsible for evaluating each participant’s posture for each
exercise.

It gives rise to another issuewhere the trainermay have exhibited
bias due to being aware of the conditions in which the participants
found themselves. Therefore, assessing if the trainer exhibited bias
before relying on his scores for the remainder of the user study is
imperative. In order to avoid bias in these ratings two more trainers
were selected based on their suitability for the role. These trainers
were graduate students in Sports Science specializing in weight
training. All trainers rated the exercises independently and based
on these ratings the inter-rater reliability was assessed.

The inter-rater reliability was measured using Spearman’s rank
correlation coefficient between the three trainers. Spearman’s rho
is a non-parametric measure that evaluates the rank correlation
between two variables by examining how effectively their relation-
ship can be expressed using a monotonic function. It is employed
when the data possess ordinal characteristics but may not necessar-
ily exhibit linearity. The values go from -1 to 1, with 1 indicating
a flawless positive correlation and -1 representing a flawless neg-
ative correlation. Table 3 provides the correlation matrix, and the
overall agreement score is based on the average of the pairwise
correlations.

The overall agreement score among the three trainers, based
on pairwise Spearman’s correlations, is 𝑟 = 0.6746. The pairwise

correlations between the trainers were as follows: - Trainer 1 and
Trainer 2: 𝑟 = 0.6181 - Trainer 1 and Trainer 3: 𝑟 = 0.7234 - Trainer
2 and Trainer 3: 𝑟 = 0.6823

All correlations suggest a moderate to strong positive agreement
between the trainers.

The assessment is essential in establishing the consistency and
reliability of results from the study, guaranteeing that the evalua-
tions are unbiased and unaffected by personal biases.

Trainer1 Trainer2 Trainer3

Trainer1 1.0000 0.6181 0.7234
Trainer2 0.6181 1.0000 0.6823
Trainer3 0.7234 0.6823 1.0000

Overall Agreement Score 0.6746

Table 3: Pairwise Spearman’s Rank Correlations Between
Trainers with Overall Agreement Score

6.2 Analysis of ANOVA Results
ANOVA is a statistical technique used to assess the degree of varia-
tion or difference between two or more groups in an experiment.
The study utilized ANOVA to determine whether there are statisti-
cally significant differences among the means of the groups. The
subsequent subsections provide a comprehensive account of the
ANOVA analysis carried out for different participant categoriza-
tions, encompassing beginners and individuals with intermediate
skill levels grouped by gender.

Beginners: A one-way ANOVA was conducted to compare the
effect of treatment on beginners. The analysis showed no significant
difference between groups, 𝐹 (1, 4) = 6.12, 𝑝 = .069, although a trend
towards significance was observed.

Intermediates: A one-way ANOVA revealed a significant ef-
fect of treatment among intermediates, 𝐹 (1, 8) = 36.48, 𝑝 < .001,
indicating a strong treatment effect.

Male Participants: For male participants, a one-way ANOVA
showed no significant treatment effect, 𝐹 (1, 10) = 0.85, 𝑝 = .379.

Female Participants: A one-way ANOVA for female partic-
ipants did not reveal a significant effect of treatment, 𝐹 (1, 2) =

10.02, 𝑝 = .087, although a trend towards significance was observed.
Table 4 comprehensively summarizes the ANOVA results. The

’Variation Source’ column distinguishes between the variance at-
tributable to the experimental groups (Between Groups) and the
variance within each group (Within Groups, also known as Resid-
ual). The Sum of Squares (Sum Sq)’ column quantifies the variability,
and the’ Degrees of Freedom (df)’ column relates to the number
of independent levels within the data. The’ F-Statistic (F)’ column
represents the ratio of the variance between the groups to the vari-
ance within the groups, and the P-value (PR(>F))’ column provides
the probability of observing the calculated F-statistic, or one more
extreme, under the 28 assumption that the null hypothesis is true.
A p-value below the threshold of 0.05 typically indicates statistical
significance.

The ANOVA results provide insights into the treatment’s influ-
ence on various groups. Although the beginners and female partic-
ipants exhibited indications of potential significance, implying that
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Group Variation Source Sum Sq df F P-value

Beginners Between Groups 75.0 1 6.12 .069
Within Groups 49.0 4 - -

Intermediates Between Groups 102.70 1 36.48 <.001
Within Groups 22.52 8 - -

Male Between Groups 14.12 1 0.85 .379
Within Groups 166.30 10 - -

Female Between Groups 93.52 1 10.02 .087
Within Groups 18.67 2 - -

Table 4: Detailed ANOVA results for different participant groups.

the treatment might have an impact that could be more evident with
more significant sample numbers or more investigation, the inter-
mediates and male participants had unequivocal outcomes. Further
inquiry is required to examine the effectiveness of the treatment
in the intermediate group, as it has shown a significant outcome.
However, the lack of significance in the male participants indicates
that the treatment’s effect needs to be distinguishable from random
variation.

It is crucial to acknowledge that whereas ANOVA detects dis-
parities in averages, it does not indicate the specific locations of
those disparities. Therefore, when the analysis of variance (ANOVA)
yields statistically significant results, it is common practice to do
post-hoc tests, such as Tukey’s honestly significant difference (HSD)
test, to identify the precise differences between groups. These find-
ings add to the current body of knowledge and provide insights
for future experimental designs and potential practical applications
that consider gender and skill level disparities.

6.3 Tukey’s HSD Post-Hoc Tests
Tukey’s Honest Significant Difference (HSD) Post-Hoc test is a
reliable approach in inferential statistics for comparing the means
of various groups. It is specifically designed to control the family-
wise error rate. This section explores the comparative study of two
different group settings: the comparison of the entire group and
the comparison of an intermediate group.

Group1 Group2 MeanDiff P-adj Lower Upper Reject
A B -0.3125 0.8983 -5.4642 4.8392 False

Table 5: Tukey’s HSD Post-Hoc Tests: Overall Group Com-
parison

Group1 Group2 MeanDiff P-adj Lower Upper Reject
A B -6.5417 0.0003 -9.0391 -4.0442 True

Table 6: Tukey’s HSD Post-Hoc Tests: Intermediate Group
Comparison

6.3.1 Overall Group Comparison. A Tukey’s HSD Post-Hoc test
was conducted to compare the mean difference between the Feed-
back Group and the No Feedback Group. The results revealed a
mean difference of −0.3125, 𝑝 = 0.8983, 95% CI [−5.4642, 4.8392],
suggesting no significant difference between the groups. Never-
theless, the p-value related to this disparity in means is 0.8983,
significantly beyond the standard alpha limit of 0.05. The high p-
value indicates a strong likelihood that the observed difference
in means may have been caused by random sampling variation,
assuming that the actual difference between the groups is zero.
Hence, the null hypothesis, which states that there is no substantial
disparity between the means of the groups, cannot be disproven.

Furthermore, the confidence interval for the mean difference
ranges from -5.4642 to 4.8392, including zero inside its boundaries.
The 95% confidence interval suggests that the actual difference in
means might range from -5.4642 to 4.8392. Given that the interval
encompasses the value of zero, it provides more evidence to support
the conclusion that the observed difference in means is statistically
insignificant. Hence, the comparison needs to yield adequate data
to establish a notable impact of the conditions or interventions
represented by both the groups.

6.3.2 Intermediate Group Comparison. The Tukey’s HSD Post-Hoc
test was also used to compare the intermediate groups. The results
showed a significant mean difference of −6.5417, 𝑝 = 0.0003, 95%
CI [−9.0391, −4.0442], confirming that the Feedback Group’s mean
is significantly lower than the No Feedback Group’s mean. The
p-value is significantly smaller than the alpha threshold of 0.05,
suggesting a highly improbable occurrence of such a substantial
difference in means if the null hypothesis were valid. Thus, the null
hypothesis is refuted, confirming a significant disparity between
the two groups. The confidence interval for the mean difference is
asymmetric, with lower and upper bounds of -9.0391 and -4.0442,
respectively, and does not encompass zero. This interval establishes
a 95% confidence level for the actual mean difference, confirming
the observed substantial difference. The negative sign of the mean
difference indicates that themean of Feedback Group is significantly
lower than No Feedback Group’s, with statistical significance.

7 DISCUSSION
Investigating real-time feedback mechanisms in exercise perfor-
mance offers a promising opportunity for advancement in gym
activities. Utilizing advanced object detection algorithms, such as
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the YOLO model, for gym activity recognition allows an additional
chance to evaluate the impact of real-time feedback on workout
posture and effectiveness. This study has focused on these compo-
nents to offer insights into the possible advantages of incorporating
technological augmentation into training routines. The results have
more significant implications for developing AI-supported training
systems and their incorporation into regular exercise routines.

7.1 Beginners vs. Intermediate Athletes
The ANOVA findings for the intermediate group are highly sig-
nificant, indicating a strong likelihood that the observed differ-
ences are due to the factors being studied rather than by random
chance. These findings demonstrate substantial differences in per-
formance between groups, with Feedback Group exhibiting better
outcomes. The conclusive outcome indicates that the real-time
feedback given to Feedback Group has positively influenced their
exercise performance, therefore supporting the hypothesis that ath-
letes at an intermediate level can significantly gain from real-time
performance-related information.

However, no significant differences in posture correction be-
tween conditions could be shown in the beginner group. This result
can be explained by considering the relative lack of knowledge of
the novice participants with gym workouts. At the beginning of
their physical training experience, they may want extra instruc-
tional assistance beyond real-time feedback. Beginners may benefit
from more extensive assistance, possibly through advanced visual
aids or augmented reality avatars, to increase their posture and
workout technique.

In the Tukey’s HSD post-hoc analysis, the comparison between
the entire group and the intermediate groups for Feedback Group
and No Feedback Group highlights a significant performance differ-
ence in the intermediate group. This suggests that the intermediate
group benefited more from the intervention or conditions being
tested, as compared to the overall group. The findings underscore
the effectiveness of the feedback provided specifically to the inter-
mediate group.

7.2 Gym vs. Lab
The study was conducted in a very close setting to the gym envi-
ronment, i.e., the study tried to mimic the gym environment but
was conducted in the lab environment. The RPE was maintained
for every participant, ensuring there was no bias in the difficulty
of performing the exercises, which might directly influence our
results. Also, the trainer’s choice of proving the weights for partic-
ipants varied between participants, making it not biased as each
participant’s BMI is different, and proving higher weights for higher
BMI is explainable and not biased. The trainer was successful in
doing so with sport science calculations, and this can be verified
with the RPE results; it was painted with light activity, ensuring
the participants were not experiencing fatigue between exercises,
and hence, additionally, they were given 1-2 minutes break be-
tween exercises to reduce fatigue. Overall, this study indicates a
connection between the amount of training experience and the ef-
fectiveness of real-time feedback in exercise environments. It raises
the question of how individuals can be effectively assisted at all

fitness levels using adaptive, intelligent technologies that improve
physical performance and adherence to proper technique.

7.3 Limitations
The study encounters several limitations. While based on their
presumed proficiency, the decision to exclude the expert group
potentially overlooks insights into the upper echelons of exercise
mastery. This choice must be revised to understand how highly
skilled individuals might benefit from or perceive the feedback
system. Moreover, the reliance on technology for analyzing gym ac-
tivities, though innovative, may need to capture the full complexity
of physical movements and individual biomechanical differences.
The controlled environment of the study and its duration may also
not fully represent the varied and dynamic conditions of typical
gym settings or capture the long-term effects and adaptability of the
feedback system in real-world scenarios. These limitations under-
score the need for further research, particularly in developing more
comprehensive and objective evaluation methods in gym activity
recognition.

8 CONCLUSION
This research represents a notable advancement in fitness training
by introducing the FitSight system, an innovative AI system incor-
porating the YOLOv7 model to estimate body postures accurately.
The results of our comprehensive evaluation, which included 16
participants, highlight the system’s effectiveness in improving exer-
cise performance. The real-time feedback functionality of FitSight
has been crucial in ensuring proper posture, reducing the risk of
accidents, and maximizing the effectiveness of workout outcomes.

Yet, when limiting the intermediate group for analysis, the find-
ings shift, uncovering a significant difference and confirming that
the real-time feedback system notably improves performance for
those with intermediate exercise experience rather than extensive
expertise. These insights highlight the significance of adapting fit-
ness technology to suit various user group’s different needs and
abilities. Real-time feedback technologies are a valuable comple-
ment to the training program of intermediate athletes. The results
of our user study indicate that FitSight’s real-time feedback greatly
assists in self-monitoring workout practices. It is crucial in situa-
tions where professional guidance is absent. The collected data also
yielded profound insights into the diverse needs of fitness enthu-
siasts, emphasizing the system’s wide-ranging effectiveness and
ability to personalize AI-powered fitness equipment.

As we look ahead, our primary goal is to enhance the precision
of FitSight. We aim to customize the system to fit a broader range
of customer requirements, improving its versatility. Conducting
tests in actual fitness centers will provide valuable insights into the
practical usefulness and user engagement in realistic circumstances.
Furthermore, conducting studies to assess the system’s long-term
influence on fitness motivation and outcomes would be crucial for
comprehending and improving user engagement and continued
utilization. Ultimately, the FitSight technology signifies a significant
breakthrough at the convergence of artificial intelligence and fitness
training. It provides a scalable and efficient alternative to existing
training methods and creates future research and development
opportunities in AI-assisted individualized fitness training.
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