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Abstract. Automated signature verification on bank checks is critical
for fraud prevention and ensuring transaction authenticity. This task
is challenging due to the coexistence of signatures with other textual
and graphical elements on real-world documents. Verification systems
must first detect the signature and then validate its authenticity, a dual
challenge often overlooked by current datasets and methodologies fo-
cusing only on verification. To address this gap, we introduce a novel
dataset specifically designed for signature verification on bank checks.
This dataset includes a variety of signature styles embedded within typ-
ical check elements, providing a realistic testing ground for advanced
detection methods. Moreover, we propose a novel approach for writer-
independent signature verification using an object detection network.
Our detection-based verification method treats genuine and forged signa-
tures as distinct classes within an object detection framework, effectively
handling both detection and verification. We employ a DINO-based net-
work augmented with a dilation module to detect and verify signatures
on check images simultaneously. Our approach achieves an AP of 99.2 for
genuine and 99.4 for forged signatures, a significant improvement over
the DINO baseline, which scored 93.1 and 89.3 for genuine and forged
signatures, respectively. This improvement highlights our dilation mod-
ule’s effectiveness in reducing both false positives and negatives. Our
results demonstrate substantial advancements in detection-based signa-
ture verification technology, offering enhanced security and efficiency in
financial document processing.
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1 Introduction

Signatures remain one of the most widely used behavioral biometrics for au-
thentication systems despite the growing popularity of physiological biometrics
such as fingerprints, face scans, and eye scans [1,2]. This is largely because behav-
ioral biometrics are comparatively less invasive [3]. However, unlike physiological
biometrics which are innate, signatures can be learned and replicated with prac-
tice [4]. Thus, ensuring the security of behavioral authentication systems, such
as signature verification, is crucial [5,6].

Signatures are important across various fields as a personal mark of consent
and authentication. They provide binding validity to documents such as con-
tracts and wills in legal contexts. This importance extends to the financial sec-
tor, where signatures are pivotal for authorizing transactions like checks, fund
transfers, and account changes, safeguarding against unauthorized access and
fraud [2].

In banking, signatures on checks are essential for validating transactions and
ensuring the legitimacy of financial exchanges. This leads to the complex task of
signature verification on bank checks, which involves accurately detecting signa-
tures amidst elements such as text, decorative lines, and logos. These elements
often cluster around or overlap with the signature space, complicating the task of
signature recognition and requiring advanced methods to separate and identify
the signature from its surroundings effectively.

Traditional research in signature verification [2,7] has often focused on sim-
ple datasets with signatures on plain backgrounds, aiding the development of
algorithms for signature verification [8]. However, in real-world scenarios, par-
ticularly with bank checks, signatures frequently appear amidst complex patterns
and elements, presenting substantial challenges for accurate verification [9]. This
makes previous approaches [2,7,10,11] less effective when applied to actual bank
checks.

To address this gap, there is a strong need for a dataset that mirrors real-
world scenarios where signatures are embedded within a mix of patterns, text,
and images, similar to bank checks [8,1]. Such a dataset would improve the
applicability of signature verification technology in real-world financial and legal
contexts.

In this paper, we introduce a new dataset specifically designed for signa-
ture verification on bank checks. This dataset accurately reflects the complex
environments of bank checks, featuring a variety of signature styles set against
common check elements, thus providing a more challenging and realistic testing
ground for advanced verification methods. This dataset aims to foster the de-
velopment of robust and advanced signature verification approaches, enhancing
their applicability and reliability in real-world banking operations.

Furthermore, we propose an advanced approach for signature verification
using a detection network, tailored for complex overlapping scenarios encoun-
tered in banking and legal documents. Our method employs a DINO-based net-
work [12], augmented with a dilation module to enhance the visibility of thin
strokes and improve feature extraction, making the signature’s defining charac-
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teristics more distinguishable for accurate verification. This approach effectively
localizes and verifies signatures on various documents, handling multi-scale fea-
tures and focusing on relevant areas using deformable attention, thereby ad-
dressing the complexities of varying signature styles and backgrounds.

Our results demonstrate significant advancements in the capability of signa-
ture verification technologies, offering enhanced security and efficiency in finan-
cial document processing. The key contributions of this paper are summarized
as follows:

e We introduce the Synthetic Signature Bankcheck Images (SSBI) dataset,
featuring real and forged signatures embedded in complex scenarios on bank
checks, such as stamps, logos, and background designs, along with other bank
check elements. The complete source code and the dataset are available at
https://github.com/saifkhichi96/ssbi-dataset/.

e We present an end-to-end trainable framework based on DINO [12], incor-
porating both training and guiding networks for fraud detection on bank
checks. This framework effectively handles signature verification and bank
check object detection.

e Our approach achieves a significant performance improvement, with a 10%
increase over the baseline DINO network on our dataset. This improvement
underscores the efficacy of our method in enhancing signature detection and
verification.

The remainder of this paper is organized as follows: Section 2 provides a
thorough review and analysis of the existing datasets available in the field of sig-
nature forgery detection. Section 3 explains the motivation behind our research.
In Section 4, we introduce our new dataset, detailing its composition and the
processes involved in its creation. Section 5 elaborates on our approach, and
Section 6 evaluates the generated data for bank check object detection and sig-
nature verification, including ablation studies for our proposed approach. Finally,

Section 7 summarizes our key findings and outlines future research directions.

2 Related Work

2.1 Signature Verification

Signature verification is important for the banking sector, where handwritten
signatures are commonly used [2]. Online signature verification has access to
real-time characteristics of the signature as it is performed on a digital device.
In contrast, offline signature verification uses scanned images of a signature,
making it a more challenging task [1]. Writer-independent signature verification
aims to authenticate a signature regardless of its author. Algorithms in this
process search for characteristics commonly seen in forgeries, like shaky strokes
and overwriting. On the other hand, writer-dependent signature verification is
used when the owner’s identity is known, and the objective is to determine if
the signer is the owner or not.
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Classification-based Approaches In recent years, offline signature verifica-
tion has seen substantial advancements through many research efforts, each fo-
cusing on improving the accuracy and reliability of signature recognition sys-
tems. Pal et al. [7] delved into texture features and reported an Average Error
Rate (AER) of 32.72% when utilizing Local Binary Patterns (LBP) and Uni-
form Local Binary Patterns (ULBP). This study shed light on the significance
of texture-based features in signature verification. Patil et al. [10] introduced a
writer-independent approach by employing a Histogram of Oriented Gradient
(HOG) features and a K-Nearest Neighbor (K-NN) classifier, further diversify-
ing the landscape of signature recognition techniques. The research landscape
expanded as scholars explored advanced methods for offline signature verifica-
tion. Fierrez et al. [9] harnessed the power of Hidden Markov Models (HMM)
and dynamic time functions, achieving remarkable error rates in signature ver-
ification. Narwade et al. [11] introduced shape correspondence and employed a
Support Vector Machine (SVM) classifier, showcasing an impressive accuracy
of 89.58% on synthetic signature data. These methodologies collectively high-
light the diverse and evolving approaches within offline signature recognition.
Moreover, researchers have demonstrated their commitment to robust evalua-
tion by testing their methods across various datasets. Okawa [8] achieved an
impressive Equal Error Rate (EER) of 5.47% on the MCYT-75 dataset [13],
surpassing state-of-the-art systems. Sharif et al. [14] adopted genetic algorithm
feature selection and SVM classifiers on datasets like MCYT [13] and GPDS [15],
consistently outperforming existing approaches. These studies underscore the
importance of comprehensive evaluation of diverse datasets to validate the effec-
tiveness of signature verification systems. In summary, offline signature verifica-
tion has undergone substantial progress, with researchers continuously exploring
diverse techniques and evaluating their performance on various datasets. These
efforts collectively contribute to developing more accurate and dependable sig-
nature recognition systems, addressing the growing need for secure and efficient
document authentication processes.

Deep Learning-based Approaches Recent advancements in deep learning
have broadened their applications, including healthcare [16,17], traffic analy-
sis [18], to document analysis [19,20,21,22,23,24,25,26]. The advancements in
signature verification technology have been marked by various innovative deep
learning-based approaches [27,28,29], each contributing significantly to the field.
Shariat et al. [30] introduces a writer-dependent method for signature verifi-
cation, utilizing a hierarchical one-class Convolutional Neural Network (CNN).
This approach is unique in learning authentic signatures without needing forg-
eries as a reference. The effectiveness of this method is demonstrated on Persian
databases (PHBC and UTSig) and Latin databases (MCYT-75 and CEDAR [31]),
where it outperformed existing state-of-the-art results. Wei et al. [32] intro-
duce the Inverse Discriminative Networks (IDN) model, designed for writer-
independent handwritten signature verification. This model is notable for incor-
porating four network streams, each analyzing pairs of signature samples. The
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IDN model’s performance is impressive, showing high verification accuracy on
a comprehensive Chinese signature dataset and international datasets such as
CEDAR |[31], BHSig-B, and BHSig-H [33]. In 2020, Jain et al. [34] developed a
shallow Convolutional Neural Network (CNN) approach for verifying handwrit-
ten signatures. This method stands out for its language independence, which
applies to signatures in any language. This is validated through experiments
on various public signature datasets, including the newly created CVBLSig-V1
and CVBLSig-V2 [35], demonstrating its wide applicability and effectiveness in
signature verification. Further contributing to this field, Pal et al. [36] focus on
language-independent signature verification and achieve remarkable recognition
rates on several datasets, including BHSig260 Hindi and Bengali [33] and the
MCYT-100 dataset. This method not only surpassed existing methods in recog-
nition accuracy but also demonstrated impressive results in Equal Error Rate
(EER) metrics, further solidifying its effectiveness.

Kao at al. [5] brings a new perspective with their deep CNN approach for
offline signature verification and forgery detection. This method is particularly
effective in scenarios where only a single known signature specimen is available,
achieving high accuracy on the ICDAR2011 SigComp dataset. Poddar et al. [37]
proposes a deep learning-based approach for offline signature recognition and
forgery detection. Combining CNN with the Crest-Trough method for signature
recognition and employing the SURF [38] and Harris algorithms [39] for forgery
detection, their method showed significant improvement, indicating the effec-
tiveness of this combined approach. Vorugunti et al. [6] uses a hybrid approach
involving Convolutional Autoencoder (CAE) features and handcrafted features
fed into a Depth-wise Separable Convolutional Neural Network (DWSCNN)
for lightweight Online Signature Verification (OSV). This method demonstrates
promising results on datasets like MCYT-100 and SUSIG. In 2021, Ghosh [40]
proposes a Recurrent Neural Network (RNN)-based model with LSTM and
BLSTM for offline signature recognition and verification. This model is notable
for achieving low Equal Error Rates (EERs) on various datasets. Expanding
into the realm of 3D signature recognition, Ghosh et al. [41] introduces a Spatio-
Temporal Siamese Neural Network (ST-SNN), which performs well on a 3D sig-
nature benchmark dataset. Junior et al. [42] introduce a novel approach combin-
ing Fully Convolutional Networks with Refinement Layers, specifically designed
to accurately segment offline handwritten signatures, contributing to improved
document processing systems. Lastly, Liu et al. [43] presents a region-based
deep metric learning network for offline signature verification. This method is
applied to writer-dependent and writer-independent scenarios, achieving com-
petitive Equal Error Rates (EERs) on challenging datasets like CEDAR [31]
and GPDS. These developments collectively highlight the dynamic and evolv-
ing nature of signature verification technology. Each method brings forward new
perspectives and solutions, contributing to more secure and reliable systems for
signature authentication in various applications.
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2.2 Bank Check Signature Datasets

Various signature databases are available, such as GPDS [15], MCYT [13],
CEDAR [31], BHSig260 [33], UTSig [44], ICDAR2011 [45] and SigComp [46]
datasets. However, these datasets only contain cropped signatures on white back-
grounds, which do not represent signatures on complex documents in real-world
scenarios. Verifying signatures on complex documents is challenging as it requires
detecting and extracting signatures. Unfortunately, existing signature verifica-
tion methods tested on these databases do not account for these factors. A small
dataset of bank checks, called BCSD, contains signature segmentation annota-
tions, as reported in [47]. However, this dataset lacks any forgeries and has only
156 samples, making it unsuitable for signature verification using deep learning
techniques.

3 Motivation

This section outlines the primary motivations behind creating our dataset and
its anticipated impact on signature verification for bank checks.
Comprehensive Collection of Signature Data from Bank Checks: Our
dataset is meticulously designed to capture a wide variety of signature styles,
including variations in handwriting and ink properties, against diverse back-
grounds such as different paper textures, colors, and printed patterns found on
checks. This comprehensive approach ensures the dataset is robust and represen-
tative of real-world banking scenarios. It prepares algorithms to tackle challenges
in signature detection, such as deciphering signatures overlaid on complex back-
grounds mixed with printed text and other markings.

Enhancing Financial Security and Operational Efficiency: Our dataset
significantly contributes to financial security by enabling high-accuracy auto-
matic signature verification, a crucial need for processing financial documents
like checks. Reducing reliance on manual verification strengthens security mea-
sures against fraud and forgery and boosts operational efficiency. Financial in-
stitutions can process more checks faster, improving customer satisfaction with
quicker processing times and enhanced security measures. This advancement
marks a significant step in the digital transformation of financial services, lead-
ing to more secure and efficient banking operations.

4 The SSBI Dataset

We present the Synthetic Signature Bankcheck Images (SSBI) dataset, featur-
ing diverse signature styles and background complexities to simulate real-world
scenarios effectively. This section describes the data collection, preprocessing,
and annotation processes that ensure the dataset’s relevance and applicability
to fraud detection in banking. The complete data creation pipeline is illustrated
in Fig. 1.
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Fig.1: Dataset Creation Pipeline. We use a semi-automated process for
dataset generation comprising of a manual signature acquisition step—for ob-
taining forged and genuine signatures—and an automated step for inserting these
signatures and filling other fields on bank checks.

4.1 Signature Data Acquisition

As the first step of our dataset creation pipeline (Fig. 1), we collected authentic
signatures from real individuals. We designed a standard signature collection
sheet with a 4x2 grid to achieve this and requested 19 people to sign their names
multiple times. The participants were of different genders, aged between 20 and
40, and had a high-education background. Each participant signed their name on
approximately two sheets containing 16 signatures. Half of the signatures were
signed with a black ballpoint pen, and the other half with a lead pencil.

After collecting genuine signatures, we moved on to creating forgeries. We
divided the signatures equally among three different people. These individuals
were allowed to examine all authentic signatures of a person and practice them
as long as they desired before creating the forgeries. As a result, we obtained
highly skilled forgeries with very little evident visual differences from the genuine
signatures. For each person, eight forgeries were created: four with a ballpoint
pen and four with a pencil. In Fig. 2, we show the raw signature samples collected
for one individual.

After obtaining the raw signatures, we manually drew bounding boxes around
them using an annotation tool. We then used these annotations to crop the
signatures from the collection sheets.
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Fig.2: Comparative Analysis of Signature Samples - The two left columns
display authentic signatures from an individual, showing the natural variations
in their handwriting. The right column presents a forged signature sample, il-
lustrating the outcome of a highly skilled forgery attempt with minimal visual
differences from the genuine signatures. For each individual, eight forgeries were
created: four executed with a ballpoint pen and four with a pencil to capture
the diverse techniques used in forgery attempts.

4.2 Bank Check Creation

In the second step, we obtain ten high-quality and realistic images of bank checks.
These checks had varying degrees of layout and background complexity. We iden-
tify specific regions where different check elements are typically present for each
check, such as the name, amount, date, and signature. After that, we use an
automated algorithm to fill these regions with the collected signatures and some
handwritten fake names, dates, and amounts. We will describe this algorithm in
detail below. We use annotated bounding boxes to crop the signatures from col-
lection sheets and then apply a threshold to obtain a binary segmentation mask.
We copy the signature pixels from the collection sheet and then augment them
with a random pen color ink selected from a pool of common ink colors. These
colors include black, dark gray, dark blue, red, and green, with probabilities of
0.2, 0.2, 0.3, 0.2, and 0.1, respectively. Five such augmentations are created.
Next, we randomly select five checks from the checks database. Colored signa-
ture pixels are blended with the selected check background and positioned inside
the signature area identified on the check. We also randomly scale and translate
the signatures within the signature area, such that augmented signatures vary in
location, size, and color. After filling in the signature field, the remaining check
fields are filled similarly using fake data. It aims to give the bank check a realistic
and “filled” appearance. Some examples of our bank checks are shown in Fig. 3.

We provide labeled bounding boxes for the signature, legal amount, courtesy
amount, date, and payee. The annotations include the ink color, a person ID
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Fig. 3: Our Bank Check Data Samples offer a diverse collection of check designs
and ink colors, mimicking the variety banks handle daily. With everything from
basic blue and green to intricate patterns, it challenges signature verification by
altering signature visibility. The range of ink colors tests detection capabilities
across different contrasts. Essential for creating algorithms that accurately detect
forgeries, this dataset is key to enhancing transaction security.

Table 1: Detailed data splits for genuine and forged bank checks.
Train Validation Total

Number of genuine bank checks 2352 1008 3360
Number of forged bank checks 700 300 1000

Total per split 3052 1308 4360

to identify the signature author, and a boolean value indicating whether the
signature is genuine or forged.

4.3 Dataset Description

We provide our dataset annotations in COCO format and images generated via
our semi-automated check creation pipeline. Our dataset contains 4360 samples,
with 3360 for training and the other 1000 for validation. We annotate six unique
classes on the check, including the courtesy amount, legal amount, date, payee,
and signature. The signature class is subdivided into genuine and forged sig-
natures. Table 1 shows the detailed split information including the number of
checks in each split containing either a genuine or forged signature.

5 Methodology

5.1 Pre-processing

Dilation Transformation To enhance the accuracy of signature detection on
bank checks, we apply a dilation transformation to the scanned images. This
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operation expands the pixels in the signature area, making faint or thin lines
more prominent. This enhancement is particularly beneficial for lightly written
or finely stroked signatures, improving their visibility and making them easier
to detect. This pre-processing step is crucial for preparing the bank check data,
ensuring that the signature detection system can accurately identify and analyze
the signatures, as illustrated in Fig. 4.
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Fig. 4: Illustration of bank checks before and after a dilation transformation

5.2 Network Architecture

Our approach features an end-to-end architecture designed for detecting vari-
ous fields on bank check images, as shown in Fig.5. The network comprises two
main modules: the training and guiding modules. Both modules utilize an Im-
ageNet [48] pre-trained ResNet-50 backbone[49] integrated with a transformer
encoder-decoder network [50]. The detailed descriptions of these modules are as
follows:

— Training Module: This module uses the ResNet-50 backbone pre-trained
on ImageNet to extract multi-scale features from the input images. The
encoder enhances these features using positional embeddings derived from
convolution layers with a 3x3 kernel size. A key feature of the DINO network
is its mixed query selection strategy, which initializes positional queries and
anchors while keeping content queries adaptable and advantageous during
domain shifts. This strategy also supports Contrastive Denoising Training
(CDN). In the decoder, deformable attention is employed to integrate the
encoder’s output with sequential query updates. CDN helps identify and rec-
tify misinterpreted areas by passing gradients between adjacent layers early
in the process. The final output for bank check images is obtained by cal-
culating the dot product between the final query embedding and the pixel
embedding map. The training module’s performance is evaluated during in-
ference using unseen data, excluding the guiding module.

— Guiding Module: This module is designed to enhance the quality of input
bank checks by applying a dilation transformation, improving the training
module’s performance. It also employs the DINO network as a baseline.
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Fig.5: Overview of our proposed approach for bank checks. The process begins
with the input of two cashier’s checks, each with a signature. The top check is
fed into a Training Module, which consists of a DINO network [12] with query
selection, encoder, and decoder layers, and a hybrid matching component, where
the model learns to predict the authenticity of the signature through supervised
learning. After dilation transformation, the bottom check is processed through a
guiding module, which parallels the Training Module’s architecture but focuses
on guiding the training process toward more stable and generalizable feature
extraction.

During the training phase, the guiding module actively updates and adjusts
the training module, ensuring optimal adaptation and learning efficiency.
This dynamic interaction between the two modules significantly enhances
the system’s overall effectiveness, especially in accurately processing and
interpreting bank check images. For more details, please refer to the DINO
network [12].

Moreover, we propose a novel formulation for writer-independent signature
verification using the detection network. This approach involves treating gen-
uine and forged signatures as two distinct classes, training the network to classify
detected signatures into one of these categories. Writer-independent verification
means the system can authenticate signatures regardless of the specific writer,
focusing on identifying common features of forgery across different signatures.
This formulation allows the network to both locate signatures on bank checks
and verify their authenticity by distinguishing between genuine and forged sig-
natures, as demonstrated in our experiments.

6 Experiments

This section provides a detailed evaluation of our approach for detecting bank
check fields, including verification of detected signatures. We also present some
ablations to study the impact of different network components.
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6.1 Experimental Setup

As a baseline for comparison, we utilize the DINO network [12] with a ResNet-
50 backbone. We resize an input image, ensuring its shorter side falls between
480 and 800 pixels and its longer side is no more than 1333 pixels. Our training
process involves training the networks for five epochs on Nvidia A100 GPUs
with a batch size of 16. We use the AdamW optimizer with a 1e~* weight decay.
During training, we used 90 object queries in the training and guiding network
decoder. Our model comprises a 6-layer transformer encoder and decoder with
256 hidden dimensions.

Table 2: Distribution of small, medium, and large annotations across the different
dataset classes.

Training Validation

Class Small Medium Large Small Medium Large
Amount (Courtesy) 440 1881 731 169 813 326
Amount (Legal) 0 1142 1910 0 481 827
Date 163 1837 754 57 T 334
Payee 0 994 717 0 387 300
Signature (F) 2 304 394 0 123 177
Signature (G) 4 915 1433 1 358 649

6.2 Evaluation Metrics

We report the mean Average Precision (mAP) at the Intersection over Union
(IoU) threshold range of [0.5, 0.95], which gives the network overall accuracy in
identifying various check components. Additionally, we analyze Average Precision
(APs, APy, APp) metrics, with IoU threshold of 0.5, to evaluate the system’s
precision in detecting objects of small, medium, and large sizes, ensuring accurate
identification of all critical elements on the check. Table 2 provides a detailed
breakdown of annotations by size across different classes. Alongside, Average
Recall (ARg, ARy, ARyp) metrics, with IoU threshold of 0.5, are utilized to
measure the system’s capability to consistently detect relevant objects across
different sizes, highlighting the model’s efficiency in capturing a wide range of
check features. This comprehensive set of metrics ensures that our bank check
processing systems are both secure by effectively verifying signatures and efficient
by precisely detecting and classifying check details.

6.3 Results and Discussions

This section presents the results of our main experiments, including baseline
comparisons. The overall performance of our model for detecting bank check
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fields is evaluated in Table 3. A more detailed, class-wise comparison is provided
in Table 4, including our approach to distinguishing between genuine and forged
signatures in a writer-independent verification setup.

Table 3: Performance comparison with the baseline for detecting objects on bank
checks

Architecture mAP APsg APwm APy, ARs AR ARy

DINO 94.5 65.2 94.6 95.1 83.3 97.0 97.8
Our 99.7 96.7 99.8 99.7 96.7 99.9 99.8

Baseline Comparisons: Our approach is also compared against the baseline
DINO model, focusing specifically on bank check objects as shown in Table 3.
The baseline DINO network achieved a mean Average Precision (mAP) score of
94.5. In contrast, our enhanced method significantly improved, reaching a mAP
score 99.7. This improvement is especially notable in detecting small objects
common on bank checks. Here, our method achieved an Average Precision (AP)
of 96.7 and an Average Recall (AR) of 96.7, compared to the baseline’s 65.2 AP
and 83.3 AR. These results underscore the superior capability of our approach
to accurately detect objects on bank checks, which is crucial for effective check
analysis.

Table 4: Class-wise performance evaluation for detecting and verifying objects on
bank checks, including genuine and forged signatures, dates, monetary amounts,
and payees.

Si t A t
Method lgnature Date moun Payee Overall
Genuine Forged Courtesy Legal
DINO 93.1 89.3 93.7 96.6 97.4 97.2 94.5
Our 99.2 99.4 100 100 100 99.7 99.7

Performance in Signature Verification: We conducted an in-depth analysis
of our system’s performance in verifying signatures on bank checks. Our method
demonstrates significant improvements over the baseline DINO model, achieving
an Average Precision (AP) of 99.2 for genuine signatures and 99.4 for forged sig-
natures. In contrast, the DINO baseline achieved 93.1 AP for genuine and 89.3
AP for forged signatures. This marked improvement underscores the robustness
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of our detection-based verification approach, which effectively reduces false pos-
itives and negatives, ensuring higher reliability in fraud detection. These results
validate our claims in the abstract and introduction, showcasing the system’s
capability to handle real-world complexities in bank check signatures.

Detection of Other Bank Check Elements: Our method also excels in
detecting other critical elements on bank checks, including dates, monetary
amounts (courtesy and legal), and payees. The AP for these fields reached 100
with our approach, compared to the DINO baseline’s 93.7, 96.6, 97.4, and 97.2,
respectively. This exceptional performance indicates our network’s ability to ac-
curately identify and localize various components on the checks, further enhanc-
ing the system’s overall reliability. The results, as presented in Table 4, highlight
the comprehensive improvement achieved by our framework across all evaluated
components of bank checks.

Implications for Real-World Applications: Our findings demonstrate the
practical utility of our approach in real-world banking operations. The substan-
tial improvements in both signature verification and the detection of other check
elements suggest that our method can significantly enhance the security and
efficiency of financial document processing. Our work sets the stage for future
advancements in secure and efficient signature verification technologies by pro-
viding a robust dataset and a powerful detection network.

6.4 Ablation Studies

Impact of the Guiding Module: The guiding module’s contribution to the
network’s performance is illustrated in Table 5. Incorporating the guiding module
results in an increase in mAP from 94.5 to 97.1. The integration of a guiding
module with a dilation transformation significantly boosts feature extraction,
enhancing the visibility of thin strokes and faint signatures. This pre-processing
step is crucial for improving detection accuracy.

Table 5: Performance comparison with and without the guiding module and pre-
processing step. Here, pre-processing is applied to the guiding module.

Training Guiding Pre-processing mAP APs AP APL ARs ARMm ARL

v X - 94.5 65.2 94.6 95.1 83.3 97.0 978
v v - 97.1 90.8 97.5 97.2 91.9 984 98.3
v v Dilation 99.7 96.7 99.8 99.7 96.7 99.9 99.8

Impact of Dilation Transformation: The positive effects of applying dila-
tion transformation in the guiding module are evident. This preprocessing step
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improves the network’s overall performance, as shown in the last two rows of Ta-
ble 5. Dilation enhances the visibility of critical foreground information, such as
text and signatures, by minimizing the interference of background patterns. This
improvement is crucial for the training module to recognize important details
on bank checks effectively. Moreover, dilation aids in verifying signatures by em-
phasizing key features, thus facilitating more reliable detection and verification
of bank check elements.

7 Conclusion

In this paper, we addressed the critical task of signature verification on bank
checks, which is essential for preventing fraud and ensuring transaction authen-
ticity. We introduced the Synthetic Signature Bankcheck Images (SSBI) dataset,
a novel collection of signatures in complex scenarios, including real and forged
signatures embedded within typical check elements. This dataset provides a re-
alistic and challenging environment for advancing signature detection and veri-
fication methods.

Furthermore, we presented an end-to-end trainable framework based on the
DINO architecture, augmented with a dilation module to enhance the detection
and verification of signatures on bank checks. Our method demonstrated signif-
icant improvements, achieving a notable increase in performance metrics over
the baseline DINO network. Specifically, our approach achieved an mAP of 99.7,
with substantial gains in detecting small objects, underscoring the effectiveness
of our guiding module and dilation preprocessing.

Our results highlight the potential of our framework to improve the accuracy
and reliability of signature verification systems, which is crucial for enhanc-
ing security and operational efficiency in financial document processing. The
SSBI dataset, along with our proposed methodology, lays the groundwork for
future research in developing robust and advanced techniques to combat signa-
ture forgery and improve fraud detection in banking and other domains where
signature verification is vital.

By providing a comprehensive dataset and a powerful detection-based veri-
fication approach, this work contributes significantly to the field of automated
signature verification, offering a practical solution for real-world applications and
setting the stage for further advancements in secure document authentication.
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