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ABSTRACT
While data collection and annotation is crucial for training super-
vised machine learning models and improving their accuracy, it
can be resource-intensive. In this paper, we propose a weakly su-
pervised method to extract fine-grained information from existing
weakly-annotated data accumulated over time and alleviate the
need for collection and annotation of fresh data. We also integrate
it in an interactive tool that facilitates training and annotation.
Communities comprising ecologists and other domain experts can
use it to train machine learning models to detect animal species and
monitor wildlife in protected areas. Our method not only improves
the extraction of information from coarse labels but also simplifies
the process of annotating new data for experts.. By lowering the
time and expertise barrier to data annotation, we also aim to en-
courage individuals with varying levels of expertise to participate
more in citizen science and contribute to preserving ecosystems.
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1 INTRODUCTION
Biodiversity conservation is crucial to the mitigation of CO2 emis-
sions. Plants such as trees capture CO2 from the atmosphere to
synthesize energy essential for their growth, constituting an indi-
rect carbon capturing method [8]. Some plants and trees rely on
animal species such as bats for pollination [5]. Maintaining healthy
ecosystems helps keep carbon sinks and increase resilience to cli-
mate change. Creating and monitoring protected areas to support
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biodiversity and preserve the natural habitat of many species con-
tributes to global climate regulation and CO2 emission reduction.
Data quality and quantity are key factors in the success of wildlife
monitoring methods. However, data collection and annotation is
a costly process, and its underlying digital infrastructure such as
data centers and storage facilities is related to high power consump-
tion resulting in high CO2 emissions. The International Energy
Agency estimates that data centers and data transmission are re-
sponsible for 1% of CO2 emissions [1]. With the affordability of
data acquisition decreasing, the process of capturing acoustic data
for biodiversity monitoring has become more accessible. However,
the storage demands for certain types of audio data, like ultrasound
recordings, remain considerable. [7]. Gibb et al.[7] discuss some
of the ways to minimize storage for acoustic data, but they also
point out that discarding data is actually undesirable. Archived
collections of acoustic data recorded during decades present a valu-
able data source that can be leveraged to develop new methods
for species and behavior identification. Such collections include
the FNJV Collection (Fonoteca Neotropical Jacques Vielliard at the
University of Campinas, Brazil), and the Macaulay Library (Cornell
Lab of Ornithology).

While most approaches focus on improving model training to
reduce CO2 emissions related to AI, we aim to tackle the issue
starting from the data acquisition step, to make it more sustainable.
In this context, we pose the following research questions:

(1) Question 1: How can we use existing collections more effi-
ciently and support ecologists in their efforts for biodiversity
conservation?

(2) Question 2: How can we support individual and collective
efforts to annotate data for biodiversity conservation and
climate change mitigation?

To answer question 1, we propose developing methods that use
existing data collections more efficiently by extracting more in-
formation from them. This is a concrete step forward towards
making AI and specifically deep learning more sustainable. To
answer question 2, we focus on citizen science which is a valuable
means of acquiring data and support biodiversity monitoring ob-
jectives including supporting management of protected areas in
the decision-making process, increasing awareness to ecological
changes, engaging public in ecological issues, developing ecological
knowledge etc. [16, 18, 23]. However, data quality highly influences
its use to achieve biodiversity objectives and often introduces in-
ference bias [11]. A combination of Human/Computer Intelligence
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Figure 1: Training pane: Domain experts can train a model with a backbone of choice of pretrained models and configure
parameters such as pooling function (model configuration area 1) using a weakly annotated dataset, such as a subset of the
FNJV dataset for anurans. Upon selection of the dataset, the label distribution is computed for a better overview of the dataset
(dataset area 2). At the bottom (single file inspection area 3), the user can inspect single spectrograms, here collapsed.

can be used to control data quality [21, 25]. By lowering the effort
barrier to data annotation and automatically generating time inter-
vals of the occurring species, we aim to increase participation in
citizen science and improve the overall data quantity and quality.

2 RELATEDWORK
Deep learning methods have proven very useful for detection of
sound events in animal sounds datasets. Some methods are associ-
ated with a user interface for result inspection and easy annotation
[3, 4, 10]. A popular model for bird species classification is BirdNET
[12]. Trained using weakly annotated datasets, in their method, the
authors use heuristic image processing methods for signal-strength
estimation [20]. Other approaches for training on weakly annotated

data are weakly supervised learning and multiple instance learn-
ing [14]. Most methods developed for weakly supervised sound
event detection (WSSED) use environment datasets such as Au-
dioSet [6]. Some WSSED methods include [13, 15, 19, 24, 26, 27].
We contribute to this literature be exploring how WSSED can be
used for wildlife monitoring to support biodiversity conservation
and increase participation of individuals in citizen science.

3 METHOD
3.1 Model
In our approach, we use a Convolutional Recurrent Neural Network
(CRNN) and Multiple Instance Learning (MIL) based on [26]. We
train using AnuraSet [2], a benchmark dataset for animal sounds.
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(a) Single File annotation (b) WSL Settings

Figure 2: Annotation pane: Upon file upload, the model annotates the file with the detected species’ calls and onset, offset time.
The user can modify the predictions if necessary (a) using UI components such as slider, buttons and input fields. The more
experienced machine learning practitioner can adjust the post-hoc parameters of the weakly supervised setting to achieve the
best performance such as pooling function, prediction threshold and the precision of the prediction window for the onset-offset
times (0.1 - 1s)(b).

To evaluate themethod, we compute the F1 score for segment and
file level predictions. We compare the performance of the CRNN
trained from scratch with the feature extraction capabilities of
models pretrained on visual data such as ResNet-50. We achieve
similar performance with ResNet in both detection of events in file
and segment level [22].

3.2 Interactive training and annotation tool
We design the tool with two user personas in mind: the expert
and the novice, therefore we create a training (Figure 1) and an
annotation pane (Figure 2a). The training pane has three main areas
that are dynamically filled upon user action to minimize user input
and collapsible for less visual clutter.

In the training pane, the expert can select a weakly-annotated
dataset and a pretrained model, such as ResNet-50 [9]. As the pool-
ing function plays an important role in the performance of weakly
supervised learning models [22, 26] we make it a configurable pa-
rameter. In the annotation pane, the user can upload and annotate
an audio file. Upon upload, inference runs in the background while
the spectrogram of the audio file is computed and displayed. Upon
selection, the time intervals are displayed as gray overlays on the
spectrogram. The user can modify them, delete or add new ones.
For the more experienced user we have created a Settings pane
(Figure 2b) to modify post-hoc model parameters related to weakly
supervised learning such as pooling function, prediction threshold
to make the model more or less sensitive towards certain classes and
prediction window. Currently, our tool is not meant for automatic
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dataset annotation, but to help novice and expert users, generate
accurate annotations in a more efficient way. The application is
implemented in Python using Dash 1 and PyTorch [17].

4 CONCLUSION AND FUTUREWORK
The purpose of this paper is to encourage sustainable ML methods
and practices such as the use of existing data resources more effi-
ciently, support biodiversity conservation efforts and help individ-
uals get involved more in citizen science. Concretely, we proposed
using museum data collections, contributing to decreasing the CO2
footprint of machine learning. Considering the link between bio-
diversity conservation and CO2 reduction, we proposed to scale
biodiversity conservation efforts to individuals through citizen sci-
ence by lowering the barrier to data annotation and increasing
the accuracy of their contribution. We presented a method that
extracts fine-grained information from weakly annotated museum
collection data and a tool to train our model and create annotations
for new data, addressing the needs of both expert and novice. De-
signed with the human "component" in mind, our tool makes model
configuration and inference as transparent as possible and allows
the user to modify the results if necessary. We plan to refine our
tool by implementing more feedback-loops and include iterative
model training.
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