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ABSTRACT
The ability to predict the object the user intends to grasp or to
recognize the one she is already holding offers essential contextual
information and may help to leverage the effects of point-to-point
latency in interactive environments. This paper investigates the
feasibility and accuracy of recognizing un-instrumented objects
based on hand kinematics during reach-to-grasp and transport
actions. In a data collection study, we recorded the hand motions of
16 participants while reaching out to grasp and then moving real
and synthetic objects. Our results demonstrate that even a simple
LSTM network can predict the time point at which the user grasps
an object with 23 ms precision and the current distance to it with
a precision better than 1 cm. The target’s size can be determined
in advance with an accuracy better than 97%. Our results have
implications for designing adaptive and fine-grained interactive
user interfaces in ubiquitous and mixed-reality environments.

CCS CONCEPTS
• Human-centered computing → Gestural input; Virtual re-
ality.
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1 INTRODUCTION
The advent of consumer-grade virtual and augmented reality inter-
faces and powerful machine learning (ML) algorithms in the last
decades have led to renewed interest in hand- and gesture-based
natural user interfaces, where real or virtual objects can be directly
grasped and manipulated. This is by no means surprising since our

Permission to make digital or hard copies of part or all of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for third-party components of this work must be honored.
For all other uses, contact the owner/author(s).
CHI EA ’23, April 23–28, 2023, Hamburg, Germany
© 2023 Copyright held by the owner/author(s).
ACM ISBN 978-1-4503-9422-2/23/04.
https://doi.org/10.1145/3544549.3585773

hands are remarkable instruments that help us shape, transform,
use and manipulate our surroundings. In our everyday life, we use
our hands for both - acting on and exploring the environment, as
well as perceiving the shape, size, weight, surface texture, etc. of ob-
jects, through the sense of touch and proprioception. Consequently,
researchers have approached the field from different directions with
investigations spanning from advanced hand tracking [32] and ges-
ture recognition [12] algorithms, through a diversity of approaches
that detect touch and pressure with hand- or body-attached [10]
sensors, to ingenious solutions to augment the surrounding with
tunable haptics [15]. However, the unique ability of the hand to
convey information about the environment and the user’s percep-
tion of this environment has rarely been considered [33]. Indeed,
the specific interrelation between the fingers that hold an object
already contains information about the shape, size, and orientation
of the object’s graspable surfaces. More importantly, the gradual
molding of the fingers during a reach-to-grasp (R2G) action has
been shown to correlate with the object’s physical properties [3],
intended use [7], and the user’s attitude toward that object [4].
This gradual molding is temporally and spatially correlated with
the previously mentioned properties well before the hand actually
reaches the intended object [20]. All these studies have one very
important implication for interaction design: with sufficient envi-
ronmental information and tracking fidelity, the black-box model
of human prehension can be inverted. The correlation between
objects and prehensile behavior indicates that the object, which the
user intends to interact with, can be determined based solely on
the temporal behavior of the fingers, captured with sufficient pre-
cision. Furthermore, the fact that grasp formation is recognizable
before the hand actually reaches an object gives us the ability to
predict the intended object. Unfortunately, while hand transport –
governed by the Fitts’ law – is a subject of detailed investigations
for decades, prehensile kinematics has rarely been considered in
the HCI domain.

In this paper, we address this challenge and have collected high-
precision data for prehensile hand movements in a controlled data
acquisition study. Our evaluations indicate that (a) both the cur-
rent distance to the intended object and the moment at which the
user grasps it can be predicted with high precision well before it
is reached, and (b) the object can be discriminated during the R2G
action, as well as when the user is already holding it if it has suffi-
ciently distinguishable grasping affordances. These results have the
potential to inform the design of future interactive environments,
where virtual objects might be designed in a way that maximizes
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their discriminability. Furthermore, this enables a more informed
design of interfaces that make use of everyday objects as (usually
mismatching) haptic proxies [31], and paves the way toward lever-
aging the effects of latency by using predictive algorithms able to
discriminate future actions.

2 RELATEDWORK
The high speed and dexterity of the hand make its precise tracking
a challenging task for any tracking approach. Researchers have
addressed the problem by developing complex ML [12], optimiza-
tion [32], or rule-based [22] algorithms for hand pose reconstruction
and gesture recognition [12]. However, most of these approaches
are based on rigid initial assumptions about the correlations of
the joint movements or learn these implicitly from hand motion
datasets. This may lead tomisinterpretations and data leakage when
used in hand kinematics studies [19]. Similar to Heumer et al. [21]
we based our evaluation on simple geometric properties extracted
directly from the captured motion data. This has the additional
benefit that similar features can be extracted with alternative, light-
weight approaches, such as the Finexus [10], CyclopsRing [8], or
FingerPad [9]. Finexus [10] in particular demonstrates how the
position of the fingertips can be tracked in 3D space with high
precision and speed, using only low-cost hardware.

Hand prehension is probably one of themost well-studied human
activities in the various domains of psychology and neuroscience [1,
24]. In this context, we use the definition of prehension given in
the seminal work of Mackenzie and Iberall, i.e., “the application of
functionally effective forces by the hand to an object for a task, given
numerous constraints” [24]. Interesting in this definition is, that it
describes prehension by means of a cognitive black-box model, that
converts the object’s geometric properties and user’s intent into
a motor program steering the hand and finger motions [24]. Most
of the work on hand prehension has focused on investigating the
functionality of this black box. For instance, the biomechanical and
kinematic properties of the hand and their effect on prehension have
been investigated by Chen et al. [11] and Duncan et al. [17], some
behavioral aspects were addressed e. g. by Jones & Lederman [1],
and many neuro-psychological models of prehensile behavior have
been proposed [16, 25, 29].

Research groups have also focused on studies on hand pre-
shaping, in particular in the R2G task, and have consistently con-
firmed that grasp formation is highly correlated with the form and
the size of the intended object (see e. g. [5] and [18] for recent
surveys), as well as strongly related to the intended action [5, 18].
Furthermore, Chieffi et al. [13] and Ansuini [3] investigated the
coordination between hand transport and grasp formation and
showed that they are mostly independent but the hand pre-shaping
is mostly finalized well before the hand reaches the object [13]. This
observation is also confirmed by the work of Santello & Soecht-
ing [30], Molina-Vilaplana et al. [25] and some very preliminary
evaluations in the HCI domain [14]. Unfortunately, in most cases,
the captured motion sequences were trimmed, re-scaled to the uni-
form time interval [0, 1], and equidistantly re-sampled. None of
these steps can be performed in real-time since the entire sequence
is required for each of them. Thus, it is currently not clear, how
these results can be transferred to practical interactive systems.

In the HCI domain, Paulson et al. [26] have investigated a grasp-
shape-based selection of objects in office settings and Vatavu et
al. [33] have developed a grasp-posture-based object recognizer for
six basic geometric solids that achieved a recognition rate of about
60% in general, but up to 98% when using user-specific metrics.
Xia et al. [34] have also demonstrated how a touch point can be
predicted based on the trajectory of the hand in the ballistic phase
during the hand transport task. Nevertheless, none of these works
make use of the prehensile kinematics while the user is reaching
out to grasp an object.

3 DATA COLLECTION
We collected high-precision hand and finger motion tracking data
for R2G and object transport (OT) actions from 16 adults (13 self-
identified as male, 3 as female, mean age ` = 26.13, 𝜎 = 1.78)1. In
this data collection study, the participants had to reach out with the
right hand and grasp an object placed on a predefined object position
(R2G task), and then lift the object and move it to a predefined
target position (OT task), as illustrated in Figure 1a. We used 16
different objects and the task was repeated three times for each
object, resulting in 48 data sequences per participant.

3.1 Setup
We used a word-space coordinate system with the 𝑥𝑦-plane parallel
to the participant’s transverse plane and the𝑦𝑧-plane parallel to the
sagittal plane (s. Figure 1b). The hand resting position was chosen
slightly to the right for convenience, and the object and target
positions were within the convenience range for all participants
(Figure 1b). All three positions were implemented as touch-sensitive
surfaces. These were 3D printed with conductive carbon-based
filament (ProtoPasta CDP1175) and connected to a touch driver
MPR121 and an Arduino Nano33 IoT board that captured the touch
events at 250 fps.

The 16 study objects were split into two distinct sets - synthetic
and “real” objects. The set of synthetic objects is shown in Figure 1c
and consists of three regular geometric solids - sphere, box, and
cylinder, each in three different sizes - small (2cm), medium (4cm)
and large (6cm). The rationale behind the selected shapes is that
we wanted to provoke the participants to use similar grasps for
each object. For instance, a higher cylinder would have been easy
to distinguish from a sphere since most participants would use
a “cylindrical grasp” for the first and a “spherical grasp” for the
second. With the selected objects we expected the participants to
use the so-called precision grasp (thus to use the long fingers in
opposition to the thumb, without hand opposition) in all cases with
a different number of fingers, depending on the object’s size. In this
case, the discrimination algorithm will need to learn the very subtle
kinematic differences in order to distinguish between objects of the
same size with a different shape.

The set of real objects, illustrated in Figure 1d, consisted of seven
objects one would commonly find in an office environment. We
selected objects with appropriate size, that have well understand-
able grasping and usage patterns, and are handheld and commonly
moved (e. g. not a puncher or a flowerpot). The resulting set (cf.

1The data set is available as supplementary material to this paper, and on the project
website https://umtl.cs.uni-saarland.de/research/projects/grasp-prediction.html
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(a) (b) (c) (d)

Figure 1: Experiment setup: (a) Test subject while participating in the experiment. (b) Experiment setup with the marked hand
resting position and touch sensor 𝑆1, the object position and sensor 𝑆2, and the target position and sensor 𝑆3. A photograph of
(c) the synthetic and (d) the real objects used in the experiment - pen, glue, bottle, Rubik’s cube, egg-vulcano, toy, and scissor.

Figure 1d) is neither complete nor universally generalizable but
sufficient to gain some initial insights into the domain.

We used a Polhemus Viper16 electromagnetic tracking system
with 12 tethered micro sensors to track participant’s hand and fin-
gers with submillimeter precision at 960 fps. We attached 5 sensors
to the fingernails and 5 sensors in the middle of the proximal pha-
langes of the fingers (cf. Figures 1 and 3). Two additional sensors
were attached to the metacarpal of the thumb and to the metacarpal
of the middle finger, respectively. The data capturing application
was implemented in C/C++ using the Qt framework (v.6.3) and was
run on a Windows 11 laptop with a Core i7-11800H processor, 32
GB RAM, and Nvidia RTX 3080 GPU. The synthetic objects were
3D printed with conductive filament and the real objects were en-
hanced with copper tape to enable touch transfer to the surfaces.
The overall setup, although simple, enables high-fidelity motion
capturing where each relevant event (e. g. when the participant
lifted her hand from the start position or touched the object) can
be reliably detected.

3.2 General Observations and Data Validity
From the 16 participants that took part in the experiment 768 tagged
motion sequences were collected. From these, we excluded 5 paths
from the evaluation because of erroneous (de-)activation of the
touch surfaces or erroneous task performance. From the remaining
763 sequences, we extracted the R2G and the OT parts. Consistently

Figure 2: Speed profiles for all trials in the R2G phase (left),
and histogram of the PMV in normalized time (right).

with the related work, e. g., [34], the motion profiles display clearly
distinguishable acceleration and deceleration phases with a single
(ignoring noise) maximum, called point of maximum velocity (PMV),
as illustrated in Figure 2. The PMV was mostly reached well before
50% of the motion but was not correlated with the absolute motion
time (𝑅2 = 0.07).

In contrast to the related work [3], we did not control the initial
hand shape, which eventually resulted in no clearly observable
synchronization between hand transport and pre-shaping. Never-
theless, we observed that the change in the grip apertures becomes
more systematic and stable as the hand approached the target. For
all participants, this stabilization was well before the PMV. This
is in partial correspondence with [3, 20], although we found no
suitable method to quantify (and thus prove) these observations.

The execution time of the R2G phase varied between 365.7 and
1179.1 ms (` = 645.64 ms, 𝜎 = 144.26) and we found a significant
main effect of participant (𝐹 15240 = 107.84, 𝑝 < 0.01), with four
homogeneous groups (Scheffe’s test 𝑝 > 0.98 within the group,
𝑝 < 0.01 between any group and non-group participant) of similarly
performing participants. A repeated measurements ANOVA also
revealed a significant within-subject effect of the object’s size on
the R2G execution time (𝐹 218 = 10.94, 𝑝 < 0.01). Similarly, the
execution time in the OT phase varied between 298.9 and 1350.0
ms (` = 706.91 ms, 𝜎 = 185.59) and we found a significant effect
of participant (𝐹 15240 = 97.28, 𝑝 < 0.01), with three homogeneous
groups of similarly performing participants. As expected, the grasp
apertures of the fingers were (mostly) constant during this phase.

The effect of object size in the R2G phase is well expected and in
accordance with the Fitts’ law. In particular, participants reached
for differently sized objects at the same distance, and their perfor-
mance time increased for smaller objects. In contrast, the significant
effect of participants in both phases is probably explained by the
small sample size, and we don’t expect it to generalize to larger
populations. Overall, our general findings are consistent with and
well explained by the current state of research, which motivates the
overall validity of the dataset and provides some initial intuition
for the methods used in the following sections.
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Figure 3: Illustration of the prediction model. The finger
polygon vectors 𝑢𝑖 𝑗 are calculated from the raw sensor po-
sitions and used together with the hand motion speed aℎ to
construct a feature sequence. Each table row represents a
feature and each column represents a time sample.

4 PREDICTION MODEL
To extract more in-depth knowledge from the data set, we converted
the raw sensor readings into higher-level feature sequences and
used these to train long short-termmemory neural networks (LSTM-
NN) as illustrated in Figure 3. These networks were then used to
predict the distance between the hand and the to-be-grasped object,
the time until the grasp occurs, and the object’s shape or size.

4.1 Feature Extraction
The thumb-to-index grip aperture is one of the most used ap-
proaches to describe a grasp pose [6]. An alternative is to use the
surface, extend, or roundness of the (non-planar) polygon formed
by the fingertips [23]. Inspired by these, we formulated a finger
polygon (FP) model (see Figure 3 left) that describes the grip with
two independent polygons and used the coordinates of the edge
vectors 𝑢𝑖 𝑗 = (𝑥𝑖 𝑗 , 𝑦𝑖 𝑗 , 𝑧𝑖 𝑗 ) as features.

In addition, we used the (undirected) hand movement velocity
aℎ (𝑡) in our feature set. It was calculated using the finite difference
approximation aℎ (𝑡) = 𝑓 · ∥𝑝ℎ (𝑡𝑘 ) − 𝑝ℎ (𝑡𝑘−1)∥, where 𝑝ℎ (𝑡𝑘 ) de-
notes the hand position in frame 𝑘 , and 𝑓 is the tracker’s frame
rate. The velocity profile aℎ (𝑡) was smoothed with a 1D median
filter with kernel size 5 followed by an IIR low-pass filter, with a
passband frequency of 25 Hz and steepness factor of 0.95.

The feature sets were then combined in short temporal sequences
of either a fixed number of 𝑛 = 50 samples (TM sequence) or a vari-
able number of samples (PL sequence) as illustrated in Figure 3 right.
We selected 𝑛 = 50 (approx. 52 ms) for the PL sequence, as this will
allow a barely noticeable initial response delay, even for short grasp
gestures. The number of samples 𝑛 in the PL sequences was calcu-
lated such that the path length 𝑠ℎ traveled by the hand is exactly

Figure 4: Architecture of the LSTM-NN used in our evalua-
tions. The output layer is a single neuron with linear activa-
tion for the regression analysis, or a FC layer with softmax
activation for the classification tasks.

2 cm long. We experimented with different path lengths for this
subdivision scheme and found that shorter 𝑠ℎ yield generally better
performance but are more susceptible to tracking noise. Thus we
decided to use 𝑠ℎ = 2 cm as a thread-off between performance and
robustness - this is well above the range of tracking jitter and hand
tremor for healthy users. The intuition behind the PL subdivision
is that a fixed-time segment would convey more information for
a fast-performing participant compared to a slow-performing one.
Thus, we hope that the PL sequences will normalize the information
content of a single sequence across participants. The lengths of the
PL sequences varied between 10 and 100 samples with a mean of
` = 24.11 (𝜎 = 14.49) for the R2G phase and ` = 24.26 (𝜎 = 18.12)
for the OT phase.

The total number of data points for the R2G phase with PL
subdivision was 26683, and with TM subdivision it was 11216. For
the OT phase we had 31148 PL and 17066 TM data points.

4.2 Network Architecture
In this work we have selected to use LSTM-NN since they have
already proven their utility for handling multivariate time series in
numerous application fields [2, 27, 28]. The networks’ architecture
is depicted in Figure 4. The LSTM layer used a tanh state and
sigmoid gate activation functions and was linearly connected to
the subsequent fully connected layer FC. To avoid overfitting, a
dropout layer with a rate of 0.2 was connected between LSTM and
FC layers. The output layer consisted of a single fully connected
neuron with linear activation for the regression networks, or of a
fully connected layer with softmax activation for the classification
networks. To select the sizes of the LSTM and FC layers, we started
each evaluation with a small network and increased progressively
the numbers of (hidden) neurons to find the best performance while
still avoiding overfitting. The concrete values are presented in the
respective sections.

In all cases, the training sets were shuffled once at the beginning,
and the networks were trained with the Adam optimizer using L2
norm gradient threshold, L2 regularization with 𝛼 = 10−4, and
mini-batch size of 64. We used the root mean square error as a
loss function in the regression, and the cross-entropy loss in the
classification tasks.

5 RESULTS
5.1 Time until Grasp
For this evaluation, we calculated the time interval between the
current sample and the end of the R2G phase and trained the regres-
sion LSTM-NN to predict it. The network was configured with 64
hidden neurons in the LSTM layer and 16 neurons in the FC layer
and was trained for 100 epochs with a learning rate [ = 1 · 10−3.
Essentially, this is aimed to simulate a run-time system that uses
the latest 𝑛 tracking samples to predict the time until the user grabs
an object.

Figure 5a shows the mean average error (MAE) for the net-
work trained with the PL and TM sequences (4-fold factored cross-
validation, repeated twice). As illustrated in the figure, the training
and validation were mostly consistent for each fold and repetition
and the PL sequence achieved a better overall accuracy (` = 22.38
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(a) (b)

Figure 5: Accuracy of the LSTM-NN when trained to predict
(a) the time until the user reaches the object and (b) the dis-
tance to the object.

ms, 𝜎 = 0.792 ms) compared to the TM sequence (` = 28.56 ms,
𝜎 = 0.523 ms).

To test whether the network can generalize over unknown users
we conducted a leave-one-user-out test. In this test, the LSTM was
trained with the PL sequences of all but one user and tested with
the data of the left-out user2. The average performance dropped to
` = 68.12 ms (𝜎 = 25.72 ms) with a more noticeable performance
loss for TP16 (MAE = 129.14 ms), TP20 (MAE = 109.0 ms), and TP4
(MAE = 102.36). We have carefully investigated the experiment
video recordings for these three participants (2 male and 1 female,
all right-handed) but found no obvious differences compared to the
remaining test population. Notably, even the worst results (MAE
≤ 130 ms) are still considerably better than a chance (MAE ≈ 400
ms) or a "loose-fit" regression with 𝑅2 = 0.5 (MAE ≈ 200 ms). Thus,
the networks can transfer what they learned to unknown users and
make a reasonable, albeit sometimes a bit unprecise, estimation
about the expected time until the user reaches the intended object.

5.2 Distance to Target
In this evaluation, the regression LSTM-NN, with the same configu-
ration as in the previous section, was trained to predict the distance
between the current hand position and the object position in the
R2G phase.

Figure 5b plots the results from the 4-fold cross-validation (re-
peated twice) for the two sequence types. Again, the networks
showed consistent performance in each fold and repetition with PL
(` = 1.00 cm, 𝜎 = 0.062 cm) outperforming the TM (` = 1.11 cm,
𝜎 = 0.037 cm) sequences. The MAE for the leave-one-out validation
with the PL sequence ranged between 1.04 and 2.98 cm (` = 1.70
cm, 𝜎 = 0.546 cm). Thus, even the worse accuracy values are still
well within the useful range for practical application. Furthermore,
the network’s precision increases as the hand approaches the target
position, with MAE = 0.736 cm when the hand is within the last 20
cm, MAE = 0.917 cm for the interval 20 − 40 cm, and MAE = 1.128
cm when the hand is more than 40 cm away from the target.

2We also conducted leave-one-session-out and leave-one-object-out (for the synthetic
objects) tests but found only a marginal drop in the overall accuracy, with no apparent
influence of the left-out object or session on the performance. Thus, we omit these
here and in the following sections for briefness.

(a)

(b)

Figure 6: Confusion matrices for the discrimination of real
objects in the R2G phase for (a) PL and (b) TM sequences.

5.3 Object Discrimination during R2G
In this evaluation, we tested the network’s ability to recognize
the object the user will grasp. As described previously, we used
two distinct sets of objects - real and synthetic. For the synthetic
objects, we further split the evaluation into two parts - recognition
of the object’s size and shape. The network was configured with
128 hidden neurons in the LSTM layer and 16 neurons in the FC
layer.

Figure 6 presents the confusion matrices and recognition accu-
racy for the real objects with the networks trained with the PL and
TM sequences and Figure 7 depicts the performance for the size of
the synthetic objects.

When trained to discriminate the object’s shape for the synthetic
objects (i. e. box, cylinder, or sphere) the networks achieved a high
accuracy (better than 80%) with the k-fold cross-validation, but it
dropped to almost a chance level in the leave-one-out tests, which is



CHI EA ’23, April 23–28, 2023, Hamburg, Germany Valkov et al.

(a)

(b)

Figure 7: Confusion matrices for the size discrimination of
the synthetic objects in the R2G phase for (a) PL and (b) TM
sequences.

a clear indication that the algorithm rather overfitted in the training
data instead of learning to extract useful information. In contrast,
the recognition of the object’s size remained robust in the leave-
one-out test with an accuracy of 67.88% for the PL sequences, and
an accuracy of 73.63% for the TM sequences. For the real objects,
the recognition accuracy dropped to 44.77% for the PL sequences,
and to 55.44% for the TM sequences. Nevertheless, in both cases,
these accuracy levels are significantly better than the chance level
and the confusion matrices depict a clear correlation between the
real and the predicted classes.

As one can see in Figure 6, the algorithms have some problems
distinguishing between the toy and the glue, both grasped side-
wards with a three- or four-finger pinch grip. Interestingly, some
participants grasped the vulcano object with a spherical grip, while
others used a sidewards precision grip. Therefore, it was commonly
confused with either the Rubik’s cube or the bottle (depending on

(a)

(b)

Figure 8: Confusion matrices for the discrimination of real
objects in the OT phase for (a) PL and (b) TM sequences.

the participant) by the recognizer. Similarly, the scissors (abbre-
viated siz. in the Figure) was confused with either the pen when
grasped in the middle with a three-finger pinch grasp from above
or with the Rubik’s cube when the participant grasped it with a
wider grip on the handles. The behavior is qualitatively similar for
both the TM and the PL sequences, which indicates that it is due to
the intrinsic complexity of the overall problem.

As expected, the size recognition task (see Figure 7) was more
successful, with the medium-sized objects equiprobably confused
with small or large objects.

5.4 Object Discrimination during OT
In the last evaluation, we tested the network’s ability to recognize
the object the user is already holding. This might be useful for
interfaces that use everyday objects as haptic or interaction proxies
and in the context of AR-enhanced ubiquitous computing. For the
evaluation, we used the same network as in the previous section,
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testing the discriminability of the intended object (for the real
objects) or the object’s size and shape (for the synthetic objects).

The shape discrimination for the synthetic object failed again
to yield trustful results for all tested combinations of features and
hyperparameters. In contrast, the size discrimination task seems to
be considerably less complicated in this phase, and the k-fold cross-
validation test yielded accuracy levels better than 99% in all cases.
The network trained with the TM sequences also performed better
in the leave-one-out test, achieving a mean accuracy of ` = 98.58%
(𝜎 = 2.40%) with a 100% accuracy for 12 out of the 16 participants
and worst performance of 95.89%.

Similar behavior was observed in the object discrimination task
for the real objects, as illustrated in Figure 8. In the k-fold cross-
validation, both the TM and PL sequences achieved an accuracy
better than 99%, and in the leave-one-out test, the TM sequence out-
performed the PL with a mean accuracy of ` = 89.67% (𝜎 = 9.02%).
Again, objects with similar grasping affordances were commonly
confused by the recognizer, albeit less severe in this phase.

6 DISCUSSION AND FUTUREWORK
The results presented in this work demonstrate how one can deter-
mine with high precision the distance to the to-be-grasped object,
the approximate time until it is grasped, and at least the object
size, using only local hand dynamics. The presented algorithms
also showed promising results for discriminating objects with suf-
ficiently different grasping affordances. This makes a tremendous
amount of additional information available to the interface appli-
cation, long before the user ever reaches an object. Indeed, even
the fastest participant needed approximately 300 ms between the
PMV and the first touch of the object. The two regression networks
were able to deliver high-precision predictions from the very first
feature sequence. Thus, even in this exceptional case, the interface
will still have more than 280 ms to properly use the information. In
the general case, this time buffer increases to more than 400 ms.

The time until grasp could be reliably estimated with an accuracy
within the synchronization precision of the dataset (approx. 25 ms),
and the accuracy of the distance estimations reached MAE of 1 cm
for known and just under 3 cm (worst case) for unknown users.
With the target being 64 cm away from the hand’s starting position,
a mean error of just a centimeter is remarkable. Moreover, these
accuracy levels were achieved despite the significant difference in
users’ performance and grasping behavior. It is worth also repeating
that the features were extracted directly from the marker data,
without any user-specific adjustments, e. g., for different finger
sizes.

A straightforward approach to increase the performance of the
regression networks even further would be to use a (smart) post-
processing filter for the estimations. The feature extraction pre-
sented in Section 4.1 allow generating a new prediction for each
new tracking sample. We can conservatively expect that the newly
predicted time-until-grasp will decrease by 0 − 1.1 ms and the dis-
tance to the target will decrease by 0 − aℎ · 1.1 ms for each new
sample. We already successfully experimented with simple filtering
of the form 𝑝 = 𝑘 ·𝑝old − (1−𝑘) ·𝑝new, where 𝑝old and 𝑝new are the
old and the new predictions, and 𝑘 is selected from a probability
distribution over the conservative intervals. Nevertheless, a new

dataset will be needed for further evaluations in this direction in
order to avoid over-optimization.

Disappointingly, the object’s shape could not be reliably discrim-
inated for the synthetic objects with our algorithms. The accuracy
changed considerably for the real objects, which have clearly dis-
tinguishable grasp affordances, but it is still below the level needed
for usable applications. With the standard k-fold cross-validation
we did achieve recognition rates that are comparable to or even
better than those reported in the related work [21, 33, 34]. Never-
theless, the leave-one-out tests showed that these do not generalize
to unknown users and in some cases even to new trials from known
users. Unfortunately, we did not measure the participants’ hand
and finger sizes and could not test whether these explain the low
performance in the leave-one-out test. Nevertheless, we believe
that the grasp type is a considerably stronger factor in this regard.
The shape recognition of the synthetic objects makes this particu-
larly evident. In this case, all objects were deliberately selected with
similar grasping affordances, which made them indistinguishable
for the algorithm. The common confusion of the similarly shaped
real objects, e.g., glue and toy, is another indication of this. Indeed,
with our approach, the network needed to recognize not only the
target object itself but also where and how the user will grasp it
while abstracting from human factors at the same time. In contrast,
the size discrimination networks could safely rely on the number of
folding fingers as a strong predictor and achieved high recognition
rates for both the R2G and OT phases.

One possible solution would be to split the object recognition
task into two phases: (a) prediction of the grasp shape and size and
(b) mapping the grip to a target object. As already demonstrated,
the size can be reliably predicted. Based on the results for the
real objects, early prediction of the (class of the) grasp also seems
plausible. Nevertheless, herefore we need again a new dataset in
which the objects are selected w.r.t all common grasp types, which
will be the subject of future experiments.

Another promising direction for future work is the definition of
feature sets that are less dependent on hand or finger sizes. Trivial
candidates are the finger joint angles or the distances between the
fingertips. However, it is currently difficult to predict their util-
ity, especially if they are calculated from (mathematically) limited
sensor data.

Our initial intuition that the variable length sequences PL would
equalize the inter-subject variations was only correct in the re-
gression analyses, where PL significantly outperformed the TM
sequences. In contrast, size and (real) object type discriminators
clearly benefited from the constant length of the TM sequences.

Overall, the results already provide a solid working base for
practical applications. For instance, the target distance prediction
enables a rough estimation of the object’s position.While we did not
use the global hand position, it will certainly be known to the inter-
action system. Thus, using the moving hand position as a center and
the estimated (undirected) distance as a radius will allow us to find
the approximate object position as an intersection of spheres. The
additional information about the object’s size can further reduce
the number of potential target candidates. A virtual environment –
fully controlled by the designer – can be constructed such that this
information is already sufficient. For instance, one can group items
with different sizes and grasp affordances together while keeping
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similarly sized objects further apart. The time estimations, albeit
unprecise for some users, can further enable dynamic and adaptive
interfaces. Nevertheless, the presented results are still preliminary
and unveil a number of challenges that will be addressed in future
research.
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