
The Interactive Deep Learning Enterprise (No-IDLE) meets ChatGPT

DANIEL SONNTAG, THIAGO S. GOUVÊA, MICHAEL BARZ, ALIKI ANAGNOSTOPOULOU,

SITING LIANG, SARA-JANE BITTNER, and FRANZISKA SCHEURER, German Research Center for

Artificial Intelligence (DFKI), Germany

This DFKI technical report presents the anatomy of the No-IDLE meets ChatGPT prototype system (funded by the German Federal

Ministry of Education and Research) that provides not only basic and fundamental research in interactive machine learning, but

also reveals deeper insights into how to leverage the opportunities arising from large language models and technologies for the

No-IDLE project. No-IDLE’s goals and scientific challenges centre around the desire to increase the reach of interactive deep learning

solutions for non-experts in machine learning. No-IDLE aims to enhance the interaction between humans and machines for the

purpose of updating deep learning models, integrating cutting-edge human-computer interaction techniques and advanced deep

learning approaches. Considering the recent advances in LLMs and their multimodal capabilities, the overall objective of "No-IDLE

meets ChatGPT" should be well motivated. One of the key innovations described in this technical report is a methodology including

benchmark studies for interactive machine learning combined with LLMs which will become central when we start interacting with

semi-intelligent machines based on optimisation methods like automatic prompt engineering or natural language inference. Our main

research question is how ChatGPT and other variants can help improve the accuracy of (semi-) automatic subtasks in image retrieval,

captioning, and person/scene recognition.

1 INTRODUCTION

With the convergence of AI and machine learning (ML), IML is where the human-computer interaction (HCI) community

meets the ML community, with contributions from related fields such as cognitive science, computer graphics, design

or the arts, and natural language processing (NLP), data mining, knowledge representation, and reasoning. The goal of

the main project No-IDLE [Sonntag et al. 2024], which stands for Interactive Deep Learning Enterprise, is to improve

the interaction between humans and machines to update deep learning (DL) models, by leveraging both state-of-

the-art human-computer-interaction and DL approaches. While HCI constitutes a key approach, we will address the

Interactive Machine Learning (IML) problem from multiple angles. Informed by emerging directions in both research

and commercialisation of IML systems [Oviatt et al. 2019; Zacharias et al. 2018], we will deploy our expertise in

multimodal-multisensor interfaces (MMI) and NLP, while also tapping on the broader interdisciplinary community, to

deliver on the mission to improve interaction between humans and machines.

This proposal describes an add-on to the No-IDLE project. In No-IDLE meets ChatGPT, we bring No-IDLE, ChatGPT

and other large language models and technologies together to apply them to interactive photobook creation (No-IDLE

use case), to test and evaluate basic and fundamental research of ChatGPT inclusion. Consider the natural language

input “On the first day, we took the bus from the airport to Vancouver” (see figure 1). As a response, the system creates

a single page with suitable photos, i.e., from getting on the bus at the airport, a photo of the skyline of Vancouver from

inside the bus, and one with aunt Mary who was waiting for them at the bus stop. Our main research question is how

ChatGPT and other variants can help improve the accuracy of (semi-) automatic subtasks in image retrieval, captioning,

and person/scene recognition.
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Large language models (LLMs) have gained a lot of attention recently, both in industry and research, especially with

the release of various GPT models, such as GPT-3 [Brown et al. 2020] and ChatGPT. LLMs have billions of parameters

and are mostly trained on large amounts of (generic) data. Given an input text prompt, these models generate an output

answer, ranging from a single word to multi-paragraph texts. Recently, GPT-4 [OpenAI 2023] was released, which,

in contrast to its predecessors, is multimodal, meaning that it can take visual input in addition to textual prompts,

which fits very well to the research and AI transfer questions of the photobook use case. Currently, there are early

works on various LLMs and their inclusion into No-IDLE-like complex (interactive) AI systems for better commonsense

reasoning and scene understanding, especially for GPT-4 [Bubeck et al. 2023].

Automatic prompting refers to an automated method to create LLM prompts for a diverse set of tasks. Here, we aim

to explore, first and foremost, automatic prompting behaviour in the photobook use case context based on the most

recent literature relevant to interactive deep learning. Specifically for prompting, different patterns are addressed by

[Ouyang et al. 2022], who train language models to follow instructions with human feedback, and [White et al. 2023],

who propose a prompt pattern catalog to enhance prompt engineering with ChatGPT. [Moslem et al. 2023] experiment

with prompts for adaptive machine translation. [Feng et al. 2023] investigate if text generation models can act as clinical

knowledge bases, while [Sallam 2023] reviews the utility of ChatGPT in healthcare education, research, and practice.

According to [Schick et al. 2023], language models can teach themselves to use external tools via APIs. [Wu et al. 2023]

present an interactive system for text transformation, which results in better in-context learning capabilities of LLMs.

In addition to ChatGPT, other large language models and their usage in No-IDLE should be investigated. ChatGPT,

Bard, and Claude are able to respond to a breadth of user queries, including to provide sample code. Training the most

advanced LLMs demands immense computational resources and often relies on extensive, proprietary datasets. We will

obtain and use academic licences for additional models similar to ChatGPT and report on their utility in the No-IDLE

photobook context. We will explore open source models and include research tasks on natural language inference

(NLI) (textual entailment) and other forms of commonsense reasoning with LLMs for improving the applications tasks,

namely image retrieval, captioning, and person/scene recognition. Related tasks include how does ChatGPT behave in

the photobook use case for cross-modal vision-language retrieval, in user-model interaction, and visual storytelling to

create a photobook interactively.

2 USECASE: INTERACTIVE PHOTOBOOK CREATION

The research questions raised in No-IDLE meets ChatGPT will be investigated in the context of the use case of the

main project, No-IDLE: the interactive creation of a photobook. We briefly recap the use case and outline how No-IDLE

meets ChatGPT can extend it. Consider the following scenario:

Family Smith (a family of four) takes many photos from all kinds of events and occasions and regularly likes to

create personal photobooks and calendars for themselves and as gifts for family members and friends. Selecting the

right photos, arranging them, and writing captions is fun but very time-consuming, and while they appreciate it as

a means of their personal expression and creativity, they would like to speed up the process, especially with respect

to the more tedious parts like selecting among similar photos or finding a basic arrangement. At the same time, they

would like to maintain control and a personal connection to the results. Each family member has their own personal

taste: Some are more inclined to funny situations and photos of people, others prefer scenic views and interesting

lighting and their personal style of arrangement, some like to put the photos simply side by side, others like to make

use of interesting frames, clip art, and creative arrangements. In addition, the goal and target audience influence their

choices. For example, they enjoy creating diary-style photobooks of their travels for personal archiving, while crafting
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Fig. 1. Deep learning models are used to create photobook pages from natural language input. These modules include, for instance,
image retrieval, image captioning, and scene recognition. In this extended use case, we explore LLMs, mainly ChatGPT, to assist in
these tasks.

image-based stories of the same trip to share or gift to others. When making photobooks or calendars for holidays or

birthday presents, they tend to select photos that not only fit the occasion but, if possible, also include the recipient.

Thankfully, they find out about the AI software that integrates techniques developed within No-IDLE and No-IDLE

meets ChatGPT. Using these, a photobook can be created by providing a set of images and by sequentially describing

the occasion in natural language, be it a holiday trip or a wedding party. They can also describe the style and purpose

of the photobook to guide the creation process. To give an example, imagine that they plan to create a photobook about

their last family trip to Canada. They start off by telling the system: “This will be a photobook for aunt Mary about our

last trip to Canada. We would like to add some dramatic touch to it”. In return, the photobook creation tool suggests

a suitable caption and basic style for the photobook. If not suitable, they can edit the caption or adapt the style, e.g.,

by selecting another frame type for captions or another font family. They would continue by describing how they

perceived their vacation to the photobook tool just like they would describe it to another human: “On the first day, we

took the bus from the airport to Vancouver” (see figure 1). As a response, the system creates a single page with suitable

photos, i.e., from getting on the bus at the airport, a photo of the skyline of Vancouver from inside the bus, and one

with aunt Mary, who was waiting for them at the bus stop. Since this is the first time family Smith is using this tool, the

automatic caption generation module is uncertain whether its output is suitable and, hence, actively asks for feedback.

Over the past decades, researchers have studied similar scenarios [Sandhaus et al. 2008] and proposed partial solutions

for certain sub-tasks. For instance, different methods ranging from semantic modelling [Sandhaus and Boll 2011] and

meta data analysis [Boll et al. 2006, 2007] to deep learning solutions [Withöft et al. 2022] have been investigated for

retrieving and filtering photos according to general criteria or personal preferences [Maszuhn et al. 2021]. Some of

these works have also looked at data from social media activity to learn about user preferences or events [Rabbath et al.

2011a,b]. Other works have looked at the presentation layer, for instance, at how to create aesthetic layouts [Sandhaus

et al. 2011] or how to design novel augmented reality interaction techniques to allow users to easily annotate their

photos [Henze and Boll 2011]. However, integrated solutions for a complete system are still missing, which highlights

both the relevance but also the challenge of the presented scenario. While the goal of this project is not to develop a

market-ready photobook application software, we are certain that we will be able to implement the use case as an AI

testbed to extend the current state-of-the-art in interactive deep learning. We propose a unique and integrated approach

that draws on our expertise from machine learning, NLP, multimodal interaction, and HCI research.
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„Why was this 
image chosen?“

Fig. 2. Example of a multimodal user input to our photobook application. A double page for the photobook has been created by our
system with a certain layout and one caption per page that took the meta information of each image into account.

In the following, we refer to ChatGPT powered by the language model GTP-3.5 and GPT-4.0 as ChatGPT-3 and

ChatGPT-4, respectively, if the distinction is necessary. In No-IDLE meets ChatGPT, we aim at extending the original

use case using LLMs like ChatGPT. This can be done in multiple steps along the photobook creation process, mainly

to assist in image retrieval, image captioning, and scene recognition (figure 1, middle part). For example, retrieving

images and generating individual captions could benefit from using prompts to ChatGPT. Image captions could also be

personalised to the user and the event in this way. One example would be to generate a prompt to an LLM that asks

the model to substitute subjects and objects in a caption with named entities (see figure 9). Implicit personalisation

can also be achieved by considering the user’s gaze signal to infer important entities that should be highlighted in a

generated story (visual storytelling). Furthermore, prompts could be used to generate more consistent stories, e.g., by

providing shared context information for image captioning or visual storytelling, or by taking multiple images and their

meta information into account to create a single story description (see figure 2). LLMs can provide world knowledge

information, in order to further personalise the captions. Last but not least, the layout could be adapted by a multimodal

prompt to ChatGPT-4. An integral part, however, would be to explain why a particular image has been chosen, or a

particular text has been generated by ChatGPT. An example dialogue is shown in figure 3.

3 GOALS AND SCIENTIFIC CHALLENGES OF NO-IDLE MEETS CHATGPT

Our primary goal is to share our exploration of ChatGPT’s capabilities and limitations in support of our assessment that

a technological leap has been achieved that can be used in multimodal multi-sensor AI applications, intelligent user

interface (IUI) frameworks in particular. We believe that especially ChatGPT-4’s intelligence signals a true paradigm

shift in the field of IUI that can be used at the frontend or the backend of a complex multimodal interaction and

multimedia information system such as the one developed in No-IDLE.

No-IDLE meets ChatGPT’s goals and scientific challenges centre around the desire to increase the reach of GPT-

4 solutions in highly individualised tasks like photobook creation. In addition, to fully automate tasks in practical

applications such as our use case of interactive photobook creation can be extremely difficult and even undesirable. As
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• Weather → rainy
• Environment → indoor

textual entailment (positive, 
neutral)
• Weather → sunny
• Environment → beach

U1: “This will be a photobook for Aunt 
Mary about our last trip to Canada. Let’s 
start with our first day in Vancouver.”

…

loads images with descriptions
of day 1 (incl. metadata)S1: “Ok, I found several images of that day.”

U2: “We took the bus from the airport to 
Aunt Mary’s place in Vancouver.”

S3: “Wasn’t that on day 2?
Day 1 was rather rainy.”

plausibility check via CoT /
commonsense reasoning,
textual entailment

U4: “Please add this image from 
our forest trip with the bear.”

U5: “Add a summary describing that day.”
summary generation,
(image-based) story-tellingS5: “I added a summary for that day.”

check consistency with story
and generated captions
(textual entailment)

S4: “Sure. Here we go.”

content-based image retrieval & 
arrangement (scene recognition / 
understanding), interactive captioning

S2: “Ok, I arranged a few pictures for you.”

Fig. 3. This example dialogue shows the integration of the NLP components around prompt engineering for incorporating LLMs. The
gears represent an integrated prompt creation and LLM usage process along the technical tasks of captioning, natural language
inference, scene recognition, and visual storytelling. For example, the U4/S4 dialogue pair results in a textual entailment task to check
for consistencies between the user-provided information, the automatic captioning for the provided image, and the captions of the
other images and/or the story so far.

a consequence, our goals are to find a computational and design methodology to gracefully combine a new automated

service based on ChatGPT with direct dialogical user input or with a direct manipulation system. We declare our

scientific goals in the context of our photobook application. However, the technologies developed shall be beneficial

for other domains as well such as healthcare, smart manufacturing, or environmental management. They can be

summarised as follows:

(1) Intuitively, fairness, accountability, and transparency in ML are desired goals, but they have been difficult

to study from a scientific perspective for recent developments, in DL in particular. Actually, the best known

approaches emphasise big data scalability instead of understanding or reasoning. We plan to address this
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fundamental problem in No-IDLE meets ChatGPT in a controlled way. While using ChatGPT-4 in a very

restricted way as an internal service, this may allow us to deal with the problem of hallucination.

• We will follow the new "LLM-Human-in-the-Loop pipeline" approach [Chen et al. 2023b] and motivate

to establish a new benchmark dataset that provides annotation of the fine-grained reasoning steps to

automatically measure the reasoning consistency while reducing hallucinations. Hence, the application

and evaluation part of our system is strengthened by a ChatGPT-4-powered database construction part

(see section 4.1.2)

• We provide in-depth research on the applicability of Chain-of-Thought (CoT) based on an extensive list

of subtask benchmarks. We evaluate the possibility control of this problem by (1) the "LLM-Human-in-

the-Loop pipeline", (2) by strengthening the CoT self-critic by providing a possibility for it to reflect on

its own by our supervised textual entailment task that can identify hallucinations as contradictions, and

(3) by exploring new effective methods against LLM hallucination, namely deductive verification of CoT

reasoning.

(2) Define and declare the role of humans in embedded ChatGPT applications: (1) realising the importance of

studying users; (2) reducing the need for supervision by ML practitioners; (3) explore interactivity in a tight

coupling between the system and the user; (4) handle human ambiguity and confusion and instill trust and

confidence through feedback and explanations; provide a way for users to understand why the system had

made a particular prediction, and adjust the (DL) learner’s reasoning (and ChatGPT’s for that matter) if its

prediction was wrong.

• We evaluate the controlling of the commonsense reasoning abilities of LLMs in the context of the photobook

creation tool.

• We implement two user-centric HCI tasks (section 3.3 on page 24) that focus on developing new forms of

interaction with LLM-enhanced applications based on HCI principles such as direct manipulation.

• The question is whether these tasks capture distinct aspects of the photobook use case, namely image

retrieval and storytelling, and encourage users to leverage the accuracy, creativity, and commonsense

reasoning abilities of LLMs while exerting control of the created content.

(3) Evaluating LLMs in our application context: We propose an integrated evaluation approach to assess common-

sense reasoning capabilities by NLI tasks.

• We aim to probe ChatGPT’s responses and behaviours, to verify its consistency, coherence, and correctness,

and to uncover its limitations and biases. How can LLMs best contribute to image retrieval, image captioning,

scene recognition, and storytelling.

• Fine-grained scientific goals and challenges include: (1) how effectively can LLMs perform NLI tasks to

facilitate entailment assessment and ensure logical consistency between descriptions generated by LLMs

from different perspectives in the self-verification loop?; (2) how grounded and hallucination-free are

(storytelling) descriptions generated by an LLM? (3) can an LLM extend self-verification to user input

verification and help identify inconsistencies in it?

3.1 Natural Language Processing (NLP)

3.1.1 ChatGPT preliminaries. As mentioned earlier, LLMs have attracted significant attention in both industry and

research. With billions of parameters, they generate outputs based on text prompts. GPT-4 [OpenAI 2023], unlike its

predecessors, is multimodal, processing both text and visual inputs. LLMs can solve purely text-related tasks, and
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ChatGPT-3: Prompt pattern "Fact Check List"
Q: When generating a caption, please provide a list of objects at the end, which are relevant for your answer.

In the image, there is a table with a carrot, an orange, a banana, and a knife.

A: Caption: "A colourful assortment of fresh fruits and a sharp knife arranged neatly on a wooden table."

List of objects:

1. Table

2. Carrot

3. Orange

4. Banana

5. Knife

Table 1. Fact check list for image captioning improvement. Based on [White et al. 2023].

their users can explore fields such as coding, medicine, vision, and more. ChatGPT-4, in particular, often exceeds the

capabilities of earlier models. For this reason, it is sometimes viewed as an early precursor of an artificial general

intelligence (AGI) system [Bubeck et al. 2023]. There are still many limitations and problems, such as hallucinating, i.e.,

inventing untrue content, or making mistakes in simple tasks [Cobbe et al. 2021; Maynez et al. 2020].

3.1.2 Prompt patterns. As a guiding thread, we will adhere to prompt patterns identified by [Ouyang et al. 2022]

and [White et al. 2023] that we adapt to our purposes. Identifying such patterns is an important aspect of prompt

engineering. It can help optimise results obtained from the LLM by paying attention to the user’s exact purposes with

their respective questions. For example, the pattern "Fact Check List" by [White et al. 2023] can help identify potential

error sources when used in image captioning. Similarly to the approach of Chain-of-Thought prompting [Wei et al.

2022b], it breaks the answer down into the individual components that are of importance, as seen in table 1. The user

asks for a list of objects that lead to ChatGPT-3’s answer. In a more comprehensive and complex example, such a list

can help narrow down troubleshooting attempts to one specific aspect if one of the objects in the list does not appear

in the image, for example. With ChatGPT-4, the output is similar, but can also written in a more poetic tone ("a fresh

medley of fruit [...] artfully displayed [...] for a healthy preparation"), for example.

In the following tables 2 to 6, we show a selection of other prompt patterns identified by [White et al. 2023] and

[Ouyang et al. 2022] for this project, with examples from medicine and the XAI domain.

Prompt pattern "Classification"
a) List and categorise all objects present in the image.

b) List and categorise all lesions in the medical image.

c) Caption and categorise all the input images according to ...

Table 2. Categorisation tasks for medical image captioning. Based on [Ouyang et al. 2022].

3.1.3 Comparison between ChatGPT-3 and ChatGPT-4. The currently available free version of ChatGPT is based on

the LLM GPT-3.5. ChatGPT-4 is a more advanced model than ChatGPT-3.5, which shows in several ways. GPT-3.5

has 175 billion parameters, whereas the number of parameters of GPT-4, while not publicly known, is estimated to be

between 1.7 trillion and more than 100 trillion [Howarth 2024; Patel and Wong 2023; Young 2021]. The token limit of

ChatGPT-3.5 is 4,096, and that of ChatGPT-4 goes up to 32,768. For ChatGPT-4, we use a token limit of approximately
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Prompt pattern "QA, closed"
Which of the following diseases is frequent among teachers?

a) Burnout

b) Constipation

c) Dementia

Table 3. Q&A in the medical domain. Based on [Ouyang et al. 2022].

Prompt pattern "Reflection"
Explain the reasoning behind the captions generated.

Table 4. Reflecting on given answers and providing explanations for them. Based on [White et al. 2023].

Prompt pattern "Chat"
Act as a medical advisor.

I am a patient asking questions about my health.

The format should be a chat between the advisor and the patient.

Table 5. Chat with detailed instructions. Based on [Ouyang et al. 2022].

Prompt pattern "Cognitive Verifier"
When I ask a medical question, please ask one to three questions that help you create better output.

Combine all the answers for the final answer to the original question.

Table 6. Prompting ChatGPT to ask questions for better output. Based on [White et al. 2023].

8,000 in our experiments, for which we have a commercial licence. Due to its more advanced features, ChatGPT-4 can

perform significantly better in various areas and for several tasks. For example, a lower risk of hallucinations and a

significant improvement in multilingual performance have been found. One of the most noticeable advancements is

the multimodal ability of ChatGPT-4, which supports text input and images as multimodal input (see, for example,

[Koubaa 2023; OpenAI 2023]). A constraint of both models is missing data timeliness, as the data reaches no further

than January 2022 for ChatGPT-3.5, and April 2023 for ChatGPT-4. Other text data quality dimensions are yet to be

explored [Sonntag 2004].

GPT models make use of various chat roles during interaction with the user. Besides the user and assistant role,

which corresponds to the human user and the chat assistant, there is an additional system role, allowing the system

developer to give internal instructions for the conversation. As a first empirical result towards defining the NLP work

packages in this proposal, we compared ChatGPT-3.5 and ChatGPT-4 in the integrated image captioning task of the

photobook use case (table 7, with the same user prompt and varying system instructions).

3.1.4 Prompt engineering and automatic prompting. Prompt engineering is the task of creating an input prompt such

that the LLM has the best chance of generating the desired output. It is an empirical science that studies how different

prompting strategies can be used to optimise output LLM performance. Although a variety of approaches exist, the

question is, first, how effective prompt engineering can be done (see, for example, [Zhou et al. 2023a]), and (2) how the

process can be optimised. As pointed out by [White et al. 2023], prompt patterns are a knowledge transfer method
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User: "Here is a caption for an image: a woman is petting a black and white cat. Please rewrite it for a photobook,

given the following information: - Cat name: Zizel - Person name: Aliki - Date: Dec 2021"

System instruction ChatGPT-3.5 answer ChatGPT-4 answer

You are a helpful assistant.

Zizel, the beloved companion

of Aliki, receives gentle affection

in the cozy embrace of friendship.

December 2021.

Zizel, the black and white feline,

enjoys tender strokes from Aliki,

December 2021.

You are an unhelpful assistant.

A woman named Aliki embraces

the enchanting feline charm of

Zizel during a heartwarming

encounter in the cozy winter of

Dec 2021. But hey, who needs

words when you have a picture?

Aliki with some random black

and white animal named

Zizel in Dec 2021.

You are an assistant

who writes funny texts.

Aliki and Zizel: Discovering

the Secrets of Feline Mischief

- Dec 2021

Meet the lovely Aliki, caught in the act

of showering affections on the striking,

black and white feline, Zizel. A mom-

ent caught in time in December 2021,

capturing their purr-fectly beautiful bond.

You are an assistant

who only gives happy answers.

A joyous moment captured in Dec 2021,

as Aliki shares a heartwarming con-

nection with her beloved cat, Zizel.

Joyful Moment Captured in Dec 2021:

Aliki Lovingly Stroking Her Adorable

Black and White Feline, Zizel.

You are an assistant

who only gives sad answers.

Moments of fleeting joy captured in

sorrow: Aliki caresses Zizel,

her only solace in a

heart-wrenching December 2021.

Aliki, captivated by a profound solitude,

tenderly strokes Zizel, the black and

white cat in December 2021. Their shared

silence screams a thousand words of

longing and unspoken goodbyes.

Table 7. ChatGPT-3.5 vs. ChatGPT-4’s performance on modifying a caption with an instruction. In this case, the user input stays the
same, while we change the system instruction (as seen in the first column). However, please note that "capturing their purr-fectly
beautiful bond", and "Their shared silence screams a thousand words of longing and unspoken goodbyes." are hallucinations we aim
to control with multimodal input or filtering mechanisms.

analogous to software patterns since they provide reusable solutions to common problems faced in a particular context,

i.e., output generation and interaction when working with LLMs.

Most prompts are comprised of the same few (optional) components: Input Data: This is the actual data that the

LLM is expected to process (e.g., the sentence being translated or classified, the document being summarised, etc.).

Instruction: Instead of showing concrete exemplars of correct behaviour in the prompt, we could textually describe

what to do via an instruction; for example: "Write the words in the following sentence in reverse order." The instruction

in table 3 is seen in the first line, while the choices below are considered the input data. Exemplars: One of the best

ways to demonstrate the correct behaviour to an LLM is to provide a few concrete examples of input-output pairs

inside the prompt. Indicators: Providing input to an LLM in a fixed and predictable structure is helpful, so we might

separate different parts of our prompt by using indicators; for example, indicating question/answer or input/output

pairs, such as in table 10. Context: Beyond the components described above, we may want to provide extra "context" or

information to the LLM in some way (see figure 9). Another interesting technique tangentially related to instruction

prompting is role prompting, which assigns a “role” or persona to the LLM. This role is assigned within the prompt

via a textual snippet such as: "You are a doctor." or "You are a musical expert." (as seen in table 5). This context helps

understand the question better and tailor the answer (also cf. relevance to personalisation).
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Define ChatGPT role Learn from ChatGPT Chained Prompting
- Act as a Linux terminal

- Act as "position" Interviewer

- Act as a JavaScript Console

- Act as an Excel Sheet

- Act as an English Teacher

- Act as a Plagiarism Checker

- Act as an Advertiser

- Act as a Relationship Coach

- Act as a Recruiter

- Explain clearly

- Explain uniquely

- Explain detailed

- Explain like I’m 5

- Explain with examples

- Explain to 5th graders

- Explain like Noam Chomsky

- Explain detailed with examples

- Explain to high school students

Write an article about ChatGPT.

First give me the outline, which

consists of a headline, a teaser,

and several subheadings.

[Output]

Now write 5 different subheadings.

[Output]

Add 5 keywords for each subheading.

[Output]

Table 8. Prompt patterns/templates for roles from various user blogs

Prompts for Marketers Prompts for Designers Prompts for Developers

- Can you provide me with

some ideas for blog posts

about [topic]?

- Write a product description

for my [product or service or

company].

- Suggest inexpensive ways

I can promote my [company]

without using social media.

- How can I obtain high-quality

backlinks to raise the SEO of

[website name]?

- Generate examples of

UI design requirements

for a [mobile app].

- How can I design a

[law firm website] in

a way that conveys [trust

and authority]?

- Create a text-based excel

sheet to input your copy

suggestions. Assume you

have 3 members in your

UX writing team.

- Develop an architecture

and code for a <description>

website with JavaScript.

- Help me find mistakes in

the following code <paste code

below>.

- I want to implement a sticky

header on my website. Can you

provide an example using CSS

and JavaScript?

- Please continue writing this

code for JavaScript <insert code

below>.

Table 9. Prompt patterns/templates for user groups from various user blogs

Tables 8 and 9 list other prompt patterns/templates from various user blogs to modify ChatGPT’s output to be

investigated in the photobook use case. In this project, we use DFKI IML’s image captioning and use ChatGPT-4, as well

as other LLMs, as an additional image captioning component and as a visual storytelling component. In the context of

implementing mixed initiative interaction, we plan to explore the automatic prompting behaviour for ChatGPT-3 and

ChatGPT-4. Especially the multimodal abilities of the latter are of interest for the photobook use case. We also plan to

evaluate its concept understanding skills and its consistency, coherence, and correctness.

Automatic prompting refers to an automated method to create prompts for a diverse set of tasks. We will focus on

the optimisation of prompts and calling them to ChatGPT’s API. We want to optimise the actual textual/character-based

prompt that is generated from human input (AutoPrompt Method)
1
. Then we want to generate and execute the prompt

completely automatically as a module subtask of a more complex AI system [Loedeman et al. 2022; Wu et al. 2022]. In

our use case, these modules include, for instance, image retrieval, image captioning, and scene recognition.

In this extended use case of automatic prompting, we explore LLMs, mainly ChatGPT-3 and ChatGPT-4, but also

open-source models like Llama 3 and LLaVA, to assist in these tasks. The main point is (also cf. figure 1) that the

encompassing AI system automatically addresses ChatGPT via an API. In this process, the encompassing AI system

must automatically generate the prompt. Since ChatGPT-4 is multimodal, meaning that it can process visual input along

1
This refers to the seminal paper [Pryzant et al. 2023] using natural language "gradients" and beam search algorithms.
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with textual one, the prompt engineering process also becomes multimodal. A detailed categorisation of intelligent user

interface key components, which serves to explain embedded ChatGPT function calls, can be seen in figure 4. The red

dots indicate where ChatGPT can be used as an internal service via a function call (through a commercial API).
2 3

To implement the ChatGPT function calls in the No-IDLE photobook system, in this project we will use the template

provided by [Zhou et al. 2023a] to generate prompts for (visual) storytelling from descriptions in isolation (from the

VIST dataset, [Huang et al. 2016]).

In one example we use to illustrate the task, we only provide the model with one input-output pair (table 10). The

generated prompts show that ChatGPT-3 generalises better, even with incomplete input. ChatGPT-4, however, provides

a correct prompt but is way too detailed and tailored only for this specific input-output pair. One resulting task is to

optimise the prompt behaviour for both cases.

ChatGPT-3 vs. ChatGPT-4
Q: I gave a friend an instruction and one input. The friend read the instruction and wrote an output

for the input. Here is the input-output pair:

Input: A black frisbee is sitting on top of a roof. A man playing soccer outside of a white house

with a red door. The boy is throwing a soccer ball by the red door. A soccer ball is over a roof by a

frisbee in a rain gutter. Two balls and a frisbee are on top of a roof.

Output: A discus got stuck up on the roof. Why not try getting it down with a soccer ball?

Up the soccer ball goes. It didn’t work so we tried a volley ball.

Now the discus, soccer ball, and volleyball are all stuck on the roof.

Formulate the instruction.

ChatGPT-3: Write a description of a scene using the given input sentence.

ChatGPT-4: The instruction is to reimagine and rewrite the given sentences using different terms,

whilst still maintaining their key elements. For instance, replace ’frisbee’ with ’discus’, ’house’

with ’place’ or ’spot’, ’playing soccer’ with ’kicking the soccer ball’. Additionally, continue the

story logically based on the impressions given in the input.

Table 10. Automatic prompt generation with ChatGPT-3 vs. ChatGPT-4 for a visual storytelling task with captions in isolation input.

3.1.5 LLMs in the photobook use case. In No-IDLE, we rely on multiple deep learning components for our photobook

creation support, such as image classification, text-to-image retrieval, and face recognition, as seen in figure 6. Image

captioning, namely generating a description for a given image, is one of the system’s central components.

In No-IDLE meets ChatGPT, we investigate the following questions: how does ChatGPT behave in the photobook

use case for (1) cross-modal retrieval, (2) user-model interaction, (3) visual storytelling, and (4) commonsense reasoning.

2
Here is a strong relationship to Systems AI, see:

https://www.dfki.de/en/web/research/research-departments/foundations-of-systems-ai

3
Previous works have examined automatic prompting for language models. [Shin et al. 2020] propose a method for eliciting knowledge from language

models with automatically generated prompts, in which customised prompts for specific tasks are created. [Zhang et al. 2023] automise Chain-of-Thought-

prompting in LLMs by enabling models to generate reasoning chains. [Zhou et al. 2023a] propose an approach for automatic instruction generation

and selection, enabling LLMs to engineer prompts of human-level quality. [Hao et al. 2022] optimise prompts for text-to-image generation to obtain

more aesthetically pleasing images. Their framework adapts original user input to model-preferred prompts. [Zhou et al. 2023b] demonstrate that the

performance of automated prompting is heavily dependent on the amount of data available. The approach of [Singh et al. 2023] explains data patterns via

the algorithm iPrompt: Auto-prompting is extended to generate a semantically meaningful natural language prompt that explains a key characteristic of

given data examples.

https://www.dfki.de/en/web/research/research-departments/foundations-of-systems-ai
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Fig. 4. Categorisation of intelligent user interface key components from [Zacharias et al. 2018], based on the conceptual architecture
in [Wahlster and Maybury 1998] and DFKI’s Smartweb system [Sonntag et al. 2007]. The red dots indicate where ChatGPT can be
integrated.

(1) In the first step of creating a photo page, our ownmodules or ChatGPT can be used to obtain relevant information

(for example, location), which can then be used for text-to-image retrieval. We can also get salient objects (figure

5) and personalised captions (figure 6).

(2) Additionally, the dialogue component of LLMs such as ChatGPT-3 and ChatGPT-4 can be used for interaction

with the photobook, for example, by generating questions that help the user contextualise and control the

caption.

(3) LLMs can also generate more elaborate contextualised descriptions of (collections of) photos via visual story-

telling.

(4) Last, LLMs can be used as a commonsense reasoning component.
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Fig. 5. Object-specific salient regions highlighted with corresponding bounding boxes as bottom-up features. From [Biswas et al.
2020].

Image captioning and visual storytelling. Recent image captioning approaches include large-scale vision-language

pre-training and generalised models that work for various computer vision and vision-language tasks [Li et al. 2022a;

Zou et al. 2022]. Interactive image captioning as envisioned has, in contrast, not gained as much attention as other

machine learning tasks. [Jia and Li 2020] involve the human-in-the-loop by providing incomplete sequences as input, in

addition to each image, during inference time. [Biswas et al. 2020] extend the Show, Attend, and Tell architecture [Xu

et al. 2015] by combining explainable high-level and low-level features and beam search during decoding time (see

figure 5).

Various components are activated in response to user commands. For example, when a user says, "On the first day,

we took the bus from the airport to Vancouver," it initiates both text-to-image retrieval and image captioning compo-

nents. This is modelled by the media analysis component. Models used in these cases must be adapted incrementally

[Anagnostopoulou et al. 2023; Hartmann et al. 2022a].

In contrast to image captions that can be found in general-purpose datasets such as MS COCO [Lin et al. 2014]

or Flickr30k [Plummer et al. 2015], the captions generated by our captioning component should be (1) entity-aware

(e.g., instead of generic descriptions of objects or concepts, the captions contain proper names for named entities), (2)

stylised, and (3) controllable. Existing models for entity-aware captioning usually generate a template caption with

place-holders for named entities, which is then filled with information retrieved from associated text or knowledge

bases [Biten et al. 2019; Lu et al. 2018]. Ramnath et al. [Ramnath et al. 2014] propose an approach for personalised

template-filling with information such as geolocation, time stamp, detected landmarks, and recognised faces, which we

plan to extend to incorporate finer-grained location information specified by the user. To generate stylised captions, we

will explore caption generation reflecting sentiment [Mathews et al. 2016], specific styles [Gan et al. 2017; Guo et al.

2019], and taking into account a user’s active vocabulary [Chunseong Park et al. 2017]. In the refinement phase, when

additional captions are generated for newly retrieved images, the user should be able to exert fine-grained control over

the concepts to be included in the caption, e.g., by actively modifying an abstract scene graph representation based on

which the caption is generated [Chen et al. 2020].

(Multimodal) LLMs offer a promising solution for generating entity-aware and controllable captions. In a recent

preliminary study, we examined the potential of LLMs and multimodal models (LMMs) to support journalistic practices



14 Sonntag et al.

cat
Aliki

Metadata:
Location: Athens, Greece
Timestamp: 1640342965
(Dec 24th, 2021; 11:49:25)

Image Captioning:
A woman is petting a black and white cat

face recognition

object recognition

emotion recognition

Fig. 6. Modules for personalised and contextualised image captioning: image captions, metadata, person and emotion, as well as
specialised object recognition is required for the generation of a personalised caption. A sample input to the LLM is seen in table 7.

by generating contextualised captions for images accompanying news articles, a task closely related to the No-IDLE

meets ChatGPT use case. We compared the performance of LMMs with a two-stage pipeline comprising separate

captioning and contextualisation models [Anagnostopoulou et al. 2024].

Since we are experimenting with multimodal LLMs, automatic prompt engineering can be rendered multimodally,

e.g., containing images. This ability should be explored in our photobook use case.

When the (deep learning) components lack information or pose a high uncertainty towards certain decisions, especially

in the early steps of the system adaptation, the agent can ask clarification questions, thus asking for contextualising

feedback ("Can you tell me more about this day?", "Who is present in this image?"), collecting it, if it is provided by the

user (for example, in the case of hallucinations or incorrect information), or providing model explanations if asked

("Why was this image chosen?"). The collected feedback can then be used to improve the generated captions. Since this

feedback will be in natural language, it is yet to be investigated how LLMs, and more specifically prompt engineering,

can be used to render it into a format that can be used to update the LLM components themselves.

In contrast to generating captions for images in isolation, the visual storytelling component generates a sequence

of captions that form a coherent story for a retrieved sequence of images [Huang et al. 2016; Jung et al. 2020; Wang

et al. 2020]. Like captioning, the visual story component must be entity-aware and controllable. To this end, we will

investigate to what extent approaches for adapting DFKI’s captioning model can be transferred to the visual storytelling

task of ChatGPT.

3.2 Natural language inference as a main evaluation task

NLI is a task in NLP that involves determining the logical relationship between two given pieces of text, typically

referred to as the premise and the hypothesis [MacCartney and Manning 2008]. NLI requires models to understand the

semantics and contextual nuances of language.

Here we describe the natural language inference (NLI) questions we are examining and explore our claims. Inspired

by recent work on commonsense and NLI as a subtask, for example on legal textual entailment ([Nguyen et al. 2023b],

negation detection assessment of GPTs ([Nguyen et al. 2023c] and evaluations of abductive reasoning support ([Nguyen
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Statement Premise with evidence annotations (boldface) Label

The primary trial and the sec-

ondary trial both used MRI for

their interventions.

Single arm of healthy postmenopausal women to have

two breast MRI (baseline and post-treatment).
Letrozole of 12.5 mg/day is given for three successive

days just prior to the second MRI. Healthy women will

be screened for Magnetic Resonance Imaging (MRI) con-

traindications, and then undergo contrast injection, and

SWIFT acquisition.

entailment

More than 1/3 of patients in co-

hort 1 of the primary trial expe-

rienced an adverse event.

Adverse Events 1: Total: 69/258 (26.74%), Anaemia

3/258 (1.16%), Febrile neutropenia 13/258 (5.04%) .... Ad-

verse Events 2: Total: 64/224 (28.57%), Anaemia 2/224

(0.89%), Febrile neutropenia 4/224 (1.79%) ....

contradiction

Table 11. Examples from the NLI4CT dataset [Jullien et al. 2023]. Label indicates the inference relation (entailment or contradiction)
between a clinical trial report (premise) and a natural language statement (𝑝𝑟𝑒𝑚𝑖𝑠𝑒 → 𝑠𝑡𝑎𝑡𝑒𝑚𝑒𝑛𝑡 ). Supporting facts that justify the
predicted relation, shown in boldface, are part of the supervised dataset.

et al. 2023a]), we list the specific questions that we are exploring and evaluating. Finally, we explain how these research

questions are related to the larger issues raised in the introduction.

3.2.1 NLI in the medical domain: an ongoing project. Our starting point for evaluation is a medical use case we implement

in the context of a joint project in partnership with Accenture
4
. In the Natural Language Inference for Clinical Trial

Data (NLI4CT) case [Jullien et al. 2023], automatic prompting (AutoPrompt) methods are applied to enhance a model’s

ability to reason over complex medical information. The NLI4CT data collection, which is comprised of clinical trial

reports (CTR), is used for the following two NLI tasks of interest for commonsense reasoning (table 11):

• Textual entailment: The statements may make claims about a single CTR premise or several CTR premises.

The task is to determine the inference relation (entailment vs contradiction) between a statement and one or

more CTR premises.

• Evidence retrieval: Given a CTR premise, and a statement, the output a set of supporting facts, extracted

from the premise, necessary to justify the label predicted in the textual entailment task (e.g., entailment or

contradiction).

In the current AutoPrompt project, the evaluation is as follows: The entailment prediction and evidence retrieval

results are evaluated using standard accuracy metrics, including precision, recall, and F1-score. In No-IDLE meets

ChatGPT, we transfer this task to the photobook use case. As stated earlier, we aim to explore, first and foremost,

automatic prompting behaviour in the photobook use case context based on the most recent literature relevant to

interactive deep learning. Specifically for prompting, different patterns are addressed by [Ouyang et al. 2022], who train

language models to follow instructions with human feedback, and [White et al. 2023], who propose a prompt pattern

catalog to enhance prompt engineering with ChatGPT. This transfer task is explained next.

3.2.2 NLI in the photobook case: AutoPrompt transfer task. The investigation into AutoPrompt methods (automated

techniques for prompt generation) for No-IDLE meets ChatGPT is aligned with the challenges posed by NLI4CT

tasks of textual entailment and evidence retrieval, where multi-hop NLI is essential. Current research in the medical

4
https://iml.dfki.de/news/autoprompt-aims-to-improve-chatgpts-analysis-of-clinical-data/
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domain focuses on developing methods that are suited for capturing the complex nature of clinical trial data and the

nuanced inferences required within the framework of multi-hop reasoning. In No-IDLE meets ChatGPT, we propose

a corresponding approach that integrates the same four key subtasks to be implemented: textual context analysis,

multi-hop reasoning, external knowledge incorporation, and user-machine interaction. This approach aims to provide a

comprehensive and context-aware methodology for navigating and reasoning over complex data in the medical domain

in the Accenture project and will be transferred and generalised to the photobook use case. The key tasks to explore

and evaluate centre around extending the investigation of AutoPrompt methods from clinical trial data analysis to the

photobook use case. The main goal task for the model in NLI4CT is to verify claims by reasoning from reliable clinical

trial sources. Instead of verifying medical claims, we create a photobook that requires the model to create stories and

captions for the visual content and user preferences, such as specific visual cues, emotions and themes. This requires

the ability to combine images content and text into a coherent narrative. Given the special requirements of photobook

creation, particularly for tasks like image captioning and storytelling, the following adaptions in each key task aim

to ensure the generation of visual narratives that are contextually rich, logically consistent, and aligned with user

preferences:

Image and textual content analysis: Special prompts should guide the model better to extract relevant information,

identify entities, and discern the logical relationships within each piece of text. The process of prompt engineering

is complemented by the construction of a task and domain-specific knowledge graph, where entities serve as nodes

and relationships as edges. The synergy between prompts and graph-based reasoning enhances coherence, facilitating

multi-hop exploration. No-IDLE meets ChatGPT task: Reflect narrative structure in the photobook context. Extend

entity recognition to include visual elements, thematic coherence in one still image and across different images. For

example, special prompts guide multimodal models to capture specific visual cues, including object recognition and

attributes prediction, and establish relationship between visual elements.

Multi-hop reasoning: AutoPrompt methods incorporate multi-hop reasoning across interconnected pieces of

clinical trial information. No-IDLE meets ChatGPT task: In the case of photobook creation, special prompts facilitate

the multi-hop reasoning algorithms to traverse the relationships between visual elements, considering connections

not only within individual images but also across images, themes, and contextual relevance, to achieve a coherent

image-based narrative.

External knowledge: AutoPrompt methods integrate path reasoning and external knowledge retrieval to enhance

the model’s understanding of medical concepts and relationships beyond the immediate textual context. In commonsense

reasoning, the model excels at inferring implicit relationships and contextual nuances. In numerical reasoning, prompts

should assist the model to interpret and operate quantitative information. No-IDLE meets ChatGPT task: Connecting

to external sources of knowledge also benefits visual understanding and storytelling. Special prompts guide the model to

incorporate world knowledge, commonsense reasoning, and cultural and historical references contributing to a deeper,

richer and more informed narrative. Special prompts also play an important role in guiding the model to cross-reference

information with external knowledge ensuring accuracy and reliability in the generations.

User-machine interaction: AutoPrompt methods "encourage" the model to interactively verify its findings and

rectify errors based on user feedback. User-machine interaction also adds a dynamic element, allowing the model

generation process to be more responsive to the needs and preferences of the end-users involved in (clinical trial) data

analysis. No-IDLE meets ChatGPT task: foster user-machine interaction to make the photobook creation process more

responsive to spontaneous preferences. Enable users to influence the choice of images (themes, emotional tone) and
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interactive generation of visual narratives. This interaction mode enables users to actively shape the creative direction

of the photobook, facilitating the construction of narratives in a collaborative and personalised manner.

We now specify our research questions. With experimental setups 1 and 2, we ground them in the current state-of-

the-art of the entailment use case, explain how they can be achieved and describe how the achievement of goals can be

measured. User-machine interaction aspects are explained in section 3.3.

3.2.3 Experimental Setup 1. While the medical use case relies on the NLI4CT dataset, a systematic evaluation in the

photobook context requires utilising a series of well-established datasets. Our starting point for first experiments are

the OK-VQA [Marino et al. 2019] and Visual Genome [Krishna et al. 2017] datasets and benchmarks: These evaluation

datasets and benchmarks are crucial to ensuring that the AutoPrompt methods are thoroughly assessed and meet the

specific challenges associated with the evaluation of LLM approaches for the photobook creation process.

A thoughtful and strategic prompt approach is necessary to enhance the understanding of the scene by the LLMs and

to improve the generation of textual descriptions based on the extracted visual elements. Recent advances in prompting

strategies, particularly the CoT [Wei et al. 2022b] approach and its variants, i.e., CoT-ST [Wang et al. 2022], ToT [Yao et al.

2023], CoVe [Dhuliawala et al. 2023], have shown significant improvement in the reasoning abilities of LLMs. However,

multi-step prompting and prediction increase the likelihood of errors [Chu et al. 2023]. Self-verification becomes an

indispensable component in addressing these concerns [Dhuliawala et al. 2023; Weng et al. 2023]. In self-verification,

the LLMs reverse steps by checking the logical consistency and coherence between the latest generated response and

previous responses. As stressed earlier, NLI is a task in NLP that involves determining the logical relationship between

two given pieces of text, typically referred to as the premise and the hypothesis [MacCartney and Manning 2008].

Framing self-verification as an NLI task enables the LLMs to evaluate its own outputs by treating them as
hypotheses to be validated against earlier premises or facts.

The overarching research question guiding our experiment is: How effectively can LLMs conduct NLI subtasks
to assess the logical consistency between captions or visual narratives they generate?

To address this research question, we draw inspiration from the existing NLI benchmarks [Bowman et al. 2015;

Camburu et al. 2018; Do et al. 2020; Kayser et al. 2021] and identify four key subtasks in a NLI pipeline:

(1) Textual Analysis Identify the key terms and concepts in both premise and hypothesis descriptions.

(2) Reasoning The model should identify and present textual evidence for making assessment decision, drawing

from the comparison between two descriptions.

(3) Entailment Classification Determining the logical relationship between descriptions, entailment, contradic-

tion or neutral.

(4) Rationale Summary Given the extracted evidence and entailment assessment decision, provide a comprehen-

sible rationale as feedback on the misalignment or how to refine the second caption.

Details of the experimental setup: in our experimental setup, LLMs undertake NLI tasks; we can systematically

evaluate the relationship between the two self-generated narratives. Through explaining the logical coherence between

pairs of textual descriptions based on the same scene or image originating from different perspectives (e.g., person,

location, emotion), the model autonomously identifies and rectifies inconsistencies, refining its generated content over

successive iterations. An illustrative example is shown in table 12 and table 13. Table 13 demonstrates how the NLI

assessment made by ChatGPT-3.5 following our strategy, comparing the hypothesis description with premise image

caption. The hypothesis description is generated to extend the perspective of "roles and relationships". In our design

plan, the model is expected to demonstrate its inference results regarding the entailment relationship between two
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Premise (validated) Hypothesis Label Explanation

A child in a yellow

plastic safety swing

is laughing as a dark-

haired woman in pink

and coral pants stands

behind her.

A young mother is play-

ing with her daughter

in a swing.

neutral Child does not imply

daughter and woman

does not imply mother.

Table 12. In an evaluation instance derived from e-SNLI [Camburu et al. 2018], the premise comprises a verified image caption, while
the hypothesis extends into a detailed description concerning the roles and relationships of the individuals. The annotated label for
the entailment relationship between these two captions is neutral, signifying the absence of explicit information about the people in
the provided imagery, as the human annotator justifies the neutral label in the explanation.

Textual Analysis

Validated Caption (Premise):
Child in a yellow plastic safety swing.

Laughing.

Dark-haired woman in pink and coral pants standing behind her

Second Caption (Hypothesis):
Young mother.

Playing with her daughter.

In a swing.

Reasoning

1. The first description portrays a child in a swing with a woman standing behind, but the specific relationship

between them is not explicitly mentioned.

2.The second description introduces the concept of a young mother playing with her daughter in a swing. While

the roles align, it’s not explicitly stated that the woman in the first description is the same as the young mother

in the second description.

3.The lack of specific details connecting the woman in the first description to the role of a mother in

the second description leaves room for ambiguity.

4. The woman in the first description could be a caregiver, family member, or someone else standing behind the child.

5. While there are overlapping elements like the swing and the presence of a woman, the precise relationship

remains unclear, and the descriptions may represent different perspectives or interpretations of the same scene.

Entailment Classification Neutral

Rationales Summary The second description does not necessarily entail the first, as the specific identity of the woman in the first description

as the young mother of the child is not explicitly confirmed in the given context.

Table 13. In this example, ChatGPT-3.5 demonstrates its reasoning capability in determining the relationship between the premise
and hypothesis presented in table 12. In the context of NLI, the model is guided through four key steps when evaluating the
second generated caption: textual analysis, reasoning, entailment classification, and rationale summarisation. The rationale from the
entailment classification is then used as feedback on how to refine the second caption.

visual descriptions. The results, particularly the rationales for "contradiction" or "neutral" outcomes, should be used to

guide the refinement of captions for the next steps. This involves correcting the misalignment or requesting additional

details from the user.
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The connection to the photobook use case is straightforward: After the self-verification in responses, the subsequent

steps involve analysing the model’s justifications to conclude its reasoning responses. If the model correctly identifies

that the successively generated description lacks information or contradicts its premise, it is a valuable indication

for the model to inquire about more knowledge or further instructions from the user (cf. user feedback). In a second

step of our experimental setup 1, we include a number of additional benchmark datasets to systematically assess the

adaptability of the NLI-guided method and the consistency of reasoning capabilities in LLMs across different cases in

the photobook scenario:

• SNLI [Bowman et al. 2015]: A large NLI benchmark based on the Flickr image captions [Young et al. 2014].

• e-SNLI [Camburu et al. 2018]: An NLI benchmark contains part of SNLI samples and a manually annotated

explanation given the premise, hypothesis and label.

• SNLI-VE [Xie et al. 2019]: A visual NLI benchmark adds the original image besides the image caption as premise.

• e-SNLI-VE [Li et al. 2021]: A visual NLI benchmark augments human annotated explanation given the image

and language premise, language hypothesis and label.

• FEVER [Thorne et al. 2018]: This dataset consists of sentence pairs sourced from Wikipedia, to assess the

accuracy of claims by reasoning factual evidence.

• MultiNLI [Williams et al. 2018]: The dataset comprises sentence pairs from ten distinct genres of written and

spoken English, allowing for a comprehensive evaluation of generalisability across various linguistic contexts.

• MedNLI [Romanov and Shivade 2018]: This dataset contains sentence pairs grounded in the medical history of

patients and annotated by medical professionals.

• NLI4CT [Jullien et al. 2023]: This dataset is derived from breast cancer clinical trials. Tasks are framed as

classifying the entailment relationships between a statement and the clinical trial report as premise and

extracting evidence to support the classification decision.

• StrategyQA [Geva et al. 2021]: Although the tasks in this dataset are designed in a question-answering scenario,

the annotations provided in the dataset, including term descriptions and the supporting facts, are valuable for

assessing the reasoning and decision-making capability of LLMs. Hence we adapt this dataset to our experiment

setup.

3.2.4 Experimental Setup 2. In this second experimental setup, we focus on vision-language (VL) models. Let’s recall

some preliminaries from commonsense reasoning. LLM capabilities for commonsense reasoning and their limits have

been investigated in literature [Huang and Chang 2023; Wei et al. 2022a; Zhou et al. 2020b]. It remains to see how they

can be explored in the context of our work, besides natural language inference as in experimental setup 1, especially for

filtering relevant images and creating a compelling story. If, for example, commonsense reasoning can inform query

expansion, if the topic is ’Christmas’, objects that can be found in relevant images would include the local Christmas

market, Christmas trees, etc. A second, more detailed example, is shown in figure 7. The textual premise provided

by a direct captioning component (as we are implementing in No-IDLE) delivers a textual description like "A person

is blowing out candles on a cake." The commonsense reasoning steps are like: you blow out candles→ birthday←
motivation← Bake a cake, resulting in "A person is blowing out candles on a birthday cake."

In a third example scenario (figure 8), the conventional caption (textual premise of multiple images) would be "group

of runners get prepared to run a race", while the commonsense-enriched caption would include information like the

intention behind the action, attributes and effect of actions from the agents: "In order to win a medal, a group of runners

gets prepared to run a race. As a result they are congratulated at the finish line. They are athletic."
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Fig. 7. "A person is blowing out candles on a birthday cake." This is an example image showing a case when identifying semantic
concepts, not explicitly represented in the scene, would help to provide a better description. Commonsense reasoning is needed to relate
the elements, namely people, cake and candle, to the concept of a birthday. Image source https://www.stockfood.com/images/11162229-

Young-woman-blowing-candles-on-birthday-cake-studio-shot.

Fig. 8. The commonsense-enriched caption would include information like the intention behind the action, attributes and effect of
actions from the agents: "In order to win a medal, a group of runners gets prepared to run a race. As a result they are congratulated at
the finish line. Example from [Fang et al. 2020] and video contents [realsbstn (YouTube channel) 2009].

In general, an integral part of this work package task will be to evaluate ChatGPT’s human-like ability to
make presumptions about the type and essence of ordinary situations humans encounter every day. These
assumptions include judgements about the nature of physical objects, taxonomic properties, and people’s intentions. A

very challenging part is to explore the usage for commonsense reasoning in explanations of why a particular image has

been chosen or why a particular caption or story has been generated, as explained next.

In addition to experimental setup 1 with a focus on textual premises, we design experiments focussing on the visual

content and visual premises of the photobook use case scenario. Our envisioned contextualised captioning workflow is

illustrated in figure 9. Our experiments focus mainly on the visual storytelling component, with additional explorative

tasks for image retrieval. Our starting point for these experiments are vision-language (VL) datasets. Our evaluation

tasks are guided by the following research questions:

• How grounded5 and hallucination-free are (storytelling) descriptions generated by an LLM?
• Can an LLM extend self-verification to user input verification and help identify inconsistencies in it?

• How can (multimodal) NLI efficiently be integrated into the image retrieval component?

5
In image captioning, grounding usually refers to the generation of captions that focus on certain parts of the image [Ma et al. 2020; Zhou et al. 2020a]. In

this case, we have an extension of the image captioning task with the generation of stories - hence, grounding refers to the stories being directly related

to the semantic content of the images, as present in the captions.

https://www.stockfood.com/images/11162229-Young-woman-blowing-candles-on-birthday-cake-studio-shot
https://www.stockfood.com/images/11162229-Young-woman-blowing-candles-on-birthday-cake-studio-shot
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Fig. 9. Contextualised image captioning with an image captioning module, DL components, metadata, and the use of an LLM.

DII – Premise SIS – Hypothesis Label

Three tents in the grass near two people. They had a lot of tents. contradiction

A little girl in a floatie swims towards her dad

in the jacuzzi.

She enjoyed spending some time with grandpa

in the pool.

contradiction

A father and daughter spend time together with

others outdoors.

My dad took us to the 4th of July picnic. neutral

Mushrooms are among the food sitting on a

white plate.

They are finally served with a side of risotto. neutral

A woman looks down at her baby while they

sit on a blanket outside.

My wife took care of one of the kids. entailment

Two boys are enjoying cotton candy at a park

event in the summer.

The family went to the park for 4th of July. entailment

Table 14. Manually annotated examples from the VIST dataset to demonstrate how an NLI task based on this dataset would look like.
DII: description-in-isolation, SIS: story-in-sequence.

For our main task (entailment generation and verification), we use the VIST [Huang et al. 2016] and the

Video2Commonsense [Fang et al. 2020] datasets. The VIST dataset contains images, along with their descriptions in

isolation or DII (simple image captions) and stories in sequence or SIS (contextualised visual storytelling). The images

are grouped into sequences of five, for which the SIS is generated. As presented in table 14 we consider DIIs to be the

premise, and SIS to be the hypothesis. Given the premises or image captions, the task is to use LLMs to generate the

’entailment’ or storytelling part. The dataset Video2Commonsense contains video clips which have been annotated with

commonsense descriptions about the agents in the video, including commonsense aspects (the effect of the action, as

well as the attribute of the agent giving the action). In our case, the LLM can be used to obtain commonsense-enriched

descriptions. We use natural language generation metrics as depicted in table 14 and employ NLI to verify whether the

LLM generation is entailed in the caption.

This task is directly related to the visual storytelling component of the photobook use case scenario since it involves

generating a story-in-sequence rather than plain image or frame captions. Besides the generation component, the NLI,

or verification component, ensures that the story generated corresponds to the content of the image, checking for LLM

hallucination at this point.
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Visual Premise Textual Premise Hypothesis Label Explanation

The brown dog with a red ban-

danna is sitting with its paws

up on the computer.

A person is sitting at his

desk with his cat on his

lap, he hates dogs and

refuses to own one.

contradiction A dog isn’t a

person.

An Asian tennis player is about

to hit the ball.

A ladies golf player tee-

ing up at the 18th hole.

contradiction Tennis is not

golf.

A girl rides a horse. A girl is riding a horse

through a park.

neutral The girl is

clearly riding a

horse but it is

not clear that it

is in a park.

A person wearing a hat and con-

cealing clothing is on a bicycle

carrying a large amount of prod-

ucts on the back with a large

group of bicyclers behind her.

There is currently rush

hour traffic.

neutral There is a lot

of traffic, but it

does not mean

that it is rush

hour.

A beagle walks along the calm

shore.

There is an animal on

the beach.

entailment A beagle is an

animal, and

walking on a

beach requires

that one actu-

ally be on said

beach.

People are admiring a work of

art.

People standing, look-

ing at art.

entailment Looking at art

is a restatement

of staring up at

a work of art.

Table 15. Visual Premises, Textual Premises, Hypotheses, Labels and Explanations. Examples from the e-SNLI-VE dataset [Kayser
et al. 2021].
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In addition, we define two exploration tasks related to image retrieval & visual storytelling:

• Visual NLI for image retrieval: For this use case, we can utilise the e-SNLI-VE dataset [Kayser et al. 2021]:

Given an image premise, a hypothesis is formulated, which can be entailed, contradicting, or neutral (see

examples in table 15). This is a task that can be approached in two ways: The premise used can be an image,

or, even more suitably, a caption or a group of captions to an image. In order to obtain the caption(s), we can

either use captions provided by the e-SNLI dataset, or employ a (potentially separate) image captioning system.

Congruency between hypotheses and images/captions can be crucial for the image retrieval component of

the use case. In the case the user inputs a certain prompt for retrieval (hypothesis) which does not return the

desired image(s), an explanation for this behaviour can be provided.

• Entailment assessment for user feedback: For this task, we plan to use the VIST dataset, with additional

NLI annotations between DIIs and SISs. Given that the hypothesis is provided by user feedback, namely a user’s

story or feedback for an image, the task is to check if it is congruent with the premise/caption. If there is a

contradiction, a feedback loop between the system and the user can be initiated to either rectify the mistake or

provide an explanation. Since this task includes the verification of (user-generated) stories, it is connected to

the visual storytelling component of the use case.

Additional datasets which can be used to evaluate the LLM’s storytelling and commonsense capabilities include the

following:

• VQA-E [Li et al. 2018], a visual question answering with explanations derived from captions, including specific,

abstract, and subjective questions;

• MS COCO [Lin et al. 2014], a general use computer vision and image captioning dataset, containing five

captions for each image;

• refCOCO [Kazemzadeh et al. 2014], which contains referring expressions for distinct objects in the MS COCO

dataset;

• OpenImages [Kuznetsova et al. 2020] containing, among other annotations such as bounding boxes, object

segmentations and image-level classes, so-called "localized narratives";

• Conceptual Captions [Sharma et al. 2018], including images and captions in different styles (both alt-text

scraped from the web and conceptual captions derived from them).

Explainability—Connection to XAINES (BMBF) The experiments described in this setup include the generation

of different forms of text, including explanations for the NLI model decisions. In the case of the main task, the dataset

itself contains explanations; in the case of the exploratory tasks, the feedback loop initiated can potentially provide the

system with an explanation from the user, which can then be integrated as feedback to the model. These explanatory

properties of the tasks are connected to the XAINES project. XAINES [Hartmann et al. 2022b] furthermore differentiates

between machine learning and domain expert explanations. In the former case, model explanations help identify

system deficiencies, while in the latter case, explanations can contribute to the domain expert’s satisfaction and trust.

In the context of No-IDLE meets ChatGPT, both machine-learning and domain-expert explanations are relevant:

Machine-learning explanations can assist in identifying errors during the photobook generation, while domain-expert

explanations can be used to assess if the decision the model took was justified. For the context of our proposed project,

domain-expert explanations are relevant, given that the users are "experts" of their own photo collection.
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3.3 Human-Computer Interaction (HCI)

A central goal of this project is to leverage LLMs’ abilities to improve user interaction with deep learning-powered

systems. In the current section, we propose to explore how the methods described in section 3.2 can be controlled

effectively by the user so as to improve usability of the interactive system for photobook creation.

We distinguish between three types of goals: user-, NLP and AI research-, and HCI research goals. The NLP goals are

described in section 3.2; the user goals are to compose a narrative by selecting the right images and writing a story

about them; lastly, the HCI challenges consist of enabling the user to exert control over the generated content.

With the HCI goals in mind, we explore what opportunities for interaction are offered by the NLP algorithm designs,

and how they can serve as endpoints linked to components of user interfaces. A trivial way for a user to control the

content generated by LLMs is via the input prompt. Here, our goal is to identify novel forms of interaction that allow

the user to produce rapid, directed, incremental, and reversible changes on the generated content, in line with principles

of direct manipulation interfaces [Hutchins et al. 1985; Shneiderman 1983].

To facilitate investigation, we propose two user-centric surrogate tasks that capture distinct aspects of the photobook

creation use case: content-based image retrieval (the biased journalist task), and visual storytelling (heads-bodies-legs

task). Each task will require the development of a human-in-the-loop system that exploits LLMs abilities to accomplish

a different user goal. These two tasks will constitute sandbox environments for developing general principles and

concrete modules that will later be integrated into the complete photobook creation tool.

3.3.1 Biased journalist task. The first task addresses image and textual content analysis, as well as content-based image

retrieval. In this task, the user’s goal is to retrieve a small set of images from a large pool by providing an input prompt in

natural language. A (mnemonic) example application would be a user writing a factual newspaper article with a biased,

preconceived spin, who uses the tool to choose illustrative photos that confirm that bias. An analogous application

would involve finding holiday photos on a smartphone image archive by asking questions in natural language.

How can AutoPrompt methods help the user accomplish these goals? While the design of user studies with specific

interactive systems will depend on the outcome of research in section 3.2, we sketch two scenarios with illustrative

algorithm designs for solving the biased-journalist task, as well as corresponding HCI goals.

In the first scenario, a large multimodal model (LMM) such as GPT-4V or LLaVA [Li et al. 2023] is used for both

content analysis and image retrieval, and the user interacts with the result set. The LMM takes as input both (a) a large

pool of images and (b) a natural language retrieval prompt, and outputs a set of images that are related to the input

prompt. The user can exert control over the generated content by refining the results, e.g., by simply hand picking

images from the result set. Alternatively, the user can use pointing and clicking to indicate which resulting images are

a better match to the intention expressed through the input prompt, as well as adjustments to the natural language

prompt. Furthermore, NLI methods can be used to revise results and detect occasional logical inconsistencies of choices

made by the model, and verification steps can be revised and corrected by the user.

The scenario illustrated above requires running inference with large models on the entire image pool, and might

encounter limitations in terms of computational costs for very large pools. A second possible scenario alleviates this

problem by first embedding the image pool into a smaller, semantically structured space. In this scenario, natural

language captions are generated for each of the images in the pool; both captions and input prompt are then embedded

with a sentence embedding model [Li et al. 2022b], and content based image retrieval takes place in this space by

selecting points based on their position relative to the embedded input prompt. Images from sentence embeddings

could then be presented to the user as actionable, low dimensional point clouds [Kath et al. 2023a,b]. Alternatively,
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Fig. 10. In this children’s game, any combination of head, body, and legs makes up a coherent (albeit whimsical) full figure. In the
heads-bodies-legs task, the user is challenged to elicit a coherent story out of a combination of randomly chosen images by operating
a direct manipulation interface. (Image source: https://www.lucykingdesign.com/journal/2013/04/mixies.html)

ChatGPT-3

Q:Write a story with about 100 words that connects the following elements, rearranging as needed:

- The brown dog with a red bandanna is sitting with its paws up on the computer.

- An Asian tennis player is about to hit the ball.

- A girl rides a horse.

A: In a quaint town, the brown dog with a stylish red bandanna belonged to Emily, a spirited girl with a

love for animals. As she typed away on her computer, the canine companion sat beside her, paws up
in playful curiosity. Meanwhile, on the nearby tennis court, an Asian player prepared to serve a powerful

shot, determination etched on her face. At the edge of the sports complex, a young girl named Lily enjoyed

a horseback ride, the wind tousling her hair. Unbeknownst to them, their worlds intertwined, creating a
tapestry of diverse lives woven together in the vibrant fabric of the community.

Table 16. Example story generated with ChatGPT-3 from the textual premises of three arbitrarily chosen images (in this case, picked
from the top of table 15). Text in boldface indicates hallucinations clearly contradicted by the images (see page 22); italics indicate
trivial juxtaposition.

captions could be generated conditionally based on the input prompt, offering the user an opportunity for iteration.

Using conditional captions should yield better results, but at a higher computational cost.

3.3.2 Heads-bodies-legs task. The second task addresses visual storytelling, leveraging large language models (LLMs)’

potential to make sense of an arbitrary set of images while avoiding hallucinations. In a well known children’s game,

a series of human or animal figures are split into three parts (head, body, and legs), and any arbitrary combination

of the three parts will generate a coherent (albeit whimsical) full figure. Similarly, the goal of the user in this task is

https://www.lucykingdesign.com/journal/2013/04/mixies.html
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to generate a coherent story from a set of given, potentially unrelated images. A main research goal in this task is to

enable efficient control of LLM hallucinations through user input.

An illustrative, baseline implementation of a tool that solves the heads-bodies-legs task by leveraging LLMs is

given in table 16. Starting with an arbitrary set of three images (the first three entries on table 15), the first step is the

generation of captions for each image independently. Next, ChatGPT is asked to compose a story connecting them.

In this example, while the generated story does show a degree of coherence, two problems are encountered: trivial

juxtapositions and hallucinations.

An unsatisfactory feature of the generated story is that coherence is accomplished largely by simple juxtaposition of

facts, a trivial strategy (italics in table 16). This is to be expected given the difficulty of connecting such unrelated images.

The HCI goal of enabling the user to generate rich, coherent, and interesting stories will require finding an adequate

difficulty level; difficulty in this case can be operationalised, e.g. as distance between captions in sentence embedding

space. Another problem with the generated text is that it includes a number of glaring contradictions with the input

images (hallucinations; compare boldface text in table 16 with input images on page 22). We hypothesise that these

hallucinations are boosted by the degree of difficulty of the task, and that they can be tamed with the verification methods

described in section 3.2. A first implementation of a user-facing system could include a user-triggered verification loop

that tests for entailment between information contained on images and the generated text. The premise and evidence

annotations could be displayed to the user in a similar fashion as shown in table 11, and the user could indicate by

pointing and clicking which portions of the evidence are most relevant for the generated story.

4 EVALUATION PLAN

In this section we provide details about our general evaluation process and study plan. According to internal and

external reviews, we introduce benchmark evaluations of subtasks in addition to user studies.

4.1 Benchmark studies

It is difficult to rate the performance of LLMs on a set of standard benchmark datasets for the end-to-end system

because there is currently no benchmark for the entire dialogue-based photobook scenario. In addition, we cannot

access detailed information about training data of ChatGPT-4. Since GPT models are not restricted to a certain domain

but can refer to any topic, choosing an appropriate evaluation metric constitutes a problem, too. One solution is to use

a more specific approach where we (1) evaluate certain subtasks where benchmark exists or (2) generate benchmark

data for certain subtasks. In this way, we satisfy the rigorous standards of scientific evaluation to a larger degree, which

was not possible before (cf. criticisms of the standard approach to measuring AI systems, new benchmarks must be

proposed).

4.1.1 Existing benchmarks. The experimental setups 1 and 2 introduced several benchmarks to start with. We also

collected two extensive lists of additional potential benchmarks for consideration. Table 17 shows detailed information

of computer vision (CV) and natural language processing (NLP) datasets for LLM evaluation along the subtasks of

text-to-image retrieval, interaction with the user, visual storytelling and contextualisation, and commonsense reasoning.

Table 18 focuses on vision-language (VL) cross-modal evaluation.

4.1.2 Benchmark generation. While focussing on prompt engineering, automatic prompting, and scene understanding,

we will follow the new "LLM-Human-in-the-Loop pipeline" approach [Chen et al. 2023b] and motivate to establish a new

benchmark dataset that provides annotation of the fine-grained reasoning steps to automatically measure the reasoning
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ds type task dataset name description, # of instances evaluation 1 2 3 4

CV image sentiment analysis Image Sentiment [Hassan et al.

2022]

3679 A/P/R/F1 x x

CV FER (emotion recognition) RAF-DB [Li and Deng 2019; Li

et al. 2017]

29672 A/P/R/F1 x x

CV FER (emotion recognition) FERplus [Barsoum et al. 2016] 35887 A/P/R/F1 x x

CV FER (emotion recognition) AffectNet [Mollahosseini et al.

2019]

450000 A/P/R/F1 x x

CV person recognition DigiFace-1M [Bae et al. 2023] 720K images, 10K identities &

500K images, 100K identities

accuracy x x

CV person recognition VGG Face 2 [Cao et al. 2018] 3,310,000 images, 9,131 identi-

ties

x x

CV object detection & localisation,

facial recognition

CIFAR-10; CIFAR-100

[Krizhevsky and Hinton

2009]

6000 images x 10 classes; 600 im-

ages x 100 classes

x x x

CV image classification ImageNET(full) [Deng et al.

2009]

100,000 synsets x 1000 images x

CV human action prediction Kinetics400 Dataset [Kay et al.

2017]

1150 x x

CV scene understanding, scene

graph generation

Visual Genome [Krishna et al.

2017]

100K images where each image

has an average of 21 objects, 18

attributes, and 18 pairwise rela-

tionships between objects

x x x

CV scene understanding ScanNet [Dai et al. 2017] 2.5M views in 1513 scenes x x x

CV object detection & localisation,

semantic segmentation

MS COCO, COCO Caption [Lin

et al. 2014]

330K images (>200K labelled),

1.5 million object instances, 80

object categories, 91 stuff cate-

gories, 250,000 people with key-

points

NLG metrics x x

CV object detection & localisation,

semantic segmentation

OpenImages [Kuznetsova et al.

2020]

9159704 x x

NLP relation extraction TACRED [Zhang et al. 2017] 119474 P/R/F1 x x

NLP topic modelling AG news [Corso et al. 2005;

Gulli 2005]

127600 PMI, C_v x

NLP semantic role labelling OntoNotes 5.0 [Weischedel et al.

2013]

1445000 tokens P/R/F1 x

NLP fake news detection / hate

speech detection

LIAR [Wang 2017] 12836 accuracy x

NLP dialogue / explanation acts Wired [Wachsmuth and Al-

shomary 2022]

1550 instances A/P/R/F1 x

NLP commonsense reasoning CommonsenseQA [Talmor et al.

2019]

12,247 examples accuracy x

NLP commonsense reasoning StrategyQA [Geva et al. 2021] 2,780 examples accuracy x

NLP commonsense reasoning AI2 reasoning [Clark et al. 2018] 7,787 multiple-choice questions accuracy x

Table 17. Computer vision (CV) and natural language processing (NLP) datasets for LLM evaluation. The numbers on the columns on
the right side indicate elements of the photobook use case pipeline each task is relevant for. 1: text-to-image retrieval, 2: interaction
with the user, 3: visual storytelling and contextualisation, 4: commonsense reasoning.
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type task dataset name description, # of instances evaluation 1 2 3 4

VL visual reasoning /

compositional QA

GQA [Hudson and Man-

ning 2019]

113000 images, 22M questions dataset-specific

metrics

x x

VL explainable visual

QA

VQA-E [Li et al. 2018] 108325 images, 269786 annotations NLG metrics x x

VL visual storytelling VIST [Huang et al. 2016] 81743 images, 20211 sequences NLG metrics x

VL scene understand-

ing, scene-to-text

generation, inten-

tion prediction

refCOCO [Kazemzadeh

et al. 2014]

130,525 expressions referring to 96,654 distinct objects

in 19,894 photographs of real-world scenes

NLG metrics x x

VL vNLI, fact-based

QA

VQA [Antol et al. 2015] 1,105,904 questions; 11,059,040 ground truth answers,

At least 3 questions (5.4 questions on average) per image

x

VL vNLI e-SNLI-VE [Do et al. 2020] 31783 x

VL vNLI VCOPA Dataset [Yeo et al.

2018]

380 questions of commonsense causality with 1,140 im-

ages.

x

VL fact-based QA Outside Knowledge VQA

(OK-VQA) [Marino et al.

2019]

14031 images, 14055 questions, visual reasoning with

open knowledge (Wikipedia)

x

VL fact-based QA OK-VQA (A-OKVQA)

[Schwenk et al. 2022]

Reasoning, knowledge diversity, rationales, answer

types

x

VL fact-based QA INFOSEEK [Chen et al.

2023a]

Visual information-seeking questions, 9 image class x

VL fact-based QA FVQA [Wang et al. 2018] fact triplets (<Cat, CapableOf, ClimbingTrees>); 2190

images, 5826 questions, 32 categories of visual concepts

(object, action, ...), visual reasoning with given knowl-

edge base

x

VL fact-based QA SSS [Jain et al. 2021] S3VQA: 6765 question-image pairs OKVQAS3: 2640

question-image pairs

accuracy x

VL fact-based QA DAQUAR [Malinowski and

Fritz 2014]

question-answer pairs + relations and facts annotation

number of questions: 12 468

task-specific

metric

x x

VL fact-based QA OVEN [Hu et al. 2023] x x

VL fact-based QA CLEVR [Johnson et al. 2017] 100K images, 999968 questions accuracy x x

VL fact-based QA Knowledge-based VQA (KB-

VQA) [García-Olano et al.

2022]

visual questions, commonsense questions, KB-

knowledge questions

accuracy x x

VL image-to-captions

generation

MS COCO, COCO Caption

[Lin et al. 2014]

330K images (>200K labelled); 5 captions per image NLG metrics x x

VL image-to-captions

generation

OpenImages [Kuznetsova

et al. 2020]

9159704 x x

VL image-to-captions

generation

Conceptual Captions

[Sharma et al. 2018]

3369218 x x

VL vNLI, visual

commonsense

reasoning

VIdeO-and-Language INfer-

ence (Violin) [Liu et al.

2020]

95,322 video-hypothesis pairs from 15,887 video clips x

VL intention predic-

tion

Video2Commonsense

[Fang et al. 2020]

9K videos of human agents performing various actions,

annotated with 3 types of commonsense descriptions:

intention, effect, attribute

x x

VL vNLI, event extrac-

tion

VisualComet [Park et al.

2020]

60K images with place information, 139K events at

present, 2.3 events per image, 1.4 million total inference

descriptions, 580K before inference descriptions (4.3 per

event at present), 580K after inference descriptions (4.3

per event at present), 295K inferences on intent (2.1 per

event at present)

x

VL vNLI, fact-based

QA, intention

prediction

Visual Commonsense Rea-

soning (VCR) [Zellers et al.

2019]

290K multiple choice QA problems accuracy x

Table 18. Vision-language (VL) datasets for LLM evaluation. The numbers on the columns on the right side indicate elements of the
photobook use case pipeline each task is relevant for. 1 text-to-image retrieval, 2: interaction with the user, 3: visual storytelling and
contextualisation, 4: commonsense reasoning.
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consistency (while reducing hallucinations). Hence, the application and evaluation part of our system is strengthened

by a ChatGPT-4-powered database construction part. To address a crucial concern regarding the extent to which

reasoning capabilities are fully consistent and grounded, we require a benchmark that encompasses both high-level

inference and detailed reasoning chains, which is costly. We tackle this challenge by proposing an instantiation of

the "LLM-Human-in-the-Loop" pipeline, which potentially notably reduces cost while simultaneously ensuring the

generation of a high-quality dataset. This pipeline functions by incorporating limited human assistance for providing

instructions and filtering rules, enabling LLMs to efficiently generate high-quality datasets in a semi-automatic manner,

substantially reducing annotation cost. Interestingly, the user input step can be combined with the dialogue sequences

with the end user.

We also plan to include the usage of prompts “Let’s think step-by-step” [Kojima et al. 2022] and other adaptive

prompts following Faithful CoT [Lyu et al. 2023] to enhance benchmark dataset generation. In addition, we add an

explorative task of the most recent outcomes in the direction of CoT reasoning, namely its combination with multimodal

reasoning [Wang et al. 2024a]. Consider again the picture in table 12: How do you know that it is a girl? How do you

know that the other person is a woman? How do you know their relation? Benchmarks should improve the holistic

versus component-based recognition. It is a face, how do you know? It has two eyes, a nose, a mouth, and has hair.

How do you know that those small circles are the eyes? Because it has the white part of the eye, the iris, the pupil, and

the eyelashes.

A dataset for Graph of Thoughts (GoT) might also be in reach [Besta et al. 2023] to enable combining arbitrary

LLM thoughts into synergistic outcomes, distilling the essence of whole networks of thoughts, or enhancing thoughts

using feedback loops to reduce hallucinations.
6
A similar idea to detect/reduce hallucinations could be explored by

constructing a dataset for exploiting commonsense knowledge about objects for visual activity recognition [Jiang and

Riloff 2023] in the context of the VL tasks, including scene understanding, for experimental setup 2.

4.2 User studies

The biased journalist task and the head-bodies-legs task described in section 3.3 will be undergoing user studies to

evaluate on the performance and suitability of the implemented NLI tasks introduced in experimental setup 1 and

2 (see section 3.2) for the user experience. The biased journalist task investigates mainly different methods of image

retrieval. In comparison, the heads-bodies-legs task researches the use of different methods to reduce hallucination and

the potential use of user input to extend the self-verification of LLMs.

As described in section 3.2 insights about interaction approaches will be transferred to the No-IDLE meets ChatGPT

use case from adjacent projects: For example, research into NLI framework in clinical reasoning explores user-machine

interaction to interactively verify reasoning conclusions allowing users to directly edit or critique the model’s decision-

making results. Different feedback approaches such as direct editing and corrective feedback have been implemented.

These methods allow users to provide detailed input, which the system uses to refine its reasoning and conclusions. In

a mixed-method user study the methods for feedback are explored regarding human factors such as user experience,

perceived usability, mental effort, and efficiency. These can be measured through scales such as the PAAS scale for

mental load [Paas 1992], system usability scale for perceived usability [Brooke 1986] or in context of a semi-structured

interview (SSI) [Blandford 2013]. The insights can then be extracted and applied to user feedback requests in digital

photobook creation.

6
There is also a GitHub implementation available, https://github.com/spcl/graph-of-thoughts to be tested in the context of a potential (graph) dataset

generation task.

https://github.com/spcl/graph-of-thoughts
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To design the interaction of the human user in the biased journalist task and the head-bodies-legs task, the design

thinking framework (DTF) will be followed during the development [Dam and Siang 2021]. The DTF is especially

suitable for novel and sparsely researched areas such as the integration of ChatGPT in an interactive photobook

generation scenario. It represents a human-centred and iterative process. The process follows five stages that lead from

the emphasis on the user’s needs, defining requirements based on the insights, and ideation of solution designs up to

rapid prototyping and evaluation.

At the beginning we plan to integrate ChatGPT in smaller studies that first investigate user behaviour and needs

regarding interactive photobook creation in a formative and exploratory way. For the biased journalist task this refers

to investigating how humans would rate the subset of images that the current solution would offer them and how they

would rate as well as alter these subsets. Similarly, in the head-bodies-legs task the current capabilities of generating

a coherent story between images would be investigated with users and how they would rate and alter these results.

Additionally, literature regarding both tasks should be included in investigating the current state. For that, methods are

applied that fit this goal such as tasks with a think-aloud protocol [Cotton and Gresty 2006] followed by a SSI [Blandford

2013] and a thematic analysis (TA) [Braun and Clarke 2012]. This is used to get deeper insight into the user’s behaviour

and feature needs to be able to define fitting requirements. Based on the iterative approach, more complex combinations

of system features and tasks over time will follow. First qualitative investigations in the emphasise stage will range

from 5 to 10 participants as suggested by [Alroobaea and Mayhew 2014].

The final study approach in the evaluation stage has a summative character. We use an experimental setup comparing

several conditions for both tasks in a factorial design. Hereby, the choice and methods evaluated in conditions are still

to be evolved based on the results of experimental setups 1 and 2 (see section 3.2). However, the study regarding the

biased journalist task investigates the performance of different methods in image retrieval and entailment assessment. In

comparison, the heads-bodies-legs task researches the use of different methods to reduce hallucination and the potential

use of user input to extend the self-verification of LLMs.

For the evaluation, users will engage in either of the two tasks. Hereby, the specific conditions of each tasks are

analysed by quantitative and qualitative methods. For the biased journalist task this might mean that the user gets a

subset of images selected by the LLM from a large set and will rate this subset for example in satisfaction or accuracy.

Within, the method to choose the subset is altered in various conditions to investigate the best performing algorithm.

Hereby, the altered method represents the independent variable, which performance is tested. As a further step, the

subsets of images could be further iterated based on human-feedback. As a metric, the times of iterations, time for

the completion of choosing a subset or the error rate could be measured. Additionally, questionnaires especially

for measuring user experience and usability, e.g., SUS [Brooke 1986], PANAS-X [Watson and Clark 1994] and other

SDT-based [Ryan and Deci 2000] tools related to motivation and also physical and mental load (e.g., NASA-TLX [Hart

2006; Hart and Staveland 1988]) will be used to get the subjective experience of the users. A set of qualitative methods

is applied to supplement the results of the questionnaires with insights into the experience of the user during the task

and the ability to detect pain points as well as well-performing aspects. For that, the Think-aloud-Protocol is applied

during the task and a SSI with a follow-up reflexive thematic analysis.

Similarly, the heads-bodies-legs task is evaluated. Hereby, one possibility for an independent variable is to alter the

starting preferences that the algorithm starts the generation with. For example, the user could get a set of keywords by

the LLM and choose some, or they get a graphical representation, or as a baseline, get no possibility to input preferences.

The generated results could then be rated in subjective questionnaires by their hallucination or accuracy for the user.

Additionally, the process of choosing preferences could be investigated in questionnaires or qualitatively as introduced
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above. Another independent variable could be the investigation of the verification loop: After receiving the first version

of the generated story by the LLM corresponding to the three images, the user can give feedback that is then integrated

in the next iteration of the result. Hereby, the hallucination could be investigated based on the number of corrections

that the user inputs. Further, similar to the first task, the times of iterations to reach the goal state, completion time or

the error rate of the system could be measured. Additionally, subjective questionnaires as introduces could measure

the user experience and preferred interaction method of the users. Through qualitative methods, while applying the

Think-aloud-Protocol, a better insight into pain points of the interaction design could be identified. The final user

studies can then be oriented toward a larger user group up to 20 participants.

5 CONCLUSION

In this DFKI technical report, we presented the anatomy of the No-IDLE meets ChatGPT prototype system (funded

by the German Federal Ministry of Education and Research) with the goal to leverage the opportunities arising from

large language models and technologies for the No-IDLE project. One of the key innovations described in this technical

report is a methodology including benchmark studies for interactive machine learning combined with LLMs. Our

main research question, how ChatGPT and other variants can help improve the accuracy of (semi-) automatic subtasks

in image retrieval, captioning, and person/scene recognition, has been described. Future work will investigate, first

and foremost, coping with hallucination, outdated knowledge, and non-transparent reasoning processes. Retrieval-

Augmented Generation (RAG) has emerged as a promising approach by incorporating external knowledge [Gao et al.

2024;Wang et al. 2024b]. Other related topics include interactive 3D image segmentation [Shen et al. 2024], compositional

reasoning with LLMs [Lu et al. 2023], and reasoning segmentation via LLMs [Lai et al. 2024].
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