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Preface

Artificial Intelligence XLI comprises the refereed papers presented at the 44 SGAI
International Conference on Innovative Techniques and Applications of Artificial Intel-
ligence, held in December 2024. It is published as two volumes containing papers for the
technical stream and the application stream, respectively. The conference was organised
by SGALI, the British Computer Society Specialist Group on Artificial Intelligence. This
year 80 papers were submitted and all were single-blind peer reviewed by either 2 or 3
reviewers plus the expert members of the Executive Program Committee for each stream
of the conference.

This year’s Donald Michie Memorial Award for the best refereed technical paper was
won by a paper entitled ‘NER Explainability Framework: Utilizing LIME to Enhance
Clarity and Robustness in Named Entity Recognition’ by Morten Grundetjern, Per-Arne
Andersen, Morten Goodwin and Karl Audun Borgersen (University of Agder, Norway).

This year’s Rob Milne Memorial Award for the best refereed application paper was
won by a paper entitled ‘Adaptive CNN Method For Prostate MR Image Segmenta-
tion Using Ensemble Learning’ by Lars Jacobson, Mohamed Bader-El-Den, Adrian
Hopgood, Shamsul Masum, Vincenzo Tamma (University of Portsmouth, UK), David
Prendergast (Innovative Physics Ltd., UK) and Peter Osborn (Portsmouth Hospitals,
University NHS Trust, UK).

The other technical stream full papers included are divided into sections on Neural
Nets, Deep Learning, Large Language Models, Machine Learning, Evolutionary and
Genetic Algorithms, and Knowledge Management. The other application stream full
papers are divided into sections on Machine Vision, Evaluation of AI Systems, Appli-
cations of Machine Learning and Other AI Applications. Both volumes also include the
text of short papers presented as posters at the conference.

On behalf of the conference Organising Committee, we would like to thank all those
who contributed to the organisation of this year’s programme, in particular the Program
Committee members, the Executive Program Committees and our administrators Mandy
Bauer and Bryony Bramer.

September 2024 Max Bramer
Frederic Stahl
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Abstract. In 2020, there were more than 1.4 million new cases of prostate
cancer worldwide, and more than 375,000 deaths from the disease. The
conventional diagnostic pathway hinges on the assessment of prostate-
specific antigen (PSA) levels and the conduct of trans-rectal ultrasound
(TRUS)-guided biopsies. However, the specificity of PSA as a biomarker is
notably low, at approximately 36%, due to its elevation in benign prostatic
conditions, underscoring the imperative for more precise diagnostic modal-
ities. This research leverages a dataset comprising T2-weighted magnetic
resonance (MR) images from 1,151 patients, totaling 61,119 images, to
refine prostate cancer diagnostics. This paper introduces methodology
that utilises knowledge-based artificial intelligence (AI) frameworks with
image segmentation techniques to enhance the accuracy of prostate can-
cer detection. The approach in this paper focuses on the segmentation of
MR images into distinct anatomical zones of the prostate - specifically, the
transition zone (TZ) and peripheral zone (PZ). The variations of model
produce a Dice Similarity Coefficient in the range of 0.373-0.544 in the 95th
percentile. This segmentation is critical for the automation and augmen-
tation of diagnostic precision in prostate cancer. This approach not only
aims to improve the specificity and sensitivity of prostate cancer diagnos-
tics but also to facilitate the exploitation of publicly accessible datasets for
research advancements in this domain.

Keywords: Image segmentation - Prostate - Magnetic resonance
imaging + U-net

Introduction

In 2020, there were more than 1.4 million new cases of prostate cancer world-
wide, and more than 375,000 deaths from the disease [1]. The prevalence of this

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2025
M. Bramer and F. Stahl (Eds.): SGAI 2024, LNAI 15447, pp. 3-17, 2025.
https://doi.org/10.1007/978-3-031-77918-3_1
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malignancy notably increases in men aged 65 and above. There is a pressing
need for the development of non-invasive diagnostic modalities that can accu-
rately differentiate the severity of prostate cancer beyond the conventional app-
roach of active surveillance [2]. The traditional diagnostic pathway for prostate
cancer hinges on the assessment of prostate-specific antigen (PSA) levels and
the execution of trans-rectal ultrasound (TRUS)-guided biopsies. Despite its
widespread use, PSA screening is plagued by a low specificity rate of approxi-
mately 36%, due to the elevation of PSA levels in benign prostatic conditions [3].
This diagnostic ambiguity highlights the inherent limitations of PSA as a reli-
able biomarker, where elevated levels do not conclusively indicate the presence
of a tumor, nor do normal levels definitively exclude it. Moreover, the TRUS-
guided biopsy, which predominantly targets the peripheral aspects of the gland,
suffers from methodological drawbacks. Given that 30-40% of prostate cancers
originate in the anterior mid-line transition zone (TZ), a significant proportion
of tumors may elude detection with this approach due to the systematic but ran-
dom sampling of the peripheral zone (PZ), compounded by ultrasound’s poor
capability in distinguishing cancerous tissues from benign ones [4]. Against this
backdrop, magnetic resonance (MR) imaging emerges as an alternative, offering
the potential to significantly enhance diagnostic accuracy.

MR imaging’s advanced capabilities in tumor detection both pre- and post-
biopsy set the stage for a shift in prostate cancer diagnostics. The high-resolution
imaging and detailed tissue characterisation afforded by MR imaging not only
facilitate the precise localisation of tumors within the prostate gland but also
aid in the assessment of tumor aggressiveness. This technological advancement
underscores the imperative for integrating MR imaging into the diagnostic work-
flow, promising a leap towards more accurate, timely, and non-invasive detection
of prostate cancer, thereby addressing the critical limitations of current diagnos-
tic practices [5-8].

The process description and the semantics of the prostate cancer use case have
been detailed in Fig. 1. The Prostate Imaging Reporting and Data System (PI-
RADS) represents a significant advancement in the domain of prostate cancer diag-
nostics, providing a standardised framework for the evaluation and characterisa-
tion of prostate tumors via MR imaging. This scoring system, ranging from 1 to
5, facilitates the stratification of cancer risk based on MRI findings, with the score
being adjudicated by clinicians through a detailed analysis of the imaging charac-
teristics and anatomical location of lesions within the prostate gland. Specifically,
the PI-RADS methodology involves the delineation of the prostate into its two
main anatomical zones—the transition zone (TZ) and the peripheral zone (PZ)—
asidentified on MR images. The assignment of a PI-RADS score is contingent upon
the clinician’s interpretation of the MR images, focusing on the distinctive features
observed in these two zones. This approach enhances the precision of prostate can-
cer detection and characterisation, allowing for a more nuanced understanding of
the disease’s severity and potential behavior.

The integration of knowledge-based artificial intelligence (AI) into the med-
ical domain holds transformative potential for enhancing the early diagnosis of
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various diseases, including cancer [9]. A pivotal area within Al that has demon-
strated significant utility in diagnostic processes is computer vision, specifically
through the extraction and analysis of features from medical imagery. Convo-
lutional Neural Networks (CNNs), a class of deep neural networks, are at the
forefront of this technological evolution. These networks are adept at learning
disease-indicative features from vast datasets of medical images.

Biopsy used most often. Non-removal
cancer therapies, ultra sound and focal
therapy can also be used.

Biopsy on
positive cancer
detected or

——————————————————————————— , e oo negative e

! H | 1 control H
i reath prote E»» i E»é i

1 : H
H : m‘ H Input Input
H ! H ' * Surveil
H Ve wait t |+ MRiimages t |+ Monitor PSA 1|+ Position of cancer
i ) ! B * Re-scanif !
I ! ' : y '
: Input ! : ' : ' '
+ Age (>X years) : H : !
1| Gender (=male) ! : Process ! : Process
i [=_PsAdensity ! ! H |
‘ i 1| * Reviewimages i i |+ Biopsy
Output ; : Y ; : Y
+ Likelihood of cancer E E Output E i Output
: i |+ Likelihood of cancer : CL treatment
« Position of cancer reatmen

Fig. 1. Process description of prostate cancer procedure and diagnosis. The health
profile of the patient is the initial input where properties e.g. age and PSA density are
evaluated to determine if the patient should progress in the process. A MRI scan is
executed and from this the likelihood and position of cancer is retrieved. For the final
step, biopsy is performed with input from the previous steps [10].

The unique strength of CNNs lies in their ability to discern and interpret
subtleties in imaging data that may be imperceptible to the human eye. This
capability not only augments the accuracy of disease diagnosis but also posits
the potential for CNN-driven diagnostic systems to surpass the diagnostic effi-
cacy of human physicians [11]. Such advancements underscore the critical role
of advanced AI methodologies in revolutionising medical diagnostics, enabling
earlier detection of conditions like cancer with unprecedented precision [11].

The U-net architecture is particularly esteemed for its proficiency in medi-
cal imaging applications, including the segmentation of MR images. The U-net
design is bifurcated into two distinct segments: the contracting (encoding) path
and the expansive (decoding) path, catering to the nuanced demands of medical
image analysis [12]. The contracting path mirrors a conventional CNN struc-
ture, where each block is composed of a sequence of operations starting with two
consecutive convolutional layers. Each convolution is followed by the activation
function, Rectified Linear Unit (ReLU), to introduce non-linearity and enhance
feature learning capabilities. This is then succeeded by a max-pooling layer which
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serves to down-sample the feature map, thereby reducing its dimensions while
retaining the most salient features [13]. Transitioning to the expansive path,
it is characterised by a series of up-sampling stages that progressively increase
the spatial dimensions of the feature maps. This is achieved through 2 x 2 up-
convolutions, which effectively reconstruct the image details from the compressed
feature representation. The expansive path essentially reverses the operation of
the contracting path, aiming to restore the image to its original resolution in
the context of segmentation tasks. Both paths are conceptually described as
encoding and decoding phases, respectively. Throughout these phases, multiple
convolutional operations are employed, each with a specified kernel size and fol-
lowed by a ReLU activation function. This sequence is designed to capture and
refine the intricate patterns and structures within the medical images [14]. A
notable feature of the U-net architecture is the implementation of skip connec-
tions between the encoding and decoding paths. These connections are pivotal
in mitigating the loss of information typically associated with deep convolu-
tional operations. By bridging the gap between the corresponding layers of the
encoding and decoding paths, skip connections facilitate the direct flow of infor-
mation, allowing the network to preserve and utilise fine-grained details essential
for accurate segmentation. This architectural blueprint of U-net, with its syn-
ergistic components, underscores its unparalleled capability in medical image
segmentation. It adeptly addresses the challenges of detail preservation and fea-
ture extraction, making it an indispensable tool in the enhancement of diagnostic
accuracy through advanced imaging techniques [14].

In evaluating the performance of the medical imaging prostate segmenta-
tion model, several metrics are employed to assess the accuracy and robustness
of the segmentation results. The Dice Similarity Coefficient (DSC) quantifies
the overlap between the predicted and ground truth segmentation, calculated
as DSC = M%’ where TP represents true positives, FP false posi-
tives, and FN false negatives. The Relative Volume Difference (RVD) measures
the discrepancy in volume between the predicted and ground truth segmenta-
tion, expressed as RV D = Vp‘;—i/”t, where V,, and Vj; denote the volumes of
the predicted and ground truth gsegmentation, respectively. The Hausdorff Dis-
tance (HD) captures the maximum distance between corresponding points in
the predicted and ground truth segmentation, while the Average Surface Dis-
tance (ASD) computes the average distance between the surfaces of the two
segmentation. These metrics collectively provide a comprehensive assessment of
the segmentation model’s performance in accurately delineating prostate bound-
aries in medical images [15].

Litjens et al. [16] leverage MR image segmentation combined with PI-RADS
classification to investigate automated prostate cancer diagnosis. The results
from the system were compared with the radiologists’ opinions and were vali-
dated for 347 patients. The system did not show any significant difference in
performance from the radiologists at high specificity but at lower specificity the
radiologists performed significantly better. In order to evaluate this, ROC analy-
sis was used to classify patient having prostate cancer or not. Masoudi et al. [17]
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further support the potential of deep learning applications in prostate cancer
research. Bardis et al. confirm deep learning methods can segment the prostate
into TZ and PZ. Furthermore, they show that using three U-Nets can produce
a near radiologist level of performance. To improve the highlighted zones’ detec-
tion, pre-processing the MR images can enhance the system’s specificity. The test
data produced a mean Dice score of 0.940 (inter-quartile range, 0.930-0.961), and
the Pearson correlation coefficient for volume was 0.981. Luo et al. [7] show that
a weighted low-rank matrix restoration algorithm (RLRE) can improve MRI
images’ display effect and resolution.

Class imbalance is a prevalent issue in deep learning-based classifiers, partic-
ularly manifesting when certain classes within the training dataset significantly
outnumber others. This imbalance not only hampers the model’s convergence
during the training phase but also affects its ability to generalise effectively dur-
ing testing [18]. Garcia et al. [19] delineate two principal strategies to mitigate
class imbalance: data level methods and classifier level methods. Data level meth-
ods aim to adjust the training set’s class distribution directly through techniques
such as under-sampling (reducing the number of examples in dominant classes)
or oversampling (increasing the number of examples in minority classes). On the
other hand, classifier level methods focus on modifying the training algorithm to
better handle class imbalance, without altering the distribution of the training
data [20]. In the realm of medical imaging, random minority oversampling is a
widely adopted technique, which involves duplicating randomly selected sam-
ples from underrepresented classes to balance the dataset [21]. While effective in
addressing class imbalance, this approach raises concerns about over-fitting [22],
prompting the exploration of more sophisticated sampling methods. One such
method is the Synthetic Minority Over-sampling Technique (SMOTE), which
generates synthetic examples by interpolating between neighboring data points
of minority classes. This technique aims to enhance the diversity within the
underrepresented classes, thereby reducing the risk of over-fitting associated with
traditional oversampling [23].

Further advancements in addressing class imbalance have leveraged machine
learning algorithms like Random Forest to perform oversampling within a classifi-
cation ensemble, providing a nuanced approach to generating samples for minority
classes [24]. These innovative methods underscore the evolving landscape of strate-
gies designed to tackle the challenges posed by class imbalance in deep learning
models, particularly in the context of medical image analysis. Ensemble methods
have emerged as a powerful strategy in machine learning to improve the predic-
tive performance and robustness of models by combining multiple learners. Among
these methods, majority voting is a simple yet effective technique, particularly
in the domain of image segmentation, where the consensus across an ensemble of
models is used to make the final prediction [25]. This approach leverages the diver-
sity among the ensemble members to reduce over-fitting and increase the gener-
alisation ability of the model. Specifically, in image segmentation tasks, majority
voting has been applied to consolidate pixel-wise predictions from multiple seg-
mentation models, thereby enhancing the accuracy and reliability of the segmen-
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tation outcome [26]. This paper extends the work proposed by Jacobson et al. [10]
including additional results and recent advancements.

Recent advancements have enabled the vectored implementation of majority
voting, significantly reducing computational overhead and improving efficiency.
The vectored approach takes advantage of modern hardware architectures and
software optimisations to perform operations on entire arrays of data in a single
step, as opposed to traditional iterative or loop-based methods. This enhance-
ment is particularly beneficial in processing large datasets common in medical
imaging and remote sensing applications, where timely and accurate segmenta-
tion is crucial [27]. The integration of vectored majority voting into image seg-
mentation workflows represents a confluence of theoretical elegance and practical
efficiency, offering a scalable solution to the challenges of contemporary segmen-
tation tasks.

2 Methods

Image
segmentation

r 3 T
— .
~— Convolutional
Annotated Neural Networks
dataset

¥“_/

Pre-processing —»| > Hybrid System > Result

T
e

T2-weighted

MRI images
N~

Fig. 2. Proposed model. The proposed model uses T2-weighted MR images together
with annotations of the segmented prostate in TZ and PZ. Training of the model
generates the model of which the test images can be processed and produce masks of
the prostate zones.

The proposed method and algorithm flow is illustrated in Fig.2, i.e. i) pre-
processing of MR images to normalise quality, ii) segment the prostate into TZ
and PZ using a single class. The t2-weighted MR images from the dataset are
annotated and pre-processed for use as a training dataset.

2.1 Data Description and Preparations

The data relate to prostate cancer medical applications and have been sourced
from The Cancer Imaging Archive (TCIA), which is publicly available [28]. The
data set used for prostate cancer consists of 61,119 t2-weighted MR images for
1,151 patients. The MR images used are not pre-annotated with TZ or PZ.
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Figure 3 displays the TZ and PZ on an MR image. The annotations used in
this paper have been produced in collaboration with expert radiologists. Each
recurrence of any of the zones is required to perform PI-RADS scoring [17,29]
and requires each MR image per patient to be labelled appropriately. Typically,
in TCIA [28] data sets, each patient has a collection of MR images with a median
of 60 slices or images. Additionally, each patient has been evaluated using the
UCLA (University of California, Los Angeles) prostate cancer index following
PI-RADS v2 [28].

A focal loss function has been implemented to address class imbalance. The
focal loss function calculates a weighted loss based on the predicted probabil-
ities of each class, emphasising challenging samples through the manipulation
of a focusing parameter. This focal loss function aims to improve the model’s
performance by penalising misclassifications, particularly focusing on the minor-
ity class. In addition to the focal loss function, class weights are calculated to
further mitigate the effects of class imbalance. For each class i, the class weight
w; is computed as w; = %Nﬂ where N is the total number of pixels across all
masks, N; is the number of pixels belonging to class i, and k is the total number
of classes.

Fig. 3. Transition zone (TZ) and peripheral zone (PZ) annotated combined with the
original image.

Some patients have been evaluated multiple times in the data set but at
different times, and can then show a change in the scoring. A characteristic
of the data is that most patients are evaluated with a PI-RADS score of 3
(intermediate), 4 (high), or 5 (very high), showing a bias towards positive cancer
cases. The patients’ PSA levels are distributed mainly between 0 and 20 ng/mL.
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For example, Fig.4 shows a t2 weighted MR image that hints at a tumour in
the highlighted area. It is difficult to confirm a tumour from this image alone.
However, using this evidence to support other techniques provides the possibility
of an MRI-guided prostate biopsy that allows for more accurate targeting [30].

Fig. 4. Axial t2-weighted MR image showing subtle low-signal-intensity area in anterior
peripheral zone. Source: [28].

2.2 Model Architecture and Training

The U-net architecture is encompassing nine distinct stages within both the
encoding and decoding segments. This research capitalizes on the foundational
U-net model, as illustrated in Fig.5. The U-net architecture is encompassing
nine distinct stages within both the encoding and decoding segments. Integral
to this design is the incorporation of skip connections at every stage, bridging
the encoding and decoding components. These connections serve a dual purpose:
firstly, they expedite the model’s convergence by facilitating the direct flow of
information across the network. This is critical for deep learning models, where
the depth of the architecture can often slow down the training process. Secondly,
the skip connections play a pivotal role in mitigating information loss throughout
the network’s depth. As data traverses through the successive stages of encod-
ing and decoding, there’s an inherent risk of diluting important features and
details—skip connections counteract this by preserving and reintegrating essen-
tial information back into the network. This element ensures that the U-net
model maintains a high degree of fidelity in the information processed, thereby
enhancing its effectiveness in medical image segmentation tasks, such as those
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central to this research. In this paper, five variations of deep learning models
are explored for image segmentation, each tailored to address different aspects
of the segmentation challenge. These models are differentiated by their handling
of class types, class weighting, loss functions, and input data format.

n»R 6432 32

SKIP CONNECTIONS

2
S
8
Ed

INPUT
IMAGE

OUTPUT
MASK

128X 128

| sz ose
ENCODING

2 102 siz” .
4 7 DECODING
2

= 1024
#”
w

BOTTLENECK

Fig. 5. The proposed U-Net neural network architecture localizes the prostate by cre-
ating a bounding box around it and narrowing the field of view. It consists of nine
layers comprising convolutions. Both the contraction and expansion pathways utilize 1
X 3 x 3and 2 x 1 x 1 filters for convolutional kernels. The image is downsampled to
a1l x 1 x 1 matrix before upsampled.

Model 1: Single Class focuses on binary segmentation using a U-Net archi-
tecture. It employs a standard binary cross-entropy loss function and an Adam
optimiser. The model is notable for its simplicity and is specifically designed for
segmenting images into foreground and background classes without considering
multiple object categories. The U-Net architecture utilised here is characterised
by its encoding-decoding structure with skip connections, enabling precise local-
isation.

Model 2: Class Weights introduces class weights into the U-Net model
to address class imbalance, a common issue in medical image segmentation.
This model uses categorical cross-entropy loss and dynamically calculates class
weights based on the training data distribution. By adjusting the loss function
to emphasise minority classes, the model aims to improve segmentation perfor-
mance on underrepresented classes.

Model 3: Focal Loss modifies the U-Net model by incorporating a focal loss
function, designed to focus training on hard-to-classify examples. This approach
was explored because of the significant imbalance between the foreground and
background classes. The focal loss adds a modulating factor to the traditional
cross-entropy loss, reducing the loss contribution from easy examples and allow-
ing the model to focus on challenging areas of the image.
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Model 4: Multiple Class (RGB) extends the U-Net model to handle multi-
class segmentation with RGB input data. This model processes images and masks
with multiple classes, utilising one-hot encoding for the masks and a softmax
activation in the final layer for multi-class classification. The adaptation to RGB
inputs allows the model to leverage color information because the dataset has
color differences delineate class boundaries.

Model 5: Multiple Class (RGBA) further extends the multi-class segmen-
tation approach by accommodating RGBA input images, effectively handling
transparency in addition to color. This model incorporates data augmentation
techniques and class weight calculation to address class imbalance and overfit-
ting, increasing robustness for complex segmentation tasks with RGBA images.
It also utilises a combination of callbacks including model checkpoints and learn-
ing rate reductions to optimise training outcomes.

Each model variant presents a unique approach to segmentation, from sim-
ple binary classification to complex multi-class segmentation with enhanced
input data handling and loss function adjustments. The evolution from Model 1
through Model 5 demonstrates a progressive enhancement in addressing specific
challenges such as class imbalance, hard examples, and multi-class segmentation,
showcasing the adaptability of the U-Net architecture to various segmentation
tasks. The segmentation framework employs an ensemble method to enhance
prediction accuracy and robustness across a set of models. To accommodate
variations in image and mask resolutions, a resising operation, resize mask, is
applied to standardise the dimensions of all masks to a predetermined output
shape, typically (256,256), though adjustable based on specific requirements.
Moreover, the ensemble predictions are derived through a vectorised majority
voting mechanism, majority_vote_vectorised, applied to model predictions.
This method consolidates individual model outputs by selecting the most fre-
quent prediction for each pixel across the ensemble, effectively mitigating outliers
and leveraging collective model intelligence.

3 Results

This paper uses an MR image dataset obtained from patients with biopsy-
confirmed prostate cancer. The annotations are stored in an annotation format
with a link to the original DICOM file. The pre-processing of the MR images is
presented in Fig. 6.

In comparison to existing research utilising similar evaluation metrics for
medical imaging prostate segmentation, found in Table. 1, this study shows
notable similarities and differences. This segmentation model achieved a Dice
Similarity Coefficient (DSC) of 0.544 (Model 1: Single Class), which is lower
than the 0.904 reported by RAU-Net [31] and the 0.901 reported by DenseU-
Net [32]. This indicates inferior overlap between predicted and ground truth
segmentations in this study. Moreover, the Relative Volume Difference (RVD)
in this Model 5: Multiple Class (RGBA) was 0.339, which is comparable to the
previous studies but still higher than the 0.026 reported by ConvLSTMs and
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Table 1. Results of evaluation metrics. This table provides detailed performance met-
rics for each model variation used in this study. The models include Single Class, Class
Weights, Focal Loss, Multiple Class (RGB), Multiple Class (RGBA), and Ensemble
predictions. The evaluation metrics include Dice Similarity Coefficient (DSC, %), Rel-
ative Volume Difference (RVD, %), Hausdorff Distance (HD, mm), and Average Surface
Distance (ASD, mm). Model 1: Single Class achieves a DSC of 0.544, RVD of 0.822,
HD of 9.825mm, and ASD of 91.182mm. Model 5: Multiple Class (RGBA) shows a
notable RVD of 0.339 and an ASD of 39.278 mm. The Ensemble model achieves the
best HD of 3.000 mm. These results illustrate the comparative performance of each
model variant, providing insights into the strengths and limitations of each approach.

DSC  [RVD (%) HD (mm) |ASD (mm)
Model 1: Single Class
Mean 0.379 0.822 9.825 91.182
(CI) 95% 0.544 0.861 11.059 94.827
Model 2: Class Weights
Mean 0.297 0.824 11.171 91.182
(CI) 95% 0.427 0.861 11.277 94.827
Model 3: Focal Loss
Mean 0.230 0.867 11.144 69.878
(CI) 95% 0.395 0.911 11.273 94.109
Model 4: Multiple Class (RGB)
Mean 0.226 0.871 11.063 63.015
(CI) 95% 0.374 0.911 11.270 93.864
Model 5: Multiple Class (RGBA)
Mean 0.170 0.339 22.775 39.278
(C1) 95% 0.239 0.576 31.649 49.815
Ensemble predictions
Mean 0.162 0.565 3.000 55.899
(CI) 95%
Results from previous research
RAU-Net [31]
Mean 0.904 10.962
(CI) 95%
DenseU-Net [32]
Mean 0.901 8.846
(CI) 95%
RDAU-Net [33]
Mean 0.898 7.872
(CI) 95%
U-Net [34]
Mean 0.897 8.916
(C1) 95%
nnUNet (3D) [35]
Mean 0.823 6.046
(CI) 95% 0.804, 0.842 5.333, 6.759
ConvLSTMs and GGNN [36]
Mean 0.918 0.026 10.36 1.73
(CI) 95%
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CGNN [36], indicating a closer agreement in volume estimation compared to
prior studies. Additionally, the Hausdorff Distance (HD) and Average Surface
Distance (ASD) in these results were notably increased. This study’s ensemble
model recorded an HD of 3.000mm and an ASD of 55.899 mm, compared to
RAU-Net’s 10.962 mm HD and nnUNet (3D)’s 6.046 mm ASD. These increased
values indicate reduced precision in delineating prostate boundaries.

ground truth segmentation result

original image mask original image mask

@)

o

QO

Fig.6. (a) & (d) are the top & bottom part of the prostate where (a) successully
predicts that no prostate is present & (d) predicts the TZ and traces of PZ. The
prediction of presence of prostate is visualised with a annotated square tracing the
outskirts of the image. (b) & (c) are the middle part of the prostate [28].

This comparative analysis highlights the effectiveness of this proposed seg-
mentation approach, underscoring its potential for enhancing clinical decision-
making and patient care in prostate cancer diagnosis and treatment planning
[31,32]. One of the key characteristics regarding the data sets of previous stud-
ies is that either the MR images not containing a prostate are excluded from the
processed data set or excluded manually as part of the segmentation process.
This notably affects the evaluation of the model and is predominantly notice-
able in DSC metrics. In this study, Model 1: Single Class outperforms the other
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variations of models produced regarding DSC and HD, achieving a DSC of 0.544
and an HD of 9.825 mm, which follows the accuracy of the greyscale zones. How-
ever, Model 5: Multiple Class (RGBA) notably outperforms the other models on
RVD and ASD, with an RVD of 0.339 and an ASD of 39.278 mm. The ensem-
ble predictions produce a combined result and present an improvement in HD
with a value of 3.000 mm. Since the models are using different image types, the
ensemble learning is not beneficial for all other evaluation metrics.

4 Conclusion

Complete and reliable segmentation into TZ and PZ is required in order to auto-
mate and enhance the process of localising prostate cancer. This paper proposes
an approach to applying a knowledge base of domain expertise and visual prop-
erties together with image segmentation to improve the diagnosis of prostate
cancer using publicly available data. The contribution of this paper is to provide
a system to analyse and classify prostate cancer using MR images. The trained
model is based on domain expert knowledge and a developed set of rules. It
brings together existing work on image segmentation and industry knowledge. By
combining the complementary advantages of the approaches, this research aims
to overcome the limitations of single-sided segmentation methods and achieve
increased performance in prostate MR image segmentation. The trained model
can using a single class detect I) identify if a prostate is present & II) segment
the prostate into TZ and PZ. Experimental results demonstrate that the pro-
posed model has the potential to produce satisfactory results and, together with
expert knowledge, achieve additional useful understanding of the field. Future
work includes improving the image segmentation with additional classes to fur-
ther mitigate class imbalance. This approach can be further extended and refined
to address other similar challenges in medical imaging research.
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Abstract. In the rapidly evolving domain of reinforcement learning
(RL), which has applications in computer vision and games, our research
presents an RL-based Embedding algorithm (EmbRL) that, applied to
an autonomous car racing environment, allows for rapid algorithm train-
ing with significant results.

EmbRL addresses the challenge of processing high-dimensional cam-
era inputs, which is common in advanced game environments like Ope-
nAl Five and AlphaStar. By employing a pre-trained supervised learning
model, our algorithm efficiently transforms these inputs into a set of 1000
class features, which are then processed by a fully connected network
(FCN) acting as the RL model.

This method effectively separates the task of understanding the vehi-
cle’s state from the core path-finding and control tasks performed using a
separate RL network, simplifying the task of autonomous car racing. Our
findings show a remarkable reduction in training time, speeding up train-
ing by 230% compared to traditional end-to-end convolutional networks,
as well as a significant boost to the reward, highlighting EmbRL’s poten-
tial in enhancing the real-time applicability of vision models. This study
integrates concepts from established methodologies, incorporating minor
modifications that result in significant enhancements in performance.

1 Introduction

Reinforcement learning (RL) is one of the main machine learning paradigms,
where agents learn by interacting with an environment and maximizing a cumu-
lative reward [28]. RL challenges include sparse rewards, high-dimensional states,
action spaces, and increasingly large compute requirements due to these highly
complex RL environments [1,31]. Various methods for enhancing learning effi-
ciency and performance, such as transfer learning, dimensionality reduction, and
knowledge distillation, have emerged as promising techniques for RL [2,3,14].
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Proximal policy optimization (PPO) [23] is an algorithm that aims to improve
training for highly complex RL environments. PPO uses experiences containing
(action a¢, reward r; and state s;) and updates with minibatchs, which has some
of the benefits of trust region policy optimization while being more general and
easy to implement. It does this by calculating the probability ratio () (shown
in Eq. 1) using the stochastic policy 7 (a:|s:) as well as the old policy mg,,, (at|s¢).
It then clips the probability ratio (r¢(#)) between 1 — € and 1 + ¢ and chooses
the minimum between the clipped and unclipped ratio (refer to Eq. 2), where
A, refers to the advantage function at timestep.

. _ mo(ag|sy)
t(a) B 7r9old(at|5t) (1)
LCLIP(G) = Et[min(rtflt, clip(ry, 1 —e, 1+ e)At)] (2)

Traditional RL requires an agent to learn from scratch for each environment
or task, requiring extensive resources and time for training the algorithm. Trans-
fer learning (TL) offers a solution by allowing knowledge transfer from one task
to a similar task [33], such as an agent learning how to navigate a maze being
moved to a task of navigating in a complex environment [32]. TL can also be
done between the paradigms; a method uses unsupervised learning (UL) to RL;
another method is behavior transfer [3].

RL often has high-dimensional state spaces, such as camera inputs through
robotics tasks or game environments. Training in these spaces requires vast
amounts of computational resources, with the possibility of the curse of
dimensionality. Dimensionality reduction techniques aim to reduce the high-
dimensional states into a lower-dimensional space while containing all the
information from the higher-dimensional state [6]. Decreasing the dimensions
increases the computational efficiency [2].

As Deep-RL models keep growing, their deployment in resource-constrained
settings becomes challenging. Knowledge distillation addresses this by training
a larger model, commonly called the teacher, and training a smaller model or
a student to predict the same values for the same input. When the student
model is done, its performance should be similar to the larger model while being
significantly faster to compute [14].

In the realm of autonomous vehicles, tasks are time-sensitive, demanding real-
time algorithms for safety-critical functions [13,15,27]. These vehicles’ operations
can be categorized into five tasks [16]:

— Sensing: Involves sensors for environmental perception.

— Perceiving and Localizing: Encompasses supervised learning (SL) objec-
tives such as object detection and SLAM.

— Scene Representation: Integrates sensor fusion, behavior prediction, and
object mapping.

— Planning and Deciding: Entails path planning, trajectory optimization,
and driving policy formulation.

— Control: Dictates velocity, steering, acceleration, and braking.



Autonomous Vehicle Pre-trained Embeddings for Dimensionality Reduction 23

Of these five tasks, the first three tasks, sensing, perceiving and localizing,
and scene representation, are referred to as scene understanding in the context
of this work. The last three tasks of Scene representation, Planning & deciding
and Control are referred to as decision-making and planning in accordance with
Kiran et al. [16].

Natural language processing (NLP) based autonomous vehicle tasks aim to
increase the explainability of the autonomous vehicles [4,7,9]. NLP commonly
use embeddings, which has been used to calculate the similarity of different
words, embedding information from text as well as other tasks [4,5,20]. Among
these Chen, Sinavski et al. [4] embeds information from the environment, then
use the NLP model to give the actions to control the vehicle. The embedding is
done by taking information such as the route, velocity of other vehicles, poten-
tial pedestrians, and velocity of the ego vehicle, sending it through as a vector
encoder, and merging the resulting embedding with a prompt embedding [4].

Our work introduces a system, shown in Fig. 1la , that integrates the above
concepts. We employ a pre-trained supervised learning (SL) network for dimen-
sionality reduction, creating embeddings from camera inputs. These embeddings
represent the SL model’s interpretation of the image, serving as an input for the
compact fully connected network (FCN).

According to [33], Transfer learning is a machine learning framework where
data and algorithms from one task may be leveraged in a new related one. By
this definition, a task involving RL to train an autonomous racing car using con-
tinuous actions would likely not be considered a “related task” to a supervised
learning classification task that predicts discrete classes and, therefore, not con-
sidered TL. However, our approach integrates several commonly used methods
of TL with minor modifications. These modifications lead to a significant perfor-
mance improvement, making the system’s application to autonomous car racing
more feasible.

By only updating a smaller network using PPO and leveraging the frozen
pre-trained SL model for scene representation, our approach simplifies the RL
task to planning and vehicle control. This paper delves into our methodology,
experimental setup, and the promising results obtained.

2 Background

In the sphere of state embeddings in reinforcement learning (RL), the primary
research avenues are divided into two distinct themes: world models and state
aggregation via bisimulation metrics [21].

World models employ supervised learning (SL) to develop an environment
model using sampled experiences. This approach either leads to compressed state
representations [11] or enables agent training directly with the model [10,22].
Notably, world models have demonstrated remarkable improvements in sample
efficiency, especially in complex environments like Atari 2000 domains [12].

An additional facet of world models is their capability to enhance training
exploration through these compressed state representations [8,29]. This enhance-
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ment is often achieved by evaluating transition prediction errors or examining
the distances between state embeddings.

In a similar context, Munk et al. [19] have explored the utilization of environ-
ment models for offering state representations to RL agents, further extending
the application scope of world models.

On the other hand, bisimulation focuses on aggregating states with similar
behaviors, a strategy that can accelerate convergence by grouping akin states into
abstract categories [18]. This process can be implemented using various metrics,
with recent advancements introducing scalable deep learning methodologies to
this end.

Another approach in this field is vision-based state estimation [30]. This
method employs cameras to ascertain the state values of objects, integrating
visual data directly into the state estimation process. Shen et al. [26] did this by
creating modules which estimated the state of the vehicle using three different
sensors, a monocular camera, a stereo camera setup and an IMU. These were
used to estimate where the vehicle was, in its surroundings, what its pose was
and fixing it when there was an error compared to where it was supposed to be.
For testing their setup they used a rotorcraft which was set to hover, and they
then tested the estimated state and compared it to a “sub-milimeter accurate
Vicon motion tracking system”, they also tested it for a more complex outdoor
environment and saw some deviation which could be caused by the surroundings
changing because of wind and other factors [26].

More contemporary research ventures into leveraging pre-trained networks
for embedding visual data, working to decrease the state representation while still
retaining the important information. Pritz et al. [21] uses the state and action
to estimate the next state similarly to world models, they then use this trained
model to train the embedding model and action embedding model, which are
both trained using supervised learning. Shah et al. [25] removes the last layer of
the network that predicts the ImageNet classes, gathers data from human demon-
strators and uses behaviour cloning to initialize the RL network, after which they
train the model until it reaches their metric requirement. Another new model
integrates multiple modules from Natural Language Processing (NLP) and vision
domains [24], allowing them to specify what the goal is via text. This allows a
user to type where to go, which an NLP algorithm preprocesses, and sends it to
a Language to vision model that creates a path. The path is updated based on
new experiences, this is then sent to a vision module which decides the action
to take.

Our methodology distinguishes itself from world models as it does not rely
on constructing a separate world model for state representation. In comparison
to bisimulation, our approach shares some similarities but diverges in its lack
of state aggregation. Instead, it develops an embedding in a continuous space.
Our method differs from others in terms of vision state estimation as it does
not explicitly estimate the state of objects, though information such as vehi-
cle positioning and road shape is likely included in the embedding. The closest
resemblance to our work lies in the embedding of visual information. However,
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unlike other studies, our method does not necessitate extensive alterations to
pre-trained models, adding extra information from other sensors, or training
the model to handle state embedding. Temporal aspects are often managed by
variants of recurrent neural networks (RNNs) in other models, making our app-
roach notably simpler and more straightforward to implement, requiring minimal
code adjustments. The application of NLP and vision modules in other research
diverges from our method, as these typically embed their respective data before
integration into the final network layers.

3 Methods

3.1 EmbRL

EmbRL operates on inputs compatible with a pre-trained convolutional network,
predicting the 1000 ImageNet classes. This prediction serves as input for a com-
pact FCN (see Fig. 1a). The pre-trained model’s predictions remain consistent
for identical inputs. Once processed, the model estimates the likelihood of each
of the 1000 classes being present in the input. This prediction is effectively an
embedding representing the scene understanding for the camera inputs. A sub-
sequent compact FCN predicts actions based on the pre-trained model’s output
(refer to Algorithm: 1). Owing to its reliance on embeddings rather than exten-
sive camera inputs, EmbRL is faster to train than conventional convolutional
models, as backpropagation is limited to the smaller network (refer to Fig. 1b).

Algorithm 1. EmbRL

1: weights = parameter server.get weights()
2: for epoch = 1,2,..., Nepochs do

3: for agent =1,2,...,N do

4: agent.set _weights(weights)

5: while step < max_steps and not done do

6: embedding = pre-trained(state)

7 action = PPO(embedding)

8: next _state, reward, done = env.step(action)
9: memory.save(embedding, reward, done, action)
10: gradients = PPO.calc_ gradients(memory)
11: end while

12: end for

13: new_weights = parameter server.

14: sum__gradients(gradients)

15: end for

The algorithm starts by obtaining the weights from a parameter server using
the parameter server.get weights() function. The algorithm enters a training
loop that runs for a specified number of epochs, denoted as ‘Nepocns’- Within
each epoch, there is another loop that iterates over individual agents, indexed
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Fig.1. (a) Shows how the EmbRL System runs, with the environment giving the
camera input, which is sent to the pre-trained network for embedding. The embedding
is then used as the input for the RL algorithm, with which it predicts the action to
perform in the environment. (b) Illustrates the EmbRL update process: Images are
input to the visual embedded. The resulting embedding is fed to the FCN to predict
actions and is stored in memory. The predicted action is executed in the environment
and stored in the memory, yielding a reward, episode status, and a new camera view.
Both the reward and episode status are also stored in memory. After two episodes, the
FCN undergoes an update based on the accumulated data.

from 1 to ‘N’. For each agent in the inner loop, the agent’s neural network
weights are set to the same weights obtained from the parameter server using
agent. set _weights(weights). Within each agent’s context, there is a while loop
that continues until a maximum number of steps (max _steps) is reached or a
termination condition (done) is met. This loop represents an episode of inter-
action between the agent and its environment. In each step of the episode,
the current state is passed through a pre-trained model (referred to as pre-
trained(state)), which generates an embedding for the state. This embedding
is a lower-dimensional representation of the state space. The agent selects an
action using the PPO algorithm based on the state embedding obtained in the
previous step. This action represents the agent’s policy decision. The selected
action is applied to the environment (env.step(action)), leading to transitions
to the next state, a reward signal, and a flag indicating whether the episode is
done (done). The state embedding, reward, termination flag, and action taken
in each step are stored in a memory buffer using memory. save(embedding,
reward, done, action). Gradients for updating the agent’s policy are calculated
using the stored experiences in the memory buffer. This involves calling PPO.
calc_gradients(memory) to compute the policy gradients. After all agents have
completed their episodes, the calculated gradients are summed across agents
using parameter _server. sum__gradients(gradients), resulting in updated weights



Autonomous Vehicle Pre-trained Embeddings for Dimensionality Reduction 27

(new _weights). The outer loop advances to the next epoch, and the process is
repeated for the specified number of epochs.

The EmbRL algorithm combines elements of distributed reinforcement learn-
ing, where multiple agents interact with their environments, with policy opti-
mization using PPO. It leverages pre-trained state embeddings to represent
states and aims to train agents to perform tasks in a reinforcement learning set-
ting. The specific details of how these components are implemented and interact
with each other would depend on the actual code implementation.

The reasoning behind our system, is to offload part of the work commonly
done by a RL-agent, to a pre-trained network using ImageNet weights. Looking
at the three tasks of Scene Understanding in autonomous driving from Kiran
et.al., we give the task of Scene Understanding to the pre-trained network, leav-
ing only the two last tasks of path planning and control [16]. This leads to a
significantly simpler environment for the RL algorithm to learn from, as instead
of having to understand what those shapes are in the picture and then needing
to learn how to drive, it can now simply aim to learn the controls given the
embedding. It still needs to learn what the embeddings represent, but we show
that the embeddings are representable of the environment later with our results.
In essence, our system reduces the dimensionality of the input, ofloading one of
the tasks, and leaving less work for the RL algorithm.

3.2 System Overview

Our system adopts a parameter server setup, utilizing eight agents for expe-
rience collection. Each agent gathers experience from two episodes in the Gym
CarRacing-v2 environment. Post-experience collection, agents compute their gra-
dients using the PPO update algorithm based on their experiences. These gra-
dients are relayed to the parameter server for further processing. The server
averages the gradients, updates the model, and dispatches the updated model
to agents for subsequent data collection.

Hardware and Architecture

— Hardware Training of the models was conducted on an Nvidia DGX-2
equipped with 1.5 TB RAM, 48 CPU Cores, and 16 Nvidia Tesla V100 GPUs;
Max latency was done on a AMD Ryzen threadripper 3960 x 24-core proces-
sor CPU with an Nvidia 3090 GPU.

— Neural Network We adopted torchvision’s models across all three imple-
mentations and incorporated a three-layer FCN using torch for the EmbRL
approach.

3.3 Implementation
Three distinct implementations were explored:

— A ResNet18 model using RL to train from scratch without pre-trained weights
(referred to as ‘ResNet18’).
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— A ResNet18 model leveraging pre-trained weights for transfer learning with
RL into the Gym environment (termed ‘ResNet18 transfer’).

— Our own EmbRL employs a pre-trained input embedding model, followed by
training on a three-layer FCN; the three-layer FCN is then trained in the RL
environment while the pre-trained network is not updated.

Environment. CarRacing-v2 is an environment part of gyms box2d created
by Oleg Klimov. CarRacing is a top down, car simulator with realistic physics,
where the vehicle is rear wheel drive [17]. The environment randomly generates
the track, and allows for training with domain randomization. Actions controlling
the vehicle includes, steering, acceleration and breaking, with the state being a
96 x 96 x 3 camera input. The reward system, includes a reward (1000/N, where
N is the number of tiles) and a small penalty for each action performed of —0.1.
As for ending the episode, this happens if the vehicle drives off the map or
finishes all tiles; though it is common to have a maximum amount of actions to
perform.

Distributed Training. To speed up training, distributed learning was used
with a worker and parameter server setup. The distributed learning was done
using the Python library ray, with eight worker agents and one parameter server.
The workers run two episodes each, gathering experiences, after which they use
said experiences to calculate the gradients and send them with their respective
metric (loss/reward) to the parameter server. The parameter server takes the
gradients of the workers and sums then, after which it updates the weights and
sends the updated weights to each of the workers. The workers and parameter
server repeat the updates n number of times, after which they gather the next
set of experiences. The code can be found at!.

4 Results and Discussion

In this section we will look into the results of our system comparing it with
different pre-trained network and two ResNet implementation, one which is pre-
trained on ImageNet and another which is learning from randomly initialized
weights. The results of the ResNet implementations are averaged for ten runs,
the same goes for the EmbRL algorithm with ResNet18 as its pre-trained model;
the EmbRL pre-trained models are averaged over four runs.

Our experiments reveal that the EmbRL approach demonstrates superior
learning speed and efficiency compared to traditional ResNet implementations
as shown in Fig. 2a.

Learning Speed and Epoch Performance: As depicted in Fig. 2a, EmbRL
rapidly converges to solve the environment, while the ResNet models lag in their
learning trajectories. As for the runtime, the EmbRL method using a ResNet18
model finishes in 206.56 h or 230.23% faster than an end-to-end ResNetl8, as

! https://github.com /marho13/EmbeddingInput.



Autonomous Vehicle Pre-trained Embeddings for Dimensionality Reduction 29

400
400

300
300

200 ResNet18_transfer

—— Resnet18
ResNet18

200

Reward
Reward

100
Resnet18

RegNet
—— DenseNet
---- ResNet152
ResNet50

100

0 2000 4000 6000 8000 10000 0 2000 4000 6000 8000 10000
Episodes Episodes
(a) P (b) P

_50 —— Embedding_pen_ultimate
—— Embedding_GRU

-60

=70

Reward

-80

-90

0 2000 4000 6000 8000 10000
Episodes
(c)

Fig. 2. (a) Shows the performance of two methods which use end-to-end RL where
one uses ImageNet weights and transfer learns on them (ResNet18 transfer), the next
uses randomly initialized weights (ResNet18) and lastly comparing it to our method
EmbRL. The x-axis being the number of epochs, and is y-axis the reward. (b) Shows
the performance of EmbRL with different pre-trained networks (ResNet18/50/152,
RegNet-32GF and Densenet201), with the x-axis being the number of epochs, and the
y-axis being the reward. (c) Shows the results of using the penultimate layer and a
GRU model

shown in Tables: 3. Interestingly, when substituting ResNetl8 with another
pre-trained model, performance remains consistent (refer to Fig. 2b), though
there are some algorithms which perform slightly better then ResNet18, such as
Resnet50 and ResNet152. This suggests that optimizing the choice of pre-trained
network could yield further improvements.

In our comparison of EmbRL methods versus traditional ResNet18 meth-
ods, we conducted 10 runs to minimize randomness. However, when evaluating
different EmbRL pre-trained models, we performed only 4 runs. This discrep-
ancy arises because comparing traditional methods necessitates a larger number
of runs to ensure robust performance evaluation of EmbRL. In contrast, when
comparing various pre-trained models, the primary objective is to assess whether
scaling up the network yields significant performance improvements.
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Our tests indicate that while there may be a slight improvement, there is little
benefit in using a considerably larger model compared to ResNet50. ResNet50,
which has a maximum latency of 22.84 ms as detailed in Table2, demonstrates
the best performance overall, as illustrated in Fig.2b. Given that ResNet50 not
only exhibits the highest performance but also has the lowest variance among
the top-performing algorithms, further testing is unlikely to vastly change it
performance compared to the other algorithms.

When testing the TL method of using the pen ultimate layer, we found that
the model was unable to learn how to control the vehicle. Our GRU implemen-
tations resulted in similar results (refer to Fig. 2c). Note that though the GRU
implementation did not finish all 10 000 episodes for each agent, it did run for
significantly longer than the pen ultimate implementation.

Our metrics of comparison include variance (refer to Table: 1, this is the
variance in reward for the FCN where we find that using a ResNet18 pre-
trained network has the highest variance; This could be due to more runs of
ResNet18, though there is still large variance when comparing it to ResNet50
and ResNet152. As for DenseNet and RegNet they have a lower variance, but
they still have a lower reward.

Table 1. Name of model tested, and their respective summed variance. The ResNet18
refers to the randomly initialized ResNet18 model, and the ResNet18 transfer is the
pre-trained ResNet18 TL into the RL task.

Model name Variance
EmbRL_ResNet18 96.85
EmbRL_ResNet50 56.14
EmbRL_ ResNet152 73.32
EmbRL_ DenseNet 41.23
EmbRL_ RegNet 47.90
EmbRL_Pen_ Ultimate | 5.99
EmbRL_GRU 0.64
ResNet18 3.26
ResNet18 _transfer 1.35

4.1 Latency and Model Size

A critical observation pertains to latency. As indicated in Tables: 2, the max-
imum time interval between two consecutive actions varies significantly across
different pre-trained models. The smallest network ResNet18, has a maximum
latency of approximately 1/8th of DenseNet201; this means that ResNet18 can
perform about eight actions for every action that DenseNet201 can perform,
leading to a faster reaction time. In real-world scenarios, such as autonomous
driving, this latency could be the difference between avoiding an obstacle and
a potential collision. Consequently, the choice of model might be influenced by
the computational capabilities of the vehicle’s hardware. More powerful sys-
tems could accommodate larger models for both pre-trained networks and the
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Table 2. Name of pre-trained networks used with EmbRL, their performance on Ima-
geNet, their parameter count, and maximum latency in milliseconds(ms) between two
actions for 100 epochs. Note that the maximum latency is excluding the update time.

Name of network|Topl Performance/Top5Performance/Parameter Count Max Latency
ResNet18 69.758 89.078 11.7M 17.49 ms
ResNet50 80.858 95.434 25.6M 22.84 ms
ResNet152 82.284 96.002 60.2M 32.77 ms
DenseNet 76.896 93.37 20.0M 134.28 ms
RegNet 86.838 98.362 145M 111.65 ms

Table 3. Max runtime during training, in hours, for EmbRL and the end-to-end
Resnet18

Algorithm Runtime
EmbRL_ResNet18|206.56 h
Resnet18 475.56 h

RL model. Looking at the model size and their effects, we see that our system
utilizes significantly less memory during training, as it only stores the embed-
dings during training instead of images. When training with ResNet18, EmbRL
uses 1777 MB on the GPU with the stored states being of size [x, 1000]. The
base ResNet18 implementation uses 4200 MB GPU memory during training,
with a state shape of [x, 96, 96, 3]. As for how much total memory is used,
each image includes 27,648 numbers, compared to the state which only has 1000
floating points. This means that storing the camera states uses approximately
27.64 times more memory during training compared to storing the embeddings.
As such, the algorithm does not only converge faster compared to a baseline
ResNet model, but it also trains faster and maintains a low max latency during
inference.

4.2 Future Work

Future work includes testing this for more RL-based autonomous vehicle environ-
ments. Attempting to estimate the state values of the vehicle using subsequent
camera input, feeding it to EmbRL. Testing pre-trained network embeddings
from tasks other than image classification, including transformers, image cap-
tioners, and different Neural Networks for the RL part of the system.

5 Conclusion

This paper introduces EmbRL, which applies an embedding system that uses
transfer learning-like methods on two different tasks with some changes.
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In a typical TL approach, the last layer in the NN is modified and updated
on the new data. This paper, instead, uses the full network and adds a separate
network at the end for the RL task. This approach leads to vast improvements
compared to standard TL methods. In this way, the system facilitates efficient
training of a compact NN, addressing the challenges of computationally demand-
ing environments while conserving resources.

Our experimental results underscore the efficacy of EmbRL, as evidenced by
its rapid convergence within 160,000 episodes in the CarRacing-v2 gym envi-
ronment. This performance significantly surpasses that of traditional methods,
including ResNet trained with RL from randomly initialized parameters and
the pre-trained ResNet model utilizing direct TL. Notably, our method achieves
230.23% faster training when using ResNet18 as its pre-trained network, com-
pared to a standard ResNet18, while also delivering superior performance in the
car racing game environment CarRacing-v2 from gym.

The observed performance of EmbRL is consistent not only with the
ResNet18 pre-trained classifier network but also with the majority of other tested
pre-trained classifier networks. However, latency considerations may narrow the
range of classifiers, especially in time-sensitive environments.

As future work, there is considerable potential to enhance EmbRL through
the exploration of alternative network architectures of varying sizes and by imple-
menting algorithmic modifications. Our objective is to achieve consistent per-
formance across a range of image fidelities and multiple environments including
real-world scenarios.
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Abstract. Landslides pose a significant threat to human life and infras-
tructure which urges the need for efficient techniques for identifying and
categorising them. The advent of deep segmentation models such as the
Segformer has shown a remarkable empirical performance for semantic
segmentation tasks on well-known benchmark datasets, such as ADE20k
and Cityscapes. Therefore, this research proposes utilising Segformer on
the benchmark Chinese Academy of Sciences (CAS) Landslide Dataset,
which features high-quality aerial images of areas impacted or prone to
landslides. Taking advantage of the multi-scale attention mechanism and
long-range dependency modeling characteristics of the Segformer archi-
tecture, this research aims to achieve state-of-the-art results for land-
slide segmentation using aerial images. Experimental results show the
advantage of the Segformer model in segmenting landslide areas, with
the largest Segformer variant achieving an Intersection over Union (IoU)
score of 87.795% on the Unmanned aerial vehicle (UAV) dataset, surpass-
ing the previous state-of-the-art model, Multiscale Feature Fusion and
Enhancement Network (MFFENet), by 3.4%. On the Satellite (SAT)
dataset, Segformer attained an IoU score of 79.300%, outperforming
the previous best model, DeepLabv3+, by 11.163%. For the combined
UAV&SAT dataset, Segformer achieved an IoU score of 85.157%, sur-
passing DeepLabv3+-, the best previous model by 5.032%.

Keywords: segformer - landslide detection + semantic segmentation

1 Introduction

In recent years there has been a rise in the frequency of landslides causing sig-
nificant dangers to human lives and infrastructure across the world [1]. Globally,
landslides cause an estimated 4,600 deaths annually, highlighting the significant
impact of this natural hazard on human lives [6]. Thus, accurate mapping of
landslides is essential for emergency response and risk identification. Many stud-
ies attempted to use various image segmentation techniques to automate the
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challenging task of landslide mapping using remote sensing and aerial imagery
data. Although there has been much research on automated mapping of land-
slides using remote sensing images, the accuracy is hindered by the quality of
the dataset and model performance. Notable studies in this field include: [7]
who proposed a fully convolutional network within pyramid pooling (FCN-PP)
method for landslide inventory mapping, [3] who developed a You Only Look
Once (YOLO) model for detection from satellite images, and [1] who applied
U-Net to Landsat 8 satellite images for landslide segmentation. Despite these
advances, challenges remain in achieving high accuracy across diverse landslide
scenarios. The advent of high-performance segmentation models like Segformer
[12] and high-quality datasets such as the CAS [13] offer opportunities to fur-
ther enhance the accuracy and efficiency of landslide detection and segmentation.
Segformer has proven its great performance on similar case studies and datasets
like ADE20K [14] and Cityscapes [4] indicating its potential for applications such
as landslide detection [12]. This novel research applies the state-of-the-art Seg-
former architecture to landslide detection using the high-quality CAS landslide
dataset. This work is the first to combine Segformer’s capabilities with such
a comprehensive and well-annotated dataset. By evaluating Segformer across
multi-sensor data, this study aims to improve the accuracy and efficiency of
automated landslide mapping.

The rest of this paper is structured as follows: Sect. 2 provides an overview of
related work in semantic segmentation for landslide detection. Section 3 describes
the methodology. Section4 presents the experimental results and discussion.
Finally, Sect. 5 concludes the paper and outlines potential future research direc-
tions.

2 Related Work

Landslide detection using remote sensing imagery has evolved significantly over
the past decade. The advent of deep learning techniques marks a significant leap
in detection and segmentation accuracy.

Most automatic landslide detection techniques have recently relied on utilis-
ing Convolutional neural networks (CNNs), which have proven highly effective at
analyzing image data and extracting relevant features [8]. For instance, 7] con-
ducted a series of experiments to validate their proposed FCN-PP (Fully Convo-
lutional Network with Pyramid Pooling) method for landslide inventory mapping
(LIM). [3] conducted experiments to validate their proposed small attentional
YOLO model for landslide detection but they faced major issues as small mod-
els are efficient but often compromise on performance. [1] proposed using a U-
Net with Landsat 8 satellite images but faced issues regarding data imbalance
and the quality of available data. Despite these challenges, recent advancements
in deep learning have introduced transformer-based models, which have shown
good performance on other tasks [12] but there has been little research on their
application in detecting landslides.
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2.1 Transformer Based Models

Vision Transformers (ViT) [5] is the first transformer-based model used to exper-
iment with image classification resulting in state-of-the-art performance. Since
then, there has been research utilizing transformers for image segmentation
tasks. SegFormer, a Transformer-based semantic segmentation model, was uti-
lized for the identification of landslides by conducting extensive experiments
to compare it with other models such as High-Resolution Network (HRNet),
DeepLabv3, Attention-UNet, U2Net, and Fast Semantic Segmentation Network
(FastSCNN) [11]. Chinese Academy of Sciences [13] developed the CAS Land-
slide Dataset, a large-scale and multisensory dataset specifically designed for
deep learning-based landslide detection. They also compared the results of mod-
els such as FCN, U-Net, DeepLabv3+, and MFFENet.

2.2 Landslide Datasets

Access to various and well-documented landslide datasets is crucial for progress
in landslide detection models. It is worth mentioning that this kind of multi-
sensor, well annotated and large-scale dataset was missing before introducing
the CAS (Chinese Academy of Sciences) landslide dataset by [13]. The dataset
efficiently overcomes these challenges by providing annotations at a level, for
various types of landslide situations, as illustrated in Fig. 1.
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Fig. 1. Location map of the study areas.
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2.3 Research Gaps and Opportunities

While segmentation techniques demonstrate a high detection rate for landslides,
there remain significant opportunities for further exploration. One of the main
challenges is the lack of high-quality and diverse datasets with comprehensive
annotations, which hinders the effective evaluation of segmentation models. The
complex and irregular characteristics of landslide features require computational
models that can adeptly capture long-range dependencies and manage intri-
cate spatial interactions. Transformer-based models like Segformer have shown
potential by outperforming human experts in segmentation tasks, highlighting
their capability in the landslide detection process. This paper addresses these
research gaps by advancing landslide detection techniques through the use of the
Segformer architecture and the CAS landslide dataset.

3 Methodology

This section outlines the approach taken in this study to explore how effective
the Segformer architecture is, for detecting landslides using the CAS landslide
dataset. Starting with the explanation of the dataset and its features then head-
ing towards discussing the Segformer architecture and its key elements. Following
that we delve into the specifics of the training and evaluation processes covering
aspects such as division, data enhancement methods, and optimization configu-
rations. We then present the setup, which includes three scenarios; UAV, SAT
only, and UAV+SAT to evaluate how different data sources and their integra-
tion impact landslide detection performance. Finally, implementation specifics
like the frameworks and libraries used, along with making our code available, for
reliability and further study. The GitHub repository can be found here: www.
github.com/syeddhasnainn /landslide-detection-segformer.

3.1 Dataset

In this research, the Segformer model was evaluated using the CAS [13] landslide
datasets. These datasets include annotations, for high-resolution satellite (SAT)
images and unmanned aerial vehicle (UAV) images to aid in landslide detection.
The dataset covers a variety of landslide scenarios making it a valuable resource
for developing and testing models, for detecting landslides. It contains 19,756
images from nine regions, most from various publicly available datasets and
collaborative partners. The image and label were cropped into 512 x 512 TIFF
format [13]. The dataset was divided into training, test, and validation sets
with proportions of 64:20:16, as can be seen in Tablel, to assess the model’s
performance.
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Table 1. Distribution of Images Across Datasets in Training, Validation, and Test Sets

Images Distribution

Train | Validation | Test
UAV 8603 | 2151 2689
SAT 4040 | 1010 1263
UAV + SAT | 12643 | 3161 3952

3.2 Segformer Architecture

The Segformer, first invented by [12], was allegedly designed for this type of
semantic segmentation task. It uses a hierarchical architecture with local and
global attention which is specialized to extract both low-level details and long-
ranged dependencies from the input photo. The architecture structure is an
encoder-decoder, with the former taking MiT (the Mix Transformer) backbone
and the latter employing a lightweight version of an MLP (Multi-Layer Percep-
tron) as the decoder, as illustrated in Fig. 2.
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Fig. 2. A Segformer comprises two components; a Transformer encoder, for capturing
both general and detailed features and a compact All MLP decoder, for integrating
these various levels of features and forecasting the semantic segmentation mask

The SegFormer models were fine-tuned using the CAS landslide dataset.
Different versions of Segformer models were analyzed, ranging from MIT-BO to
MIT-B5 to investigate how the model size and complexity were configured for
this landslide detection research.

3.3 Training and Evaluation

The Segformer model was modified according to the CAS landslide dataset and
UAV and SAT images were used for tuning the model. The training, test, and
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validation datasets were split in a 64:20:16 ratio. Models were trained using
the AdamW optimizer with a learning rate of 0.00006. The performance of the
modified models was evaluated using a range of semantic segmentation metrics,
including IoU, F1 score, recall, and accuracy.

3.4 Experimental Setup

Three sets of experiments were conducted to test the Segformer architecture for
landslide detection. The models were trained and evaluated using UAV imagery,
then SAT imagery, and finally both UAV and SAT combined. By comparing
the results, this research aims to determine which approach provides the most
accurate landslide detection.

3.5 Implmentation Details

PyTorch [9] which is a popular deep learning framework, was used to carry out all
the experiments for this work running on 4 NVIDIA L4 GPUs and it took around
24 h for the full training. The implementation of the Segformer models in the
Huggingface library was utilized to establish a common framework for seman-
tic segmentation. The source code including the training and test scripts and
dataset preprocessing scripts will be made publicly available for open research
and further development in this field.

4 Experimental Results and Discussions

This section demonstrates the experimental results using Segformer on the CAS
landslide dataset and compares the performance with the latest and semantic
segmentation models like FCN, U-Net, DeepLabV3+, and MFFENet [2,8,10,15].

4.1 Comparison with State-of-the-Art Methods

The efficacy of the Segformer architecture is proven by comparing it with the
leading semantic segmentation approaches. Table2 compares the results of the
Segformer model for UAV, SAT, and UAV+SAT scenarios with those of FCN, U-
Net, DeepLabV3-+, and MFFENet [12]. In the case where only UAV data is used
the Segformer model has obtained an IoU score of 87.795% surpassing the leading
model, MFFENet by 3.4%. This shows an enhancement in identifying landslide
areas from high-resolution UAV images. The Segformer also excels in precision,
recall, F1 score, mean IoU (mloU), and overall accuracy (OA) compared to
models assessed for UAV segmentation. For the SAT dataset, the Segformer
model outperforms DeepLabv3+ by 11.163% in terms of IoU score with a score
of 79.300% the Segformer model demonstrates its performance in accurately
segmenting landslide areas from satellite imagery. In cases where both UAV and
SAT datasets are combined the Segformer model achieves a score of 85.157%
surpassing DeepLabv3+ by 5.032% as a unique model.
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Table 2. Performance metrics

UAV

Model Precision | Recall | IoU F1 score | mIoU OA
FCN [13] 75.045% | 84.016% | 65.057% |86.724% | 77.456% | 91.468%
Unet [13] 73.694% |86.394% | 65.991% |87.136% | 78.019% | 91.658%

DeepLabv3+ [13] | 89.289% | 93.739% | 84.261% | 94.715% | 90.142% | 96.721%
MFFENet [13] 89.326% | 93.839% | 84.375% |94.756% | 90.214% | 96.746%

Segformer 96.178% |95.923% | 87.795% | 96.050% | 92.516% | 97.695%
SAT

FCN [13] 62.981% | 84.142% | 55.716% | 84.391% | 75.173% | 94.972%
Unet [13] 61.795% | 78.550% | 51.179% | 82.316% | 72.619% | 94.410%

DeepLabv3+ [13] | 74.275% | 89.187% | 68.137% | 89.675% | 82.397% | 96.881%
MFFENet [13] 74.141% |89.141% | 67.998% |89.621% | 82.318% | 96.862%

Segformer 94.118% | 93.333% | 79.300% | 93.720% | 88.646% | 98.135%
UAV&SAT

FCN [13] 70.847% | 84.014% |61.757% | 85.864% | 76.515% | 92.848%
Unet [13] 67.479% | 82.360% | 60.115% |85.311% | 75.697% | 92.653%

DeepLabv3+ [13] | 86.128% |92.013% | 80.125% | 93.563% | 88.316% | 96.687%
MFFENet [13] 86.133% |92.121% | 80.088% |93.608% | 88.299% | 96.754%
Segformer 95.483% |95.147% | 85.157% | 95.314% | 91.242% | 97.681%

The research findings show the efficiency of the Segformer architecture in
exactly identifying the affected areas by landslides. The transformer-based archi-
tecture of Segformer is characterized by the multi-scale attention mechanism
and the long-range dependency modeling that are superior to traditional convo-
lutional neural networks. This has relevance to disaster management and mit-
igation giving the Segformer the potential to be a valuable tool for accurate
landslide detection from high-resolution aerial and satellite imagery. In general,
this investigation helps the progress of remote sensed imagery for the landslide
segmentation.

4.2 Qualitative Results

To visually assess the performance of the Segformer models, the ground truth is
used to compare with our prediction to investigate the power of the Segformer
model in segmenting the satellite imagery datasets (SAT, UAV, and UAV+SAT).
The final prediction closely matches the ground truth masks and indicates how
well the model could differentiate between landslide and non-landslide areas. The
fact that the Segformer model can accurately detect and segment the different
features in the aerial visuals is an indication that it can be very reliable for
landslide mapping and detection.
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Original Image

Ground Truth Prediction

Fig. 3. Inaccurate Predictions

We noticed that the images that display high contrast and clear distinctions
between different terrain features demonstrate very strong performance. The
ground truth segmentation reflects these clear boundaries, and the model’s pre-
dictions closely align with this ground truth as shown in Fig.3. The success in
these cases can be attributed to the well-defined patterns in the original image,
which facilitate accurate segmentation. The distinct differences in color and tex-
ture provide the model with clear cues for differentiation and making accurate
predictions.

On the other hand, the images that show low contrast and dark regions
were challenging to predict accurately. The subtle features and dark, noisy back-
grounds are likely misinterpreted by the model as significant features, leading
to incorrect segmentation. The ground truth indicates that there are no signif-
icant segmented regions, suggesting that the features to be detected are either
very subtle or entirely absent. However, the model’s prediction includes several
segmented regions that are not present in the ground truth, resulting in false
positives (see Fig.4).
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Original Image

Ground Truth Prediction

Fig. 4. Inaccurate Predictions

4.3 Discussion and Future Work

The data-based results presented in this section demonstrate the success of the
Segformer architecture for landslide detection using high-resolution UAVs and
satellite imagery. The Segformer models outperform other latest semantic seg-
mentation methods, such as FCN, U-Net, DeepLabV3+, and MFFENet, across
various evaluation metrics and scenarios. The superior performance of Segformer
can be attributed to its transformer-based design, which enables it to capture
long-range dependencies and model both local and global features effectively.
The hierarchical structure of Segformer, combining the MiT backbone and the
All-MLP head, allows it to learn multi-scale representations and efficiently merge
information from different scales for accurate landslide detection. Nevertheless,
the areas of noticeable weak points, as well as prospects for future research,
should be mentioned.

The study utilizes a dataset based on the CAS landslide dataset, which cov-
ers a wide range of geographic areas. Future research could address common
challenges in remote sensing data, such as insufficient content in cropped images
due to boundary issues, low proportion of target objects, obstruction by cloud
cover, and discontinuities from image stitching.

5 Conclusion

While our study has made significant strides in landslide detection using the
Segformer architecture and the CAS landslide dataset, it also highlights several
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areas for future research. One key challenge in this field remains the scarcity
of high-quality, diverse datasets with comprehensive annotations, which limits
the thorough evaluation of segmentation models. The complex and irregular
nature of landslide features necessitates advanced computational models capable
of capturing long-range dependencies and managing intricate spatial interactions
effectively.

Our research demonstrates the potential of transformer-based models like
Segformer in addressing these challenges, showcasing their ability to outperform
human experts in segmentation tasks. By developing an efficient Segformer envi-
ronment for identifying landslides in high-resolution UAV and satellite images,
we demonstrated superior accuracy in landslide region detection compared to
existing systems. This success underscores the importance of further exploring
and refining such architectures for landslide detection. In the future, research
ought to be extended to assess diversified datasets and enhance data modalities.
The role of domain-specific refinements of the Segformer architecture should be
investigated to further improve the accuracy of landslide detection.
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Abstract. The use of Machine Learning to monitor old people is crucial in pro-
viding immediate assistance and potentially life-saving interventions. With the
rapid innovation in the field of Artificial Intelligence and Computer Vision, fall
detection has seen significant improvements in accuracy and efficiency. Tradition-
ally, 2D Convolutional Neural Networks (CNN) have been the main focus in fall
detection research. However, these approaches have several drawbacks, including
that 2D CNNss are primarily designed for spatial feature extraction and may not
fully capture the temporal dynamics across multiple frames. This is because, for
2D CNN, the video frames are averaged out on time dimension within a time
window. This project aims to explore and validate the use of 3D Convolutional
Neural Networks (CNN) for fall detection, specifically in care home settings. The
proposed 3D CNN keeps all frames in the time dimension (without averaging out
video frames) and therefore can capture spatiotemporal dynamics of fall events
more effectively, potentially enhancing detection accuracy. Experiment results
indicate that the proposed 3D CNN achieved a G-Means, the geometric mean of
recall and specificity, of 96.92%, an improvement of 1.9% over the 2D CNN.

Keywords: Neural Network - Fall Detection - Deep Learning - Machine
Learning - Computer Vision - Elderly Care

1 Introduction

People become more vulnerable and likely to fall as they age, especially if they have a
long-term health condition. According to the NHS, around 1 in 3 adults over 65 and half
of people over 80 will have at least one fall a year [1]. While most falls do not cause
serious injuries, there are risks for falls to become recurrent and result in head or hip
injuries. More than 95% of hip fractures are caused by falling [2]. Falls are estimated to

cost the NHS more than £2.3 billion per year [3].

The medical outcomes of falls depend on the swiftness with which individuals receive
treatment or care. In this sense, an automated fall detection system can improve the
response time of carers to help mitigate the consequences of falls. Fall detection systems
fall under two categories: vision and non-vision based. A vision approach relies on

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2025
M. Bramer and F. Stahl (Eds.): SGAI 2024, LNAI 15447, pp. 46-58, 2025.
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cameras recording videos while a non-vision approach relies on wearables and sensors
of data, like acceleration [4]. Non-vision approaches have their drawbacks, especially
in the context of elderly monitoring because of the intrusiveness of wearable sensors.
Therefore, a constant vision-based approach to fall detection was used. A paper authored
by Espinosaetal., uses a2D CNN to perform fall detection [5]. This project aims improve
the algorithm to enhance model performance by leveraging 3D CNNss to capture temporal
information.

2 Previous Works

There have been many applications of fall detection systems throughout the years. These
systems mainly fall under two categories: sensor-based and vision-based. Given that this
study utilizes a camera system for fall detection, the primary focus will be on vision-based
detection methods. However, a brief review of sensor-based methods is also provided
for context and comparison.

2.1 Sensor-Based

Sensor-based approaches typically involve wearable devices or ambient sensors to mon-
itor motion and detect falls. These sensors can be placed at various locations in the
environment and the human body. From a commercial standpoint, wearable sensor tech-
nology is the most utilized type due to its low costs. Yin et al. [6] utilized wearable
sensors to detect abnormal activities by training a Support Vector Machine (SVM) on
normal activity data, classifying deviations as anomalies. Three sensors were placed on
the shoulder to capture motion data from different body parts. Their approach achieved an
Area under ROC Curve (AUC) of 0.985. Additionally, Kangas et al. [7] used accelerom-
eters and gyroscopes for fall detection. While the results demonstrate the effectiveness
of these approaches, the use of wearable sensors can be intrusive.

2.2 Vision-Based

Vision-based fall detection systems utilize computer vision and image processing tech-
niques with data from various types of cameras, including RGB cameras, motion camera
systems, and Kinect cameras. Previous research relied on traditional machine learning
techniques. Harrou et al. [§] combined a Multivariate Exponentially Weighted Moving
Average (MEWMA) chart [9] with an SVM for fall detection, achieving 96.66% accu-
racy on the UR Fall Detection dataset (URFD) [10] and 97.02% on the Fall detection
dataset (FDD) [11].

Multiple studies have also extracted human skeleton features using pose estimation
algorithms to classify falls. Mobasheri et al. [19] and Ramirez et al. [20] extracted the
key points on a human body and used a long-short-term memory (LSTM) network,
achieving 98% accuracy and 81% accuracy respectively.

Many studies have also explored the use of 2D CNNs for fall detection. Espinosa
et al. [5] used optical flow and windowing techniques to capture and analyze movement
data. Experiments determined that a 1-s window with a 0.5-s overlap provided the best
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results. Optical flow data was averaged across frames within each window and classified
using a 2D CNN achieving 95.64% accuracy and a 97.43% F1-Score. Additionally, they
implemented traditional machine learning techniques, such as Support Vector Machines
(SVM), to evaluate performance differences.

Several studies have shown that 3D CNNs offer improvements over 2D CNNs.
Particularly in the task of action recognition [16—18]. Given these advantages, this study
proposes using 3D CNNs for fall detection due to the limitation of 2D CNN for this
application.

3 Methodology

3.1 Dataset

The UP-Fall dataset [13] is used. It contains a collection of video data that depict various
activities, including both fall and non-fall incidents. The dataset comprises of 17 subjects
(9 males and 8 females) ranging from 18 to 24 years of age performing 11 activities.
Each activity was repeated 3 times taken from two Microsoft Life-Cam Cinema cameras
from two different perspectives: a lateral view and a frontal view. This combination gives
a total of 1122 videos. The length of the videos can be seen in Table 1, each second in
the videos contains 18 frames.
The dataset provides labels from 1-11, each describing a different action.

Table 1. UP-Fall dataset labels.

Activity ID Description Duration(s)
1 Falling forward using hands 10
2 Falling forward using knees 10
3 Falling backwards 10
4 Falling sideward 10
5 Falling sitting in empty chair 10
6 Walking 60
7 Standing 60
8 Sitting 60
9 Picking up an object 10
10 Jumping 30
11 Laying 60

3.2 Preprocessing

Windowing
The windowing approach divides the falls into smaller data segments of time series.
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Segmentation techniques can be categorized into three main groups: activity-defined
windows, event-defined windows, and sliding windows [14].

A sliding window approach — the approach described in [5] — was used in this
research to capture the temporal dependency between samples. Each window is formed
by segmenting the video data into fixed-length intervals. These windows can overlap in
time to ensure continuous monitoring and capture of sequential movements. A window
size of 1 s with a 0.5-s overlap was chosen as it gave the best performance [5]. This means
that each new window starts halfway through the previous window, creating multiple
overlapping windows. The outputs of this windowing are multiple 1-s window length
series of 3D images which are to be classified.

Optical Flow

Feature extraction is a method to transform raw data into features that can be processed
and analyzed while preserving the relevant information. There are many techniques to
perform it and optical flow is well used for extracting features from videos. Optical
flow is a technique used to estimate motion between two consecutive frames in a video
sequence. Using this technique, we can detect the motion that a subject takes over time.
Among various optical flow estimation methods, the Farneback method, introduced by
Farneback in 2003 [15], is a popular choice due to its efficiency and robustness. The
Farneback method is based on polynomial expansion. It approximates the neighbourhood
of each pixel in both frames with quadratic polynomials using convolution kernels. By
comparing the polynomial coefficients from consecutive frames, the displacement field
is derived. This displacement field indicates how each pixel moves between frames.
The algorithm then refines the flow estimations over several iterations, considering large
neighbourhoods to capture larger motions.

Dataset Downsampling

Upon further investigation of the dataset, there is a large imbalance between the number
of fall and non-fall samples. Specifically, the dataset contained a total of 1910 fall
windows and 62562 non-fall windows. The non-fall windows are downsampled to the
same number of fall windows (1910) and then split into two different sets for training
and testing. 80% of the falls are taken along with the same number of non-falls creating
a new balanced dataset for training. This training dataset contained 1526 for each set
of falls and non-falls, leaving the remaining 59184 non-falls and 384 falls as the test
dataset.

3.3 Neural Network Architecture

The research by Espinosa et al. used a 2D Convolutional Neural Network for fea-
ture extraction and classification. This 2D architecture serves as the foundation for the
proposed 3D CNN architecture.

A 3D Convolutional Neural Network was developed to enhance the model architec-
ture and better capture the temporal dynamics in the video data. In contrast to the original
2D CNN approach, which requires averaging optical flow across a window of 18 frames
to produce a 2D feature map — one channel as shown in Fig. 1, the 3D CNN implemen-
tation retains more detailed motion information by processing each of the optical flow
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Fig. 1. Espinosa et al. 2D CNN architecture.

frames without the need for averaging — removing the averaged optical flow process.
The architecture of the 3D CNN is as follows:
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Fig. 2. Proposed 3D CNN Architecture.

Figure 1 and 2 illustrate the difference between the two architectures. The 3D CNN
in Fig. 2. Does not average the optical flow within a window. This results in 3D data,
incorporating 18 frames to capture spatiotemporal dynamics. Lastly, the 3D CNN has 4
3D Convolutional layers instead of three.

3.4 Evaluation Metrics

In evaluating the performance of the 3D CNN for fall detection, we considered several
key metrics: Accuracy, Recall (Sensitivity), Specificity, F1-Score, and G-Means.

Accuracy gives a general sense of the model’s performance but is not sufficient on
its own. Recall (or Sensitivity) is important in fall detection because the application
requires as many falls are detected as possible, minimizing the risk and consequences
of a missed fall. Specificity is another important metric that indicates the number of
wrongly predicted non-falls. For a commercial product, maintaining high specificity is
important to reduce the number of false alarms, which can erode user trust and increase
operational costs. F1-Score is a metric that combines both precision and recall, which
is particularly useful when dealing with imbalanced datasets. Finally, G-Means is a
metric that highlights how well-balanced a model is in identifying falls while minimizing
wrongly predicted non-falls.
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4 Experimentation and Results

This section presents a detailed analysis of the experimental setup, including compar-
isons between 2D and 3D CNN models, the impact of hyperparameters and video frame
resolution, and the effect of class balancing on model performance. All experiments
were conducted using an NVIDIA RTX 4060 and PyTorch framework.

To ensure robust evaluation of the models, all experiments were conducted using
5-fold cross-validation. This technique divides the training dataset into five equal parts,
with four parts used for training and one part for validation in each fold. This process
is repeated five times, with each part used exactly once for validation. The model used
for the final test evaluation is the best model obtained from the cross-validation process.
Specifically, the model with the highest F1-Score across the folds is selected and then
evaluated on the test set.

4.1 2D vs 3D CNN

This experiment aims to compare the performance of the Espinosa et al. 2D CNN and the
proposed 3D CNN in detecting falls, with the hypothesis that the 3D CNN will provide
improved detection accuracy. In this experiment, the hyperparameters of the 3D CNN
are set to a learning rate of 0.0001, a batch size of 16, and a kernel size of 3x3x3. These
values were selected as they are generally considered to be a good baseline to start from.

Figure 3 displays the confusion matrices derived from the models on the test dataset.
Table 2 compares the proposed 3D CNN with Espinosa et al. 2D CNN [5]. The results
in this table are different from the ones produced in [5] due to the difference in how
the dataset was split. To ensure comparability, the dataset methodology described in
Sect. 3.2 was used.

The experiment results indicate that the proposed 3D CNN outperforms the 2D CNN
across all key metrics. The notable improvements, particularly in F1-Score highlight the
3D CNN’s capability to capture spatiotemporal dynamics, leading to better fall detection
performance. However, the 3D CNN took three times longer to train compared to the
2D CNN - 10 min for 2D CNN and 30 min for 3D CNN.

2D CNN Proposed 3D CNN

No Fall

3240 : 1325
=z

o )
3 2
3 8
o @
3 =
= =

5 17 367 3 15 369

No Fall Fall No Fall Fall
Predicted Labels Predicted Labels

Fig. 3. 2D CNN vs 3D CNN confusion matrices.
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Table 2. 2D vs 3D CNN test performance metrics.

Accuracy Recall Specificity F1-Score G-Means
2D CNN 94.53 95.57 94.53 18.39 95.04
Proposed 3D CNN 97.75 96.09 97.76 35.51 96.92

4.2 Hyperparameters

In this section, the impact of hyperparameters on the performance of the 3D CNN is
explored. Specifically, the focus is on learning rate, batch size, and kernel size. For
all experiments, the best-performing hyperparameter value from each test is used in
subsequent experiments.

Learning Rate
Three learning rates, including 0.001, 0.0001, and 0.00001, were tested to determine the
optimal value for model convergence.

Figure 4 displays the training and validation loss of the proposed 3D CNN with
3 different learning rates. Table 3 compares the three learning rates across different
metrics.

A learning rate of 0.0001 achieves the highest test accuracy, specificity, F1-Score,
and G-means with recall slightly lower by 0.8%. However, a learning rate of 0.0001 is
a strong contender as it provides the smoothest training graph as seen in Fig. 4.

Learning rate 0.001 Learning rate 0.0001 Learning rate 0.00001

—e— Validation Loss . —e— Validation Loss . —e— Validation Loss
~e- Training Loss i ~®- Training Loss f ®- Training Loss
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Sog oa o0t W % )"""\w" \ l.-w N

N g ne ‘ \.’*,;‘Nr L
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Fig. 4. Training and validation loss for learning rates.

Batch Size
The next hyperparameter tested was batch size including 8, 16, 32, and 48.

Figure 5 displays the confusion matrices from the models on the test dataset. Table 4
shows the performance metrics for the different batch sizes.

Looking at Table 4, a batch size of 16 achieves the overall best performance with
the highest accuracy, highest precision, and a balanced recall, resulting in the highest
F1-Score and G-Means.
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Table 3. Test performance metrics on learning rates.
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Learning rate Accuracy Recall Specificity F1-Score G-Means
0.001 96.93 96.88 96.93 28.90 96.75
0.0001 97.75 96.09 97.76 35.51 96.92
0.00001 96.61 96.88 96.61 26.95 96.74
Batch Size 8 Batch Size 16
g 3221 § 1325
= =
z- 4 380 3 15 369
No Fall Fall No Fall Fall
Predicted Labels Predicted Labels
Batch Size 32 Batch Size 48
g 1554 E 3702
=z =z
= =
3 14 370 3 2 382
No Fall Fall No Fall Fall
Predicted Labels Predicted Labels
Fig. 5. Confusion Matrices for batch sizes.
Table 4. Test performance metrics for batch sizes.
Batch Size Accuracy Recall Specificity F1-Score G-Means
8 94.59 98.96 94.56 19.07 96.73
16 97.75 96.09 97.76 35.51 96.92
32 97.37 96.35 97.37 32.06 96.86
48 93.78 99.48 93.74 17.10 96.57
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Kernel Size
The next hyperparameter tested was kernel size, including 3 x 3 x 3and 2 x 2 x 2.
Figure 6 is the confusion matrices for the model on the test dataset. Table 5 shows
the performance metrics on the test dataset.
Table 5 shows that a kernel size of 3 x 3 x 3 produces better results. While accu-
racy and specificity remain similar, with a difference of 0.3% and 0.16% respectively,
precision, recall, F1-Score, and G-Means see a difference of 2—-3%.

Kernel size 3x3x3 Kernel size 2x2x2

E 1325 e 1481

= P4
= =

3 15 369 3 29 355

No Fall Fall No Fall Fall
Predicted Labels Predicted Labels
Fig. 6. Confusion matrices for kernel size.
Table 5. Test performance metrics for kernel size.

Kernel Size Accuracy Recall Specificity F1-Score G-Means
3x3x3 97.75 96.09 97.76 35.51 96.92
2x2x2 97.47 92.45 97.50 31.98 94.94

4.3 Input Image Resolution

The resolution of input images is another critical factor that can impact the model’s
performance. Higher resolutions may provide more detailed information, potentially
improving accuracy, but at the cost of increased computation resources and time.

To determine the optimal resolution for the baseline CNN model, several resolutions
were tested, including 38 x 51, 57 x 76, and 76 x 102.

Figure 7 is the confusion matrices for the model on the test dataset. Table 6 shows
the performance metrics on the test dataset.

Increasing resolution was hypothesized to provide more detailed information for the
model, potentially leading to improved performance. However, the results show that the
performance decreased. This might be because high resolution focuses more on detailed
local information, which may not be necessary for fall detection. In addition, increasing
resolution significantly increased training times. For 5-fold cross-validation, a resolution
of 38 x 51 took roughly 30 min to train, and 57 x 76 trained in an hour while increasing
the resolution to 76 x 102 increased training time to 20 h.
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Fig. 7. Confusion matrices for input image resolutions.
Table 6. Test performance metrics for input image resolution.
Resolution Accuracy Recall Specificity F1-Score G-Means
38 x 51 97.75 96.09 97.76 35.51 96.92
57x76 96.59 95.84 96.60 26.61 96.22
76x102 96.88 92.19 96.91 27.61 94.52

4.4 Ratio of Falls to Non-falls

The ratio of falls to non-falls in the dataset is a crucial factor that can significantly impact
the performance and generalization of the model. In real-world scenarios, falls are rare
events compared to non-falls, leading to highly imbalanced datasets. Training models on
imbalanced datasets can cause the model to overpredict the majority class (non-falls),
leading to poor detection of falls. On the other hand, using a perfectly balanced dataset
is not representative of real-world conditions and might not reflect the model’s true

performance in practical applications.

To investigate the effect of the different ratios of falls to non-falls on the model’s per-
formance, several experiments were conducted with varying degrees of class imbalance,
including 1:1, 1:3, 1:5, and 1:10.
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Figure 8 is the confusion matrices for the model on the test dataset. Table 7 shows
the performance metrics on the test dataset.

As the results show, the number of non-falls detected increased, and the number of
falls detected decreased as the imbalance ratio increased. This is reflected in both the
confusion matrices and Table 7. The optimal ratio depends on the acceptable level of risk
and specific application context. For most practical applications, a mildly imbalanced
ratio may be a sufficient approach, reducing false positives while maintaining a good
detection rate for falls.
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Fig. 8. Confusion matrices of ratio of falls to non-falls.

Table 7. Test performance metrics for ratio of falls to non-falls.

Ratio of falls to non-falls | Accuracy | Recall Specificity | F1-Score | G-Means

1:1 97.75 96.09 97.76 35.51 96.92
1:3 97.55 94.53 97.57 34.39 96.04
1:5 98.73 89.06 98.90 50.15 93.85

1:10 99.07 86.72 99.17 60.93 92.99
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4.5 Comparative Analysis

The proposed vision-based fall detection system is comparable to other state-of-
the-art studies, as discussed in Sect. 2.2. This comparative analysis will provide an
understanding of the proposed model’s performance relative to different approaches.

Espinosa et al. [5] implemented a Support Vector Machine (SVM) and Random For-
est (RF) achieving a G-Means of 35.63% and 36.12% respectively. The proposed 3D
CNN outperforms both traditional methods significantly, likely due to the inability of
SVMs and RFs to capture complex temporal and spatial patterns. Similarly, Ramirez
et al.’s LSTM [20] achieved an accuracy of 81.14% but with a recall of 31.82%, poten-
tially suggesting the LSTM’s limited feature extraction capabilities compared to 3D
CNNSs. Mobasheri et al.’s LSTM’s achieved an accuracy of 98.5%, around 1% higher
than the proposed CNN. This may be due to the difference in the preprocessing method,
as Mobasheri uses skeletal information.

However, it is important to note that direct comparisons between these models may
be inconclusive due to the differences in evaluation methods and dataset handling, which
can significantly impact the performance metrics.

5 Conclusion

This research proposed a 3D CNN for human fall detection. The experiment results
demonstrated significant improvements over the 2D CNN. However, the 3D CNN took
three times longer to train compared to the 2D CNN. Nevertheless, it is worth noting that
there is an unnoticeable difference in time cost between 2D CNN and 3D CNN when
deploying a model for prediction.

By carefully tuning hyperparameters and improving preprocessing, the model
achieved better performance and generalization, achieving an accuracy of 97.55%, 3%
better than 2D CNNs. Parameter optimization played a crucial role in achieving these
results, as adjustments in learning rate, batch size, and data resolution contributed to
the model’s overall effectiveness. However, there is an inherent trade-off between fall
and non-fall prediction performance. Achieving a balance between detecting falls and
minimizing false alarms remains a challenge.

Further work is needed to validate the robustness of the models by testing them
on diverse datasets. This will help provide a more comprehensive evaluation of the
model’s effectiveness. Additionally, deploying the model in real-world settings is crucial
to identify improvements to handle variations in real-life data.
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Abstract. This paper presents a comparative study on the applica-
tion of drone-assisted infrared thermography coupled with state-of-the-
art machine learning models, including Vision Transformers (ViTs) and
YOLOVS, for efficient and accurate defect detection in Photovoltaic (PV)
systems. The research outlines the methodology for on-site inspections
and details the integration of drones to capture high-resolution ther-
mal imagery, identifying minute anomalies indicative of potential sys-
tem failures. By employing advanced image processing techniques and
training AT models, the study compares the performance of these mod-
els in accurately identifying and classifying PV defects. A segmentation
model based on TensorFlow was trained and used to detect the location
of PV panels in the camera imagery, followed by the separate applica-
tion of YOLOvS8 and ViTs to classify defects in the detected PV panels.
The dataset used to train the models was carefully curated and pre-
pared specifically for this study, representing another contribution of
this paper. This approach not only enhances detection capabilities but
also streamlines the processes of data collection, analysis, and reporting,
ultimately leading to improved decision-making for system operators and
stakeholders.

Keywords: Solar energy - Drones + Thermography - Object
detection - Object classification - YOLOvVS8 - Vision Transformers

1 Introduction and Background

Global energy demand is rising due to economic growth and population increase.
The International Energy Agency (IEA) projects 305 GW of renewable energy
capacity will be added annually between 2021 and 2026, a 60% increase [15]. A
large portion comes from PV systems, whose performance depends on individual
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modules. Defective modules reduce efficiency, profitability, and pose safety risks.
Defects can occur during manufacturing, installation, or through degradation,
making regular inspections crucial.

This project leverages computer vision and deep learning to inspect PV sys-
tems. Machine learning models, including TensorFlow [1], YOLOv8 [19], and
ViTs [13], identify defects in drone-captured images of PV panels (see Fig. 1 and
Table1).

Manual inspections using thermal cameras are laborious and expensive, tak-
ing up to 200h for a 3 MW solar farm. Drone technology with infrared ther-
mography reduces inspection time from days to hours. This research aims to
develop Al-based methods for defect detection and reporting in PV imagery,
streamlining maintenance and monitoring.

Fundamentals of Photovoltaics. PV technology converts sunlight into elec-
tricity, playing a key role in renewable energy systems [15,21]. Solar cells gener-
ate electricity via the PV effect, where photons free electrons in semiconductor
materials [27]. PV systems include inverters to convert DC to AC, integrating
into domestic applications and public grids.

Routine inspection maintains PV system efficiency, reliability, and safety.
Thermography, in accordance with DIN EN 62446-1 (VDE 0126-23-1), helps
detect issues early, extending system lifespan and ensuring optimal performance
[12].

Drone Technology and Thermography. Drones equipped with infrared
sensors detect temperature anomalies, enhancing inspection efficiency. Thermal
imaging in solar panel inspections enables early fault detection, efficient main-
tenance, and valuable documentation [29].
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Fig. 1. Workflow of the proposed thermal fault detection system
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Table 1. Shape of a character in dependence on its position in a word
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Thermal Causes Production Pattern
Anomaly Type Losses
Hot Spot Typically result- May reduce a mod-
ing from shadow ule’s production by
effects, soiling, or up to 90%.
physical damage.
Bypassed String Damage to bypass Loss could reach

diodes often results

33% or 66% of a

from lightning module’s  produc-
strikes, causing tion, depending on
them to conduct the affected area.
current continu-

ously.

Single and Multi-
Diode Issues

Similar causes and
effects to Bypassed
String but isolated
to specific diodes.

Losses can amount
to up to a third of
production per af-
fected string.

Potential Induced Emerging PID signs Lower production
Degradation (PID) without definitive losses than fully
evidence. developed PID, as

it’s in early stages.

Manual inspections are time-consuming, labor-intensive, and potentially haz-
ardous, often overlooking subtle issues. Ground-based camera inspections also
fall short in precision and efficiency. Drones, however, offer increased speed and
efficiency, enhanced safety, cost-effectiveness, comprehensive coverage, and high-
resolution thermal imaging capabilities, making them preferable for solar panel
inspections. The IEC TS 62446-3 standard underscores the importance of ther-
mal imaging in PV module maintenance, advocating drone use for accurate and
detailed thermographic inspections [16].

2 Related Work

The landscape of defect detection in PV systems has evolved significantly with
the advent of advanced machine learning (ML) and image processing techniques.
This section reviews pertinent studies that have informed and influenced the
methodology and findings of our research on drone-assisted infrared thermogra-
phy and machine learning models, specifically ViTs and YOLOvS, for PV defect
detection.
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2.1 Recent Relevant Literature

Prabhakaran et al. [25] conducted an extensive analysis of various methods,
emphasizing the crucial need for accurate fault identification to maintain PV
panel efficiency. Among the ML models evaluated, AlexNet stood out with an F1-
score of 0.86 and 85.56% accuracy, setting a benchmark for PV defect detection.

Bo et al. [5] reviewed ML applications for health monitoring in renewable
energy systems, providing a comprehensive overview of the current state and
future directions in PV fault detection.

Oviedo et al. [24] used a bibliometric approach to analyze AI applications
in PV fault diagnosis, offering insights into prevalent methodologies and the
necessity for robust AT solutions in the sector. Fioresi et al. [14] developed a deep
learning-based semantic segmentation model using Deeplabv3 with a ResNet-50
backbone for detecting defects in electroluminescence images of silicon PV cells,
achieving high accuracy and showcasing the potential of deep learning for precise
defect localization.

Li et al. [22] developed an online defect detection system for large-scale PV
plants using drones and edge computing, integrating deep learning and transfer
learning to enhance detection accuracy. Chen et al. [8] reviewed remote sensing
(RS) technology applications in PV system development, emphasizing its utility
in large-scale, high-resolution data collection for efficient fault detection.

Bommes et al. [6] proposed an anomaly detection framework for infrared
images of PV modules using supervised contrastive learning, achieving high
AUROC scores and demonstrating strong generalization capabilities.

Acikgoz [2] improved the YOLOv7 model for automatic crack detection in PV
cells, indicating ongoing advancements in object detection algorithms. Li et al.
[20] reviewed artificial neural networks (ANN) for PV fault detection, providing
insights into model configurations and performance metrics, while Ali et al. [4]
developed an SVM model with a hybrid feature vector for detecting hotspots in
PV panels using infrared thermography, achieving high accuracy.

Ishak et al. [17] reviewed image processing algorithms for detecting hotspots
in PV modules, suggesting future research directions for improved accuracy.
Ahmed et al. [3] utilized isolated and transfer learned deep neural models to clas-
sify PV panels using infrared thermographic images, with their isolated model
outperforming traditional deep learning models in defect detection.

These studies collectively highlight the critical role of advanced ML tech-
niques and image processing methods in enhancing the accuracy and efficiency
of PV defect detection. Our research builds upon these foundational works to
further improve the detection and classification of PV defects.

2.2 Comparative Analysis of Related Studies to Our Approach

Our study integrates drone-assisted infrared thermography with advanced
machine learning models, specifically ViTs and YOLOvS, for defect detection
in PV systems. We compare our approach with relevant studies by focusing on
some key aspects:
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Vision Transformers. Our Approach: We use ViTs for classifying defects
in PV panels detected by our custom segmentation model. ViTs are effec-
tive in capturing global image contexts, crucial for accurate defect detection
in high-resolution thermal images. We also compare the performance of ViTs
and YOLOvVS, demonstrating their respective strengths and limitations.
Related Studies: Fioresi et al. [14] use a Deeplabv3 model with a ResNet-50
backbone for semantic segmentation but do not explore ViTs. Bommes et al.
[6] employ a ResNet-34 CNN for anomaly detection, focusing on supervised
contrastive learning instead of ViTs.

Custom Dataset. Our Approach: We built a custom dataset of high-resolution
thermal imagery of PV systems using drones, capturing a range of defect types
and conditions. This dataset addresses the scarcity of publicly available, high-
quality thermal image datasets for PV defect detection.

Related Studies: Fioresi et al. [14] introduced the UCF EL Defect dataset with
17,064 EL images. Li et al. [22] developed a solution using images from PV plants
but with limited dataset details. Ali et al. [4] and Ishak et al. [17] emphasize the
need for extensive datasets for improved defect detection.

YOLOvVS8. Our Approach: We use YOLOvVS for real-time defect classification in
PV panels. Our study compares the performance of YOLOv8 and ViTs, high-
lighting their strengths in different defect detection aspects.

Related Studies: Agikgdz [2] employs an improved YOLOv7 model for crack
detection in PV cells, without comparing it with ViTs. Zhang et al. [31] use
YOLOV5 for defect identification, showcasing YOLO models’ effectiveness.

Custom Segmentation Model. Our Approach: We developed a TensorFlow-
based segmentation model to detect PV panels’ locations in thermal imagery.
This model ensures accurate defect localization, integrating with YOLOv8 and
ViTs for defect classification.

Related Studies: Fioresi et al. [14] use Deeplabv3 for segmentation but do not
combine it with multiple classification models. Bommes et al. [6,7] highlight
robust segmentation and detection models’ importance, but focus on anomaly
detection using CNNs.

Streamlined Process from Data Collection to Inference. Our Approach:
We present a comprehensive end-to-end process, including drone data collection,
image preprocessing, model training, and inference. Our approach features a
graphical user interface (GUI) tool for data collection and analysis, alongside
drone operation guidance for consistent, high-quality data capture.

Related Studies: Li et al. [22] propose an edge computing solution with UAVs
for visual inspection but lack detailed end-to-end workflow guidance. Chen et al.
[8] review remote sensing techniques but do not provide a specific workflow. de
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Oliveira et al. [23] and Ahmed et al. [3] emphasize the need for automation and
advanced machine learning integration.

Our study presents a novel and comprehensive approach to PV defect detec-
tion by integrating ViTs and YOLOv8 with a custom-built dataset and seg-
mentation model. The streamlined process from data collection to inference,
including drone operation guidance and a GUI tool, sets our research apart,
enhancing the efficiency, accuracy, and practicality of PV defect detection.

3 Materials and Methods

The full workflow of the proposed method including training the models and
preparing the dataset is depicted in details in Fig. 2.
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Fig. 2. Workflow diagram of the system

3.1 Study Area and Data Collection

The study was conducted at a solar park in Wilhelmshaven, Germany, commis-
sioned by Volksbank Wilhelmshaven in 2013, an aerial view of the park is shown
in Fig.3. The park covers 55,000m? and has an installed capacity of approxi-
mately 3 megawatts. It features 11,914 solar modules (CSG pvtech) connected to
the local power grid. The site was selected for its considerable scale, accessibility,
and the potential issues related to its age and other factors such as vegetation.
This provided a rich dataset for analysis.
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a) Aerial view of the PV system inspec- (b) DJI Mavic 3T drone used for ther-
Y
tion area. mal imaging and data collection in PV
system inspections

Fig. 3. Study area and the used Mavic 3T drone

3.2 Drone and Image Acquisition

Automated drone flights offer significant advantages over traditional inspection
methods. The drone inspection approach markedly enhances safety by keep-
ing inspectors on the ground, thus eliminating personal risk. Documentation is
digitized, making the process more objective and repeatable than paper-based
methods. Additionally, the potential for errors is greatly reduced, and digital
record-keeping allows for better accountability of past inspections.

The Mavic 3T’s thermal camera supports radiometric thermal video record-
ing, which captures temperature data for each pixel, providing precise thermal
analysis during inspections of PV parks. Our chosen drone for this mission is
therefore the robust and automated Mavic 3T depicted in Fig. 3.

Employing this drone, which features an advanced mission control system,
we conducted an aerial survey of the study area. The resulting dataset, encom-
passing numerous high-resolution photographs, is described in Table 2

Table 2. Acquisition details of collected thermal imagery

Attribute Description
Total Images 2,028 aerial images
Imaging Technique Thermal imaging

Camera Specifications |DJI Mavic 3T, 640 x 512 pixel resolution,

thermal imaging camera

Field of View 61 ° diagonal
Accuracy +2°C or +£2%, whichever is higher
Image Format JPEG, with embedded metadata (timestamp,

GPS coordinates, ambient temperature)

Data Collection Period|Single session, 70 min
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3.3 Image Distortion Correction and Preprocessing

Thermal images were initially processed to correct lens distortions using the
undistort functions of OpenCV [18], which rectify radial and tangential dis-
tortions. Our developed UI application for this step contains sliders to adjust
the correction parameters, while displaying below them a comparison of images
before and after barrel distortion correction. The parameters were specifically
calibrated for the Mavic 3T thermal camera and are automatically applied to all
photos taken with it. However, this application also allows users to experiment
with different parameters for other cameras.

After correction, the images underwent standard preprocessing steps, includ-
ing cropping, resizing, and normalization, to prepare them for segmentation
model training.

3.4 Segmentation Model Training and Extraction

We performed data annotation (labeling) using the Computer Vision Annotation
Tool (CVAT [9]), marking the precise locations of the PV modules within the
images, resulting in a dataset of labeled images.

After that, the TensorFlow Object Detection API, equipped with the pre-
trained model “EfficientDet-D0” [28], was utilized to train a model capable of
identifying individual PV modules within the thermal images. Following that,
we had manually selected and curated a dataset of images of single modules as
listed in Table 3 for subsequent training of the classification models. All images
are in JPEG format and have a resolution of 64 x 96 pixels.

Table 3. Number of Single-Module Images per Class after Segmentation

Severe Physical Cell-Level |Minor Systemic No Defect|Total
Damage Defects Anomalies |[ssues
300 310 309 311 315 1545

3.5 Classification Models Training

Two advanced machine learning models were employed for defect classification:

YOLOVS: The model specifically used was the YOLOv8m-cls. This medium-
sized model offers a balanced combination of training time savings and perfor-
mance, which made it the optimal choice for our implementation. The YOLOvS8
algorithm was trained to classify the types of defects observed in PV panels. This
adaptation allowed for the precise differentiation of various forms of degradation.

ViTs: these models approach image analysis through the lens of transformer
models, which are traditionally used in natural language processing. By treating
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image patches as sequences, ViTs provide a unique mechanism to capture con-
textual relationships in data, which promise to enhance the model’s ability to
focus on subtle features indicative of early-stage defects not readily apparent to
other algorithms. The specific variant used was “ViT-B/16,” a mid-sized Vision
Transformer that processes images by treating 16 x 16 pixel patches as sequence
elements.

Training of these models was conducted on Google Colab using a Tesla T4
GPU. The models were trained exclusively using a carefully curated, manually
annotated dataset, which consists of 1,545 thermal images representing various
types of defects in photovoltaic (PV) modules. In order to ensure the robustness
and accuracy of the study, no external datasets were used.

4 Results

In this section, we evaluate our proposed models and compare the classification
models to each other based on evaluation metrics and confusion matrices.

4.1 Evaluation Indicators

To validate the performance of all used models, precision (P), recall (R), and
Fl-score, as suggested in [30], were chosen as experimental evaluation metrics.
These were calculated as follows:

TP TP _2.P-R

P=aprre 0 Aeqpoey 0% FI=%oy

-100%

where TP (true positives) denotes the number of targets detected correctly, FP
(false positives) denotes the number of backgrounds detected as targets, and FIN
(false negatives) denotes the number of targets detected as backgrounds.

4.2 Performance of the Models

Performance of the Segmentation Model. In addition to the aforemen-
tioned general metrics, the performance of our segmentation model was evalu-
ated based on an additional one, namely Intersection over Union (IoU).

In image recognition, the IoU value is a critical indicator for the accuracy
of object recognition. It measures the correspondence between the predicted
bounding boxes and the actual frames defined as ground truth. The IoU value
divides the area of overlap between the two bounding boxes by the area of their
union [26].

Area of Overlap

ToU = (1)

Area of Union

A predicted frame is typically regarded as a true positive (TP) if its IoU
value exceeds a predefined threshold, which in our work is 0.7.
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The segmentation model had achieved the following values for the metrics:

— Precision: With an accuracy of approximately 96.8%, most of our model
predictions are correct.

— Recognition (Recall): Our model has achieved a complete detection rate
of 100%. It did not miss a single true bounding box.

— F1l-score: An almost perfect score of approximately 98.4% indicates a good
balance between precision and recall and points to the high functionality of
the model.

The segmentation model demonstrates high precision, recall, and F1-score,
making it suitable for accurate and reliable detection.

Performance of the YOLOvVS8 Classification Model. Various defect types
were successfully identified during defect classification using the trained YOLOvS8
model as detailed in Table 4. The metrics were calculated using the test dataset to
evaluate the models’ generalization capabilities. The model’s effectiveness was
confirmed by its alignment with manually classified defects. Although Table3
shows a balanced category distribution, some defect types, like cell-level defects,
were sometimes misclassified as “no defect”. This suggests the model struggles
to identify subtle variations of specific defects, despite having comprehensive
data for each category. Additional feature engineering could further enhance the
model’s ability.

Table 4. Performance evaluation of defect classification using the YOLOv8 model

Class Precision (%)|Recall (%)|F1-score (%)
Class 1 (Cell-Level Defects)|86.41 89.90 88.12
Class 2 (Minor Anomalies) [90.00 91.84 90.91
Class 3 (No Defect) 89.54 87.00 88.25
Class 4 (Severe Physical) (93.81 93.81 93.81
Class 5 (Systemic Issues) [100.00 96.91 98.43

The confusion matrix in Fig. 4 illustrates the efficacy of YOLOvVS in catego-
rizing diverse defects in PV systems. The model demonstrates high accuracy in
identifying instances of “No Defect” and “Systemic Issues”, indicating its robust
predictive capabilities in these categories. The confusion between “Cell-Level
Defects” and “No Defect” indicates potential areas for refinement to enhance
the model’s precision further.

Performance of the Vision Transformers Classification Model. The
ViTs model was also successful in identifying the various classes, as seen in
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Table 5. Based on the evaluation, the model has demonstrated more consistent
performance in terms of validation metrics.

The confusion matrix in Fig.4 demonstrates the high accuracy of the ViTs
model in defect classification, particularly for “Systemic Issues” and “Minor
Anomalies”, with an accuracy rate exceeding 90%. It is evident that there is
some confusion between “Cell-Level Defects” on the one hand, and both “Minor
Anomalies” and “No Defects” on the other, which indicates areas for improve-
ment. In conclusion, the model displays considerable potential for generalization
and reliability.

Table 5. Performance evaluation of defect classification using the ViTs model

Class Precision (%)[Recall (%)|F1-score (%)
Class 1 (Cell-Level Defects)/88.00 85.00 87.00
Class 2 (Minor Anomalies) |89.00 87.00 88.00
Class 3 (No Defect) 91.00 93.00 92.00
Class 4 (Severe Physical) |92.00 90.00 91.00
Class 5 (Systemic Issues) 93.00 92.00 92.00
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Fig. 4. Confusion matrix of the classification models

Comparative Analysis of Results. Although the primary aim of this paper
is to compare ViTs with YOLOv8 models, we can also benchmark our results
against those from related studies.
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In this regard, we observe the following: Prabhakaran et al. [25] reported an
Fl-score of 86% using AlexNet, while our YOLOv8 and ViTs models achieved
higher Fl-scores of 93.81% for “Severe Physical Defects” and 98.43% for “Sys-
temic Issues”. Fioresi et al. [14] achieved an F1-score of 69% and an IoU of 57.3%
with Deeplabv3, compared to our TensorFlow model’s ToU of 70%, and the F1-
scores mentioned above. They had targeted different defect classes however and
used a different imaging technology. Bommes et al. [6] reported high precision
and recall using ResNet-34 CNN, but used a different evaluation metric, namely
AUROC due to unbalanced dataset. Our models showed similarly high precision
and recall, demonstrating strong performance.

However, overfitting must be considered, as our dataset consists of modules
from the same manufacturer and model. The performance of our models on other
types of modules, despite the technological similarities, is not assured.

5 Discussion and Conclusion

All three developed models demonstrated excellent performance in detecting and
classifying defects in PV modules.

Both YOLOv8 and ViTs models exhibited high accuracy in the classifica-
tion of defects in PV modules. YOLOvV8 exhibited slightly higher precision in
certain defect categories, whereas ViTs demonstrated more consistent perfor-
mance across all categories. In light of the comparable performance metrics, the
selection of the optimal model should be based on additional considerations,
such as the availability of computational resources and the specific requirements
of the intended application. In scenarios where lower computational demand
is required, YOLOv8 may be the preferred option. Conversely, for applications
where consistent performance across various defect types is of paramount impor-
tance, ViTs could be the better choice.

We argue that cropping individual modules before applying the detection
algorithm is more effective for identifying faults within single modules. However,
considering the overall series can be beneficial for detecting other types of faults.
For instance, when an entire module is offline or connected in reverse. Such
significant faults can occur during installation or manufacturing and may not be
detectable by observing individual modules in separation.

Future work includes optimizing rare defect detection in the YOLOv8 model
through improved dataset augmentation, exploring hybrid models combining
ViTs and YOLOvS8 for enhanced classification, utilizing the RGB photos cap-
tured by the drone for further classification refinement, and integrating real-time
defect detection and classification into the user interface.

Our results demonstrate that combining our models with drone-assisted
infrared thermography significantly improves the accuracy and efficiency of PV
module inspections over manual inspection, offering a comprehensive automated
solution for defect detection and classification.

The dataset [11] and the code [10] are available under open source licenses.
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Abstract. With the growing number of data-driven services, effective methodolo-
gies to identify errors and rectify missing values within data are required to ensure
data quality. This paper examines the performance of three supervised prediction
and two imputation techniques for missing value imputation on real, structured
data from high-voltage batteries in the automotive industry. The cost of incorrect
data can be very high in this application.

In this study, starting with an error-free data set, missing values are generated
according to the missing-at-random mechanism. Thereafter, the decision tree, mul-
tilayer perceptron, k-nearest neighbour, and support vector machine algorithms are
evaluated for classification and regression tasks. Further, the k-nearest neighbour
imputer and the multiple imputation by chained equations algorithm are evaluated
as imputation techniques. The performance of these algorithms is compared based
on their reliability and error metrics for three categorical and seven continuous
features.

The paper shows that features, where the standard deviation is less than the
mean, are predicted more reliably than features with larger spreads. It is seen that
more complex algorithms, i.e. support vector machine and multi-layer perceptron,
perform better for more complex features, i.e. features with a higher cardinality and
a wide range. The k-nearest neighbour algorithm emerges as the best performing,
demonstrating efficient learning and generalisation across all features.

The approach used in this research identifies the strengths and weaknesses of
various machine learning algorithms in handling imputation tasks. This research
informs the selection and combination of methods for better error correction and
data management, ultimately supporting more reliable and efficient operations.
This paper has shown that machine learning algorithms can be used for miss-
ing value imputation and error correction, with k-nearest neighbour and multiple
imputation by chained equations providing efficient and reliable estimates for
missing values, with minimal training effort.
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1 Introduction

In large data systems, errors and inconsistencies significantly reduce data quality, impact-
ing business decisions and regulatory compliance, particularly in automotive systems.
Accurate and reliable storage of process and product information is essential. Con-
sequently, there is a need for effective methodologies to identify and rectify errors,
including handling missing values. The increased use of electric vehicles has further
highlighted the importance of high-quality data. The European Union (EU) has man-
dated that by 2026, all industrial or electric vehicles in the EU with a capacity over 2
kWh will require a battery passport, including data from various sources. The battery
passport underscores the necessity of managing data inconsistencies and missing values
effectively.

This paper explores the use of artificial intelligence (Al) and machine learning (ML)
methods for the correction of detected errors, here represented by synthetically generated
missing values. The study evaluates classification, regression, and missing value impu-
tation (MVI) methods based on predictive accuracy. Specifically, the paper assesses the
reliability of supervised imputation and predictive algorithms on a dataset of high-voltage
batteries (HVBs) for an electric vehicle.

The evaluated methods are intended for use with digital twins of motor vehicles,
which are virtual representations of vehicles that facilitate real-time monitoring and
performance optimisation. These digital twins are used throughout the vehicle lifecycle
for, inter alia, product and material traceability [3]. Given the high volume of data
involved in these digital twins, automated error detection and correction are essential.
The findings are significant in the context of regulatory compliance and the transition to
a climate-neutral economy, as mandated by the EU [11].

This paper is structured as follows: Section 2 summarises related research on the
approaches to error correction and MVI for large data systems, missing value mech-
anisms, and the algorithms employed for this research. Section 3 describes the HVB
dataset with its feature characteristics. Section 4 details the case study approach, includ-
ing data preparation, feature modelling, and hyperparameter tuning. The experiment is
evaluated in Sect. 5 and the paper is concluded in Sect. 6, including areas of future work.

2 Foundations and Related Work

The approaches to error correction are discussed in Sect. 2.1, the mechanisms that
generate missing values in Sect. 2.2, and the employed algorithms in Sect. 2.3. The
experimental setup (Sect. 5) is informed by the literature reviewed in this section.

2.1 Error Correction in Large Data Systems

Researchers have demonstrated the effectiveness of decision trees in imputing missing
values generated by the missing-at-random mechanism that uses other features in the
dataset [3, 14, 23]. Twala [23] found that model-based approaches, such as the expec-
tation maximisation algorithm, performed best on 21 complete datasets from the UCI
repository. Burgette and Reiter [3] applied the classification and regression tree (CART)
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algorithm within the “multiple imputation by chained equations” (MICE) framework,
offering a flexible and robust nonparametric approach for handling various data types
and complex relationships, although it may create undesirable discontinuities at partition
boundaries.

Random forests have also been found to provide reliable results in multiple impu-
tation by aggregating decisions from multiple decision trees [16, 24]. Pantanowitz and
Marwala [16] attributed the increased accuracy of random forests, compared to auto-
associate neural networks and hybrid methods, to their robustness in handling large
datasets and managing both continuous and categorical variables efficiently. Stekhoven
and Biithlmann [22] introduced MissForest, which addresses the problem of imputing
missing values in datasets with complex interactions and non-linear relationships.

Silva-Ramirez et al. [19] highlighted the effectiveness of multilayer perceptrons
(MLPs) and support vector machines (SVMs) in imputing missing data and correcting
erroneous records on 21 UCI datasets with both categorical and numerical features. They
found that MLPs were particularly effective in improving decision-making processes [ 19,
20].

Jerez et al. [6] enhanced prognosis accuracy for early cancer relapse in a dataset of
3678 women by comparing MVI carried out by MLPs, self-organising maps (SOMs),
and k-nearest neighbour (k-NN) against traditional statistical methods. ML methods
outperformed statistical imputation methods and improved prognosis accuracy. Other
neural network-based and hybrid methods have also been employed [12, 13, 18, 24].

Automated error correction in large data systems often relies on domain experts to
annotate and verify detected anomalies and corrections to erroneous data [4]. Alwan
et al. [7] categorise data quality management methods into three primary categories:
mathematical models, data mining methods, and technical solutions. Data mining meth-
ods enable the auto-discovery of knowledge from large volumes of data using techniques
such as anomaly detection, predictive analysis, and clustering. Technical solutions extend
these methods with technologies for data profiling, cleansing, validation, and integration
[12-14, 18, 23].

2.2 Missing Value Mechanisms

Rubin and Little [10] defined missingness as the occurrence of missing values within
a dataset and that missingness can occur in different ways and can be related to var-
ious mechanisms. There are three commonly identified missing value mechanisms:
missing-completely-at-random (MCAR), missing-at-random (MAR), and not-missing-
at-random (NMAR) [10, 22].

MCAR occurs when the probability of an instance having a missing value for an
attribute does not depend on either the known values or the missing data [22]. MAR
occurs when the probability of an instance having a missing value for an attribute may
depend on the value of that attribute. In other words, MAR occurs when the distribution
of an instance having missing values for an attribute depends on the observed data but
does not depend on the missing data [8]. NMAR occurs when the probability of an
instance having a missing value for an attribute may depend on the value of that attribute
[22].
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Depending on the mechanism that has generated the missing value, which should
be confirmed by a domain expert, a missing value may be treated as an error that can
be corrected [8]. Predictions can be carried out reliably when the missingness depends
on the observed data, i.e. missingness generated by the MAR mechanism [22], although
research has also been conducted on MCAR data [21]. Predictive models can be trained
on the observed data to estimate or impute missing values. Similarly, if there is no
informative value in an error, an error can be converted to a missing value generated by
a MAR mechanism, and a reliable prediction, or correction, can be made.

2.3 Algorithms for Missing Value Imputation

The following section outlines the ML algorithms employed in this paper. The algorithms
were selected to represent the diverse range of ML algorithms that literature has shown
to perform well.

K-Nearest Neighbour

The non-parametric k-NN algorithm can be inexpensive to train, depending on the size
of the training set, the distance metric used to measure similarity, and how the data is nor-
malised. Outliers have a limited effect on model performance as the closest neighbours
will be near the majority of the data points if a sufficiently large ‘k’ value is selected.
The k-NN algorithm is known as a ‘lazy learner’ due to the algorithm only abstracting
from the data when a prediction is required, increasing inference time in large datasets
[17]. The learning strategy of k-NN is useful and widely applied for M VI, outperforming
more complex ML algorithms [7, 15, 24].

Decision Tree
Decision trees are the most common information-based learning algorithm. Decision
trees have the following advantages: they are easily interpretable and the algorithm easily
handles categorical and continuous features, regardless of normalisation. This algorithm
can be inexpensive to train, depending on the size of the dataset, and is efficient due to
the tree traversal algorithm [16]. However, decision trees are prone to overfitting and
creating leaf nodes with one or two instances [17]. Also, making decisions with a low
sample size (the number of instances in the leaf node) results in unreliable predictions.
For error correction through MVI, the non-parametric nature of the decision tree
algorithm can be exploited for a range of diverse features. As there is a limit on the
size of a leaf node, the algorithm can provide unreliable values for features with a high
cardinality [17]. The interpretability of the algorithm is valuable for understanding why
certain missing values have been imputed, providing additional rules to domain experts

[7].

Support Vector Machines

SVMs use a kernel-based approach and an error-driven learning algorithm. Initially,
SVMs were used to carry out binary classification, but have been extended to han-
dle multi-class classification and regression tasks [20]. SVMs perform well on high-
dimensional data and on smaller datasets with minimal noise. The algorithm is relatively
efficient in memory [20], but is a slow learner and often results in longer training times
than the k-NN and decision tree algorithms [17].
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Although SVMs cannot handle missing values, the MVI estimator can still be used
to achieve comparable error correction and sometimes greater accuracy than other MVI
algorithms. SVMs have been applied to missing value problems in the literature [20]
and can be applied to impute values that are modelled by complex relationships between
the target and descriptive features. SVMs are not easily interpretable and require more
considerations during training to ensure the algorithm does not overfit due to the presence
of noise [5, 17, 20].

Multi-layer Perceptron

The training of an MLP (and other neural networks) is intensive and requires careful data
preparation and the selection of the number of hidden layer neurons, the parameters of
the model, and the optimisation algorithm used to train the model weights. The algorithm
is sensitive to missing values and the presence of noise, requiring careful selection of
the training set [21].

MLPs and other neural networks are widely applied to the missing value problem.
Similar to SVMs, the algorithm cannot handle missing values directly but can still provide
reliable predictions. The ‘black box’ nature of MLPs does not allow for interpretability.
The algorithm is not sensitive to the nature of features, nor the size of the dataset, and
provides reliable and efficient predictions, often outperforming other ML algorithms [9,
19]. MLPs are often applied with other neural networks or ML algorithms to increase
performance and form generative networks [12].

3 Description of Dataset

A battery passport is a document that describes the characteristics, battery type, and
production information for an HVB. Some of the features typically included in a battery
passport are described in Table 1.

An HVB consists of a variable number of modules, with each type of module having
the same number of cells (18, 22, 40, or 50). The module information is largely the same
for each module, with the major differences being the production dates, the material
change indices, and the part descriptions. The material weights of the different modules
vary significantly, indicating that modules do not have the same number of cells. How-
ever, this case study focuses on data from the higher-level battery packs and not on the
module or cell component level.

A statistical summary of the data is presented in Table 2. In this table, the level of
cardinality is considered to be low if there are fewer than 30 distinct values, high if there
are more than 100 distinct values, or otherwise moderate.

4 Case Study Modelling

4.1 Data Preparation

The original dataset consists of 8049 HVBs, with their associated modules and cells.
There are 6405 complete records in the HVB dataset with 6113 unique battery IDs,
indicating the presence of duplicate records. The capacity, energy, and charges fields are
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Table 1. HVB Feature Description.

Field

Description

HVB_UID

A unique HVB identifier allowing for the unambiguous
identification of each individual battery and each corresponding
battery passport

Material Part Number

The part number of the associated component. Not unique
across HVB instances

Material Change Index

An index that distinguishes between different versions or states
of the material

Material Part Description

A business logic-based description of the battery pack. Includes
the model code, parts of the serial number and production date

Production Date

The manufacturing date of the HVB

Material Weight The mass of the HVB (gram)

Model Code A five-letter business code that describes the model/series of
the HVB

Mean Aging Capacity The mean decrease, over the time of usage, in the amount of
charge (Ah) that the battery can deliver at the rated voltage,
expressed as a percentage of the original rated capacity

Minimum Aging Capacity The minimum decrease, over time of usage, in the amount of
charge (Ah) that a battery can deliver at the rated voltage,
expressed as a percentage of the original rated capacity

Mean Capacity The mean value for the current battery capacity (Ah)

Minimum Capacity

The minimum value for the current battery capacity (Ah)

Energy Throughput The energy throughput during the HVB life cycle (kWh)
Capacity Throughput The capacity throughput during the HVB life cycle (Ah)
Charges The number of times the HVB has been charged

Full Charges The number of times the HVB has been fully charged
Voltage The value for the current battery voltage (V)

empty for 1644 of the 8049 batteries (20.42%), which confirms that M VI is beneficial to
the battery passport use case. Data instances with multiple missing battery characteristics
cannot be accurately determined from the other fields. Associatively, determining the
type of battery (Model Code) without the energy and capacity fields is nearly impossible.
Outliers were identified in the ‘Material Weight’ feature, with 161 records having a
material weight of 1g, which is not a realistic weight for an HVB.

After removing records with missing values, rows with duplicate battery HVB_UIDs,
and rows with outliers in the ‘Material Weight’ feature, the dataset consisted of 6113
records with eight different model codes. Text-based features and primary keys were
excluded from the dataset. Features with high correlations (>0.97) were also removed,
leaving a single feature from each correlated pair. The ‘Production Date’ feature was
pre-processed into ‘Production Date week’ and ‘Production Date year’ features. After
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Table 2. Statistical Summary of the HVB Dataset.

Field Data Type Format / Range | Normalised Mean | Cardinality
(Standard
Deviation)
HVB_UID String, Unique 31 characters N/A High
Material Part Categorical 8 digits 1.0 (£0.0005) Moderate
Number Numerical
Material Change | Categorical 1 digit 1.0 (£0.14) Low
Index Numerical Feature
Material Part Structured Text 28 characters N/A Moderate
Description
Production Date | Date-time YYYY-MM-DD |N/A High
Material Weight | Categorical 6 digits 1.0 (£0.35) Moderate
Numerical
Model Code Categorical Text 5 characters N/A Low
Mean Aging Continuous decimal 1.0 (£0.02) High
Capacity
Minimum Aging | Continuous decimal 1.0 (£ 0.02) High
Capacity
Mean Capacity Continuous decimal 1.0 (£0.34) High
Minimum Continuous decimal 1.0 (£ 0.34) High
Capacity
Energy Continuous decimal 1.0(£1.2) High
Throughput
Capacity Continuous decimal 1.0(£1.2) High
Throughput
Charges Continuous number 1.0 (£ 1.8) High
Full Charges Number number 1.0 (£ 3,9 High
Voltage Number decimal 1.0 (£ 0.10) High

these cleaning steps, all numerical features were normalised, and missing values were
randomly generated in 1% of the target feature. All algorithms were tested with the same
pre-processed data, with missing values in the target feature.

4.2 Modelling

Categorical Features
The dataset includes four categorical features: ‘Model Code’, ‘Material Weight’, ‘Mate-
rial Part Number’, and ‘Material Change Index’. ‘Model Code’ is treated as a multi-class
classification problem. One-hot encoding of ‘Material Weight’ and ‘Material Part Num-
ber’ resulted in poor model performance due to “the curse of dimensionality”’; therefore,



82 D. N. Sheni et al.

these features were normalised and treated as continuous. Predictions for the ‘Material
Change Index’ were not conducted due to a strong majority class in the data.

Continuous Features

The dataset has seven continuous features and two high-cardinality categorical features
treated as continuous features. Predictions focused on features with high cardinality and
wide ranges, such as ‘Energy Throughput’ and ‘Capacity Throughput’. These dynamic
features are correlated with temporal features like ‘Charges’ and ‘Full Charges’.

Temporal Features

MVI was not applied to temporal features such as ‘Production Date’, ‘Charges’ and ‘Full
Charges’, due to the non-compliance with the MAR assumption and the potential for
large prediction errors. These features depend on previously recorded dates and charge
metrics.

4.3 Hyperparameter Tuning

A ten-fold cross-validation grid search was conducted for each algorithm-feature pair.
The parameter grid was set wide enough to allow for the variations in each feature, as
shown in Fig. 1. Grid searches were conducted using the complete, pre-processed data.
Hyperparameters were determined in the best-case scenario, with no missing values or
errors. The grid search results can be found at [25].

k-NIN Imputer Decision Tree
Neighbours: 3,5,7,9 Criterion: Squared/Absolute error,Poisson
Max Depth: 5,10,15,20,25
Splitter: Best, Random

Distance: Nan-Euclidean

Weights: Uniform, Distance Min Samples Leaf: 2,5,10

MLP SVM
Hidden Layer Size: 40, 45, .., 85 Kernel: Linear, Poly, RBF, Sigmoid
Activation: ReLU, tanh C:1,258,10
Learning Rate: 0.01, 0.05, 0.1 Epsilon: 0.01, 0.05,0.1,1.0
Solver: Adam, SGD Degree: 1,2,3,4

Fig. 1. Hyperparameter grid boundaries.

5 Experiment Evaluation

The experimental setup, which aims to represent the steps that a data scientist would
take to set up an ML pipeline, is outlined in Sect. 5.1. The evaluation of the results is
presented in Sect. 5.2.
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5.1 Experimental Setup

The data is prepared as described in Sect. 4.1.

The datasets are split into training (70%) and holdout test sets (30%). The training
set is further split for training and testing in a training loop, while the holdout test set is
used for ten-fold cross-validation, simulating experimentation, and deployment phases.
Accuracy and error metrics are assigned as training and validation metrics.

Missing values are introduced into the target feature of the training and test sets at
randomly selected indices. The training loop iterates 30 times, creating different training
and test sets for each algorithm to avoid bias from a single missing value pattern. The
prepared data, excluding the target feature, serves as input for the prediction algorithms
(MLP, SVM, and decision tree), while the incomplete target feature is input for the
imputation algorithms (k-NN, MICE). Predictive algorithms are trained on complete
data and tested on incomplete data. All algorithms are validated using models from the
training loop, and a Mann-Whitney U test is performed in the validation loop. Training
and inference results are recorded.

Classification accuracy, which is the ratio of correct predictions to total predictions,
evaluates categorical features. The classification accuracy is a commonly used metric
for classification tasks and is also known as the percentage of correct predictions or the
correct rate [6, 18]. For numerical features, the normalised mean-square error (NMSE)
and root-mean-square error (RMSE), are often preferred due to their sensitivity to outliers
[18]. However, in this study, the range-normalised RMSE (NRMSE) and the root-mean-
square percentage error (RMSPE) are used to compare algorithm performance across
different features. The NRMSE is relevant where the target feature’s values are in a
narrow range, while the RMSPE is more appropriate when the values span a wide range,
and the percentage error is more important than the absolute value of the error.

A post-processing step reverts scaled features to their original format (not shown
in this paper, for confidentiality reasons) and decodes class-encoded target features to
calculate RMSPE accurately. The results are documented for record-keeping.

5.2 Experimental Results

The experiment was performed for 10 features and the detailed results can be found
at [25]. The training results were comparable to the cross-validation results, showing
an increased performance and lower error values in the validation loop, which has a
smaller sample size. Figure 2 illustrates the error per feature and Table 3 summarises
the classification performance by giving the average accuracy of each algorithm, the
standard deviation, and the prediction times.
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The particularly high performance of the algorithms indicates that, for classification
tasks in this dataset, the algorithms are able to reliably distinguish different battery
classes based on their characteristics (the observed features). The decision tree algorithm
outperforms other algorithms with a near 100% accuracy and a low prediction time
attributed to the efficiency of the tree traversal algorithm. Rule-based imputation could
probably provide similar accuracies but would require significant time from a domain
expert.

Table 3. Average classification accuracy for the ‘Model Code’ feature.

Algorithm Average Accuracy (%) Standard Deviation Time
MLP 97.61 0.038 50s
Decision Tree 100.00 0.00 1.0s
SVM 98.26 3.31 29s
SVM (One vs Rest) 99.24 2.31 11.7 s
MICE (Decision Tree) 99.41 2.22 21.8s
kNN 98.61 3.11 1.0s

The use of NRMSE and RMSPE as evaluation metrics proved successful for the
regressed features. The normalised evaluation metric allows the algorithm performance
to be compared across features, showing the highest error in the ‘Voltage’ feature and
the lowest error in the ‘Material Weight’ feature. The highest RMSPE error is found in
the ‘Capacity Throughput’ and ‘Energy Throughput’ features, with RMSPEs of 26%
and 64% respectively, for the k-NN algorithm. These features are not reliably predicted
by any algorithm.

Modelling the categorical ‘Material Part Number’ and ‘Material Weight” features
as continuous features proved effective, resulting in low RMSPE errors. The capacity-
related features are predicted quite well, which can be attributed to their relatively low
cardinality and range. The reliability of imputation methods is attributed to the nature
of the imputed features, the observed features, and the selected MVI algorithms. The
k-NN algorithm emerged as the best performing, demonstrating efficient learning and
generalisation. Its performance was further examined using the MICE algorithm.



Evaluating Algorithms for Missing Value Imputation in Real Battery Data 85

0.14
0.12
0.10

@ 0.08
“0.06

0.4

0.02

ML —

NRMSE
MLP ——
MICE —
NN ——
VM — —
MLD e ——
MICE ——
NN ——
SVM
Decision Tree
MICE ——
NN ——
SVM  —
MLP ——
ecision Tree
MICE ——
NN ——
SVM  ——
MLP —
Decision Tree
MICE —
SVM
MLP
Decision Tree ————
MICE —
DECISION TTEe e ——

000 — L _ - I ceeh_cellln
Wz 3 s . y 2 z e Wz & 3wz P
'\_435 P & g Z : §§= gz;dﬁzgf &
s 7 N e = “ 7 = SEnzZE 3 7 =

2 2 2 2
K] -] g 2
g 3 3
& & & &
Material Weight ~ Material Pat~ Mean Aging  Minimum Aging  Capacity Energy Voltage Minimum  Mean Capacity
Number Capacity Capacity Throughput Throughput Capacity
Feature & Algorithm
®NRMSE ®Std Dev

30

25

20

g1s

z

b

=

10

s

.,,,r.[l_ hhewhelbnk. |||I|-'I||....Lru_ e bl
BZ3Z8 EEZEYERZEY EEZEY EBEZESEEZEYERZESEREZEY S ]

23epbg258g8e20¢ =N RS = - 2 JdE sSBEugsdE £ d g

EEE R R E R R R E R LR R R L R R R L R

2 =2 2 2 2 2 E-4 2 2

] g 7 ] ] 7 8 g ]

& 4 4 & & & & &

Material Weight Material Part Mean Aging Minimum Aging Capacity Encrgy Throughput Voltage Minimum Capacity  Mcan Capacity
Number Capacity Capacity Throughput

Feature
®RMSPE (%) ®Std. dev.

Fig. 2. NRMSE values (top) and RMSPE (bottom) values for the continuous features in the HVB
dataset.

6 Conclusion

This paper explores the imputation of categorical and numerical errors in a real HVB
dataset with 6113 records, towards a methodology for enhancing data quality in diverse
datasets. Among the ML algorithms evaluated, k-NN performs best, followed by decision
trees, while MLPs and SVMs perform relatively poorly in this experimental setup. MICE
is effective as an M VI tool, offering results comparable to or better than the standard k-
NN imputer. The best results are seen in features with low cardinality and limited range,
while the ‘Voltage’, Capacity Throughput’, and ‘Energy Throughput’ features present
the highest error. An ensemble of ML algorithms and statistical techniques is necessary
for reliable imputation during deployment [2].
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The paper contributes a real-world assessment of popular MVI algorithms, including
the strengths and weaknesses of a range of commonly used algorithms. This research
also contributes to the automotive industry practice by aiding the selection of methods
for error correction and data management. Thereby, the paper contributes to the broader
field of data science by demonstrating the practical potential of Al and ML for data
cleaning processes.

Future work should explore additional data pre-processing techniques such as bin-
ning continuous features and applying principal component analysis to address dimen-
sionality issues. These techniques may enhance prediction accuracy and reliability,
supporting the integration of ML models into automated pipelines for error correc-
tion in large datasets. Additionally, further research into the effect of missing rates and
non-monotone missingness is required.
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Preparing to run a marathon typically involves 12-16 weeks of training encom-
passing a variety of sessions to build the endurance, speed, and strength a runner
needs to complete the 42.2km (26.miles) distance. Many web-sites and books
offer marathon training plans that are broadly catered towards a specific finish-
time goal, for example 4.5 or 4 h marathon training plans. These plans typically
provide a day-by-day, week-by-week description of how a runner should train
to achieve this goal including distances and speeds for individual sessions, rest
days etc. However, these plans are usually static in nature and do not adapt to
the runners who follow them. Less experienced recreational runners, in particu-
lar, are likely to stray from these plans for a variety of reasons: they may have
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Abstract. Recommender systems have become a regular feature in our
daily lives. They influence the books we read, the movies we watch and
the content we consume on social media. There is opportunity to apply
recommender systems to more complex domains, such as exercise, and
in this paper we consider how such systems can play a role in supporting
runners as they train for a marathon. However, making recommendations
for more complex domains introduces additional challenges such as how
to provide varied recommendations and how to evaluate these sugges-
tions. In this work we address both of these issues using a stratified case-
based recommendation approach and the use of so-called pseudo-cases for
evaluation. The stratified approach allows for different recommendations
to be generated for each runner based on whether they would like to con-
tinue along their current training trajectory, or target a more ambitious
or a more conservative goal. We further describe how to evaluate these
recommendations in terms of their feasibility, plausibility, effectiveness
and safety using a large-scale, real-world dataset of more than 130,000
runners and their marathon training experiences.
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over- or under-estimated their ability and fitness; they may become injured or
experience other training disruptions; or their motivation may wane.

The widespread adoption of wearable sensors and training apps like Strava'
and Runkeeper? mean that large amounts of activity data are now routinely
captured about a runner’s training activities. This activity data has created
new opportunities to use ideas from machine learning and recommender systems
to provide more personalised training programmes by tracking training progress
and making interventions when runners appear to deviate from their target plan.
Recently, there have been several efforts to use this type of activity data to
provide more targeted training recommendations to achieve a target goal-time
[6], or to improve race-day performance [10], or to reduce the risk of injury [8].

In this work we adopt similar ideas to generate training recommendations
for runners. A key novelty in this work is that we generate these recommenda-
tions by explicitly targeting a range of performance goals, not just the runner’s
stated target but also more conservative and more ambitious targets that may
be within reach. Similar ideas were explored in [11] to advise runners as they
returned from injury, but here we consider training more broadly by providing
training recommendations to runners as they train. To do this we use a stratified
case-based reasoning approach to recommendation which is designed to generate
training recommendations for runners based on the training of groups of similar
runners with similar, less ambitious, or more ambitious performance goals. We
do this to provide runners with options to adjust their training based on their
progress.

A second contribution of this work concerns the evaluation of these recom-
mendations. Similar efforts in the past have been limited to comparing a specific
recommendation to the actions of similar runners. In this work, we use recom-
mendations to generate so-called pseudo cases by combining a runner’s training
to date with a recommended training adjustment and thus mimic the future
training of the target runner. We then analyse these pseudo cases according to:

1. Feasibility — Are the recommended training adjustments reasonable in terms
of their impact on training load? For example, it would not be reasonable
to expect a runner to significantly increase their weekly distance or improve
their training pace, or both, in the short term.

2. Plausibility — Is there evidence that the combined training to date and the
recommended future training occurs in practice? Do some runners with sim-
ilar training histories to the target runner also follow similar training plans
to the ones recommended?

3. Effectiveness — Is the recommended training adjustment likely to achieve the
desired performance on race-day? For example, does the runner’s predicted
finish time, using their training history and recommended plan, match the
target finish time?

! www.Strava.com.
2 www.Runkeeper.com.
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4. Safety — Is the training adjustment safe? For example, it is well known that
runners need to carefully monitor their training load (overall weekly distance
and pace) to avoid over-training and injury and the conventional wisdom
cautions against training adjustments that increase weekly training load by
more than 10%.

Some elements of this approach have been described and presented in [12] as
part of a fruitful feasibility study. Here we present an extended treatment with
a more detailed evaluation including a new feasibility analysis of the recommen-
dations produced. This evaluation is based on a large-scale, real-world dataset
containing the detailed training histories of more than 130,000 marathon run-
ners.

2 Related Work

Training for a marathon typically requires 12-16 weeks of intense training com-
posed of a carefully timed sequence of activities, including long runs (to build
endurance), interval sessions (to build speed), hill sessions (for strength) and
slow recovery runs (to aid recovery). Therefore, recommending training plans or
specific training sessions or sequences of sessions represents a much more chal-
lenging recommendation task than more familiar recommendation tasks such as
recommending books or music or movies [24].

Notwithstanding this additional complexity, the idea of a virtual coach
capable of making such recommendations is compelling and has recently been
explored in the literature [1,4,5,18,19,22,30,31]. Several systems have been
developed with runners in mind, for example, to help runners keep their heart
rate in a certain range [21], or to generate optimal interval training sessions (in
terms of maximal calorie burn) [29], or to provide in-race pacing advice [2] or
post-race advice on how to improve performance [15]. In other sports, reinforce-
ment learning [25] and particle swarm optimisation [14,16,17] have been used
for related tasks.

Particularly relevant for this work is a growing body of work in the case-
based reasoning (CBR) community to support marathoners [11,26,27] and ultra-
marathoners [23] and endurance skaters [28]; CBR methods have proven to be
effective because their nearest-neighbour approach facilitates a useful form of
local reasoning that is readily explainable to an athlete. Previous work on case-
based marathon training recommendations has looked at making short-term rec-
ommendations (next week of training) to help runners achieve a desired perfor-
mance goal [6,10], or to assess injury risk [8] or build fitness [3].

The work presented here aims to provide runners with a set of targeted train-
ing adjustments over the course of several weeks of training. The main technical
contribution stems from a novel, stratified CBR approach to recommendation
as well as the use of so-called pseudo-cases to evaluate these recommendations.
While CBR techniques have been used in the past for similar tasks [6,10,26],
they have typically been used to make a single recommendation or prediction,
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based on the performance or training of a single set of similar runners. The
stratified approach, adopted here, distinguishes between several groups of simi-
lar runners, with different performance/ability properties, in order to generate a
set of training recommendations based on these different performance groupings;
as mentioned above, similar ideas were presented in [11] to provide injured run-
ners with training advice as they tentatively returned to training after a period
of injury.

3 Stratified CBR for Training Recommendations

Our aim in this work is to provide marathon runners with recommendations
about how they may wish to adjust their current training, depending on their
progress so far and their current goals. It is not unusual for runners to wish to
adjust their training. Perhaps it has been going well and they feel inclined to
target a more ambitious goal, or maybe their current plan has been proving to
be too challenging and they wish to target a less ambitious goal. Either way, the
challenge is to make an adjustment that is right for their needs. If they wish to
target a more ambitious goal then how should they increase their training load to
achieve this, but in a safe way that avoids the risk of over-training. And, if they
wish to pull back on training then how can they do this without compromising all
of the hard work they have already invested in training to date. In this section,
we describe the stratified case-based reasoning approach for generating these
recommendations.

3.1 Representing Training Sets

Consider a runner r, w weeks before their target marathon m. Most smart-
watches and training apps record a training session as various time series. For
our purposes, a training session is made up of a time series that captures their
time and distance at regular (100m in this case) intervals during the activity.
Each such time series can be used to determine the distance, mean pace etc. of
the training session or activity. As in previous work [6,7,10], r’s training to date
is represented by several types of weekly training features as follows:

Mean weekly pace (mins/km)

Fastest 10km pace (mins/km)

Total weekly distance (km)

Longest run distance (km)

Number of rest days (unit)

Maximum consecutive days without training (unit).

SRR el

Each of these six features types produce three different features, by calculat-
ing the cumulative average, maximum, and minimum values at a given point in
training. For example, this means that there are three versions of mean weekly
distance: (i) the average mean weekly pace across all training weeks up to and
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including week w; (ii) the minimum (fastest) mean weekly pace up to and includ-
ing week w; and (iii) the maximum (slowest) mean weekly pace up to and includ-
ing week w. In this way, these features produce a training representation with 18
(6 x 3) individual features, representing r’s training in week w, which we refer
to as Fpre(r,w,m).

Next, we use sequential forward feature selection [20] to reduce these training
features to a subset of six features which we use as our final representation of
Fpre(r,w,m); see also [10]:

Overall Fastest 10km Pace (mins/km)
Average Fastest 10km Pace (mins/km)
Fastest Weekly Pace (mins,/km)
Slowest Weekly Pace (mins,/km)
Average Weekly Pace (mins/km)
Average Weekly Distance (mins/km).

S G o=

Using the same approach, we generate the feature set Fjos: (7, m, w) to cap-
ture a runner’s training after week w. In this way, a (historical) case for r, w
weeks before marathon m contains a set of features describing their training
up to and including week w, Fj..(r,m,w), and a set of features after week w,
Fpost(r,m,w), plus the future marathon time achieved by r in m, MT(r,m).
This serves as a complete case representation; see Eq. 1.

C(r,m,w) = <Fpm(r,m,w) | Fpost(r,m,w), MT(r, m)> (1)

3.2 Recommending Training Adjustments

To generate training recommendations for a target runner r;, w weeks before a
future marathon m,, we first find the k& = 30 most similar cases using a stan-
dard Euclidean distance metric to compare the runner’s recent training to date,
Fpre(ry, my,w), with those of the case base (Fpre(ri, m;, w)). Then we divide
these k = 30 similar cases into three groups — fast, moderate, and slow — using
their future marathon finish times (MT'(r;,m;)), thus forming a stratification
to the nearest neighbours. We then generate a set of training adjustments for
each stratified group based on the average future training completed, that is the
mean of the training features, Fpos(7;, mj, w); we later refer to these recommen-
dations as training strategies based on a faster, more moderate, or slower goal.
Hence, we can present a runner r; with options for their future training based
on the previously mentioned pacing and distance features, that reflect training
that similar runners, who have achieved slower (Ssiow ), intermediate/moderate
(Smod), or faster finish-times (S yqs¢), have completed for the weeks after week w.
Using these insights the runner can choose to adjust their training corresponding
goal time.

For example, if the moderate group is associated with a finish time of 245 min
and the fast group is associated with a finish time of 225 min, and the runner can
see that the runners achieving a finish of 225 min do so with a modest increase
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in weekly distance and reduction weekly pace (training at a faster pace), then
r; can adjust their planned training activities to meet these new distance and
pace targets if they wish to achieve a more ambitious finish time. Note that this
study concerns making adjustments across the next several weeks of training as
one overarching adjustment to training. However, in principle, it is possible to
use similar to adjust a runner’s short-term training, for example the next week
or two weeks of training by adjusting Fpes:(r, m, w).

4 Evaluation

To explore the eflicacy of the recommendations and how runners training for
a marathon adopt and respond to the predicted finish-times and recommended
advice, a live user study is required. This is beyond the scope of the present study
and remains a goal for the future. Here, we offer a retrospective evaluation using
a large-scale, real-world dataset of recreational marathon runners to evaluate
different aspects of the recommendations produced.

4.1 Dataset and Methodology

The dataset in this evaluation is an anonymised dataset® of 130,483 marathon
training plans from 70,844 unique runners (of which 17% are female) and
totalling 7,312,282 individual training activities captured in the 16 weeks of
training before a marathon. We use this dataset to generate a marathon train-
ing case base, CB in which each case corresponds to a complete (16 week) block
of training and a marathon finish time. We also produce individual case bases
cases for each week w of training, C5,,, each comprising the pre and post training
features for each runner r at week w, as described above.

We use a standard 5-fold cross validation approach whereby in each fold,
80% of the runners are used as training cases, and 20% are used as test cases,
and this process is repeated such that each runner is used as a test case exactly
once. For each target runner r, and week w, we use C'B,, to generate three
training adjustment strategies based on stratified approach described previously,
Sslows Smod, and Sgqst. Then, for each strategy sqg we add the recommended
features, Recpost(Sc), to the target runner’s training features to date to produce
a pseudo-case estimation, Cq, for r; as per Eq.2; where G refers to one of the
slow, moderate, or fast groups, Recpost(sg) simply refers to the recommended
features and MT(s¢) to the mean marathon time from the corresponding group
of similar cases.

Cg(r,m,w,sqg) = <Fpre(7",m,w) | Recpost(sG),MT(sG)> (2)

Here each Cg represents a hypothetical case of r; which we then compare to
the other cases in CB,, to calculate the evaluation metrics that follow:

3 The authors access this dataset via a data sharing agreement with Strava Inc.
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1. Feasibility: Is the recommended strategy achievable for the runner? We esti-
mate this by comparing the training load of the recommendation with the
training load of the runner’s actual training prior to recommendation in terms
of training distance. Generally the increase/decrease in training load should
be within £10%.

2. Plausibility: Is the recommended strategy plausible: is the pseudo-case, Cg,
an example of a realistic marathon training experience? We estimate this
based on the average distance between each Cg and the k = 10 most similar
cases in CB,,. The closer it is to its nearest cases the more plausible it is and
therefore the more plausible the recommended strategy sg will be.

3. Effectiveness: Does the recommended strategy, s, achieve the desired perfor-
mance? We estimate this using the difference between the average finish-time
of the runners generating the recommendation, MT(sg), and the average
finish-times of & = 10 most similar cases to Cq in CB,,.

4. Safety: Is the recommended strategy safe, in terms of the future risk of train-
ing injury/disruption for the runner? We estimate this using the proportion
of the £ = 10 most similar cases in CB,, to the pseudo-case, that have a dis-
ruption (break) in training greater than 7 days 7 days is chose as a common
threshold disruption duration that suggests injury [32].

The results for each of these metrics are discussed in the following sections.
Figure 1 shows a the average values for each metric for males and females at
different stages in training, while Fig.2 shows a more fine-grained analysis of
the values of each metric at a particular point (w = 8) in training.

4.2 Recommendation Feasibility

Figurel (a) and (b) show the feasibility of the recommendations for each
strategy across the different weeks in training. Feasibility is calculated as the
relative change in weekly distance (training load) required to implementing the
recommended training: values above 0 indicate an increase in training load while
values below 0 indicate a decrease in training load.

As might be expected the fast training strategy is associated with higher
increase in training load; for males and females this strategy corresponds to a
training load increase of just about 10%, which is on the boundary of what is
normally considered to be safe in marathon training. The moderate training load,
which corresponds to the runner continuing to train at their base rate, indicates
a 5% increase in training load, which corresponds to natural increases in training
load as the weeks progress. Finally, the slower training strategy is associated with
little or no increase in training load for the weeks following recommendation.

These results are reasonably consistent across the different training weeks
but with a modest reduction in training load increases as the runner approaches
race-day. This makes sense. As training progresses runners will be accumulating
increasing levels of training stress and their ability to up-modulate their training
will reduce as race-day approaches. In terms of feasibility, we can say that they
different recommendation strategies are broadly feasible, but with the fast group
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Fig. 1. An evaluation of the recommended training adjustments for the slow, moderate,
and fast strategies for males and females in terms of: (i) feasibility, graphs (a) & (b);
(ii) plausibility, graphs (c¢) and (d); and (iii) effectiveness, graphs (e) and (f); and (iv)
safety, graphs (g) and (h).
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on the edge of what would be considered to be feasible, at least from a safety
and injury risk point of view.

When we look more closely at the results in Fig.2(a) we see that while the
median values of feasibility for the fast training strategy are higher than that
of the moderate and slow training strategies, the range of values and the 25%
and 75% quartile values are not very different. This means that for a portion of
runners the faster training strategy would be deemed feasible while for another
portion of runners the slow training strategy would require increases in train-
ing load that could be deemed infeasible. If we would ideally keep the relative
increase in training load between —10 and +10% then it seems that each training
strategy might only be feasible for about 25-50% of runners.

Detailed Analysis: 8 Weeks from Race-Day
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Fig. 2. A series of box-plots displaying the values for each of the following recom-
mendation metrics: (a) feasibility, (b) plausibility, (c) effectiveness, and (d) safety, for
each recommendation strategy (slow, medium and fast) and for males (blue/left) and
females (orange/right). (Color figure online)
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4.3 Recommendation Plausibility

Plausibility captures how likely we are to see the pseudo-case in the case base,
that is how often runners, having completed their training to date carry out
similar training to that which was recommended in practice. We use case distance
as an (inverse) measure of plausibility; greater distance implies lower plausibility.
Figure 1(c & d) show the recommendation plausibility for each strategy across
different training weeks for male and female runners.

We see that generally the moderate recommendations are more plausible
(lowest distance) than the fast and slow recommendations. Somewhat unexpect-
edly, the fast recommendations demonstrate higher plausibility than the slow
recommendations, which may indicate that marathon runners in practice tend
to push for faster times. Also note that the recommendations for male runners
have higher plausibility (lower distance) than those generated for females, which
may imply greater variation in the training patterns of female runners. Finally,
it appears that plausibility tends to decrease (case distance increases) as run-
ners approach race-day, suggesting that greater variation in training closer to
race-day.

Similar to the previous section we see that in Fig.2 there is a similar range
and 25% and 75% quartile values for each of the training strategies. It is inter-
esting to note that for male runners 50% have average case distance between
0.5-0.85 approximately while for female runners 50% of the average case dis-
tance is between 0.55-0.95 approximately. Through experimentation it could be
possible to determine an acceptable value for this metric that could then decide
whether or not a recommendation could be offered which would be inline with
the common recommendation evaluation measure of case coverage.

4.4 Recommendation Effectiveness

The effectiveness of the recommended training plan measures whether or not
the recommended plan achieves the performance result it had promised. Here
we are not looking at which strategy achieves better performance, as the method-
ology ensures that the faster strategy will produce faster predicted performance.
Rather, for a given runner, we calculate the error when comparing the average
finish-time of the runners that generated the recommendation for each strategy,
to the predicted finish-time of the pseudo-case generated from the runner’s train-
ing to date and the recommended training adjustment. A lower error indicates
that the recommendation delivered the desired performance outcome.

Figurel (e) and (f) show the average error rate across at different training
stages and recommendation strategies for males and females. Here there is a
substantial difference in effectiveness across strategies, with a smaller error rate
for the moderate training strategy close to 3% for males and 2% for females,
which is lower than in previous work on performance prediction [2,7,9,26,27].
One interpretation of this is that, since the predicted performance is based on
“filling in the blanks” in the runner’s training set with similar mid-range runners
it follows that if runners were to train “as expected”, we could then predict their
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performance with low error rates at any point in training. Also, unlike in the
other results, the value for recommendation effectiveness is consistent across all
weeks but lower error rates are associated with females regardless of strategy,
which is consistent with prior work [7,9].

Unlike the previous two metrics, when we compare the strategies in detail in
Fig.2 (c) we see a modest range of values for the moderate strategy — between
0-7.5% for females and between 0-9% for males, whereas for the fast and slow
strategies 25% of males have performance error between 10-18.5% and 12.5-21%.

4.5 Recommendation Safety

Finally, it is important to ensure the training recommendations do not increase
the risk of injury for runners. The data used in this work does not contain
specific information about injuries, but as in previous work training disruptions
(periods of 7 days or more without training) are used as a proxy for injury
[11,13]. Figurel (g) and (h) show the recommendation safety results for males
and females. Somewhat unexpectedly, the slow strategy tends to be associated
with a higher risk of disruption than either of the other strategies and overall the
fast strategy presents with the lowest risk of disruption. While this is unexpected
— we might expect that targeting a more ambitious goal increases the likelihood of
injury — it is worth noting that this may be an artefact of the data if, for example,
the slower runners train with more frequent disruptions as demonstrated in [13].
Injury risk also decreases closer to race-day which may be due to our dataset
only including runners that made it to race-day and therefore those who become
injured close to race-day and had to drop out of the race and are therefore not
present in our dataset.

In the more detailed analysis in Fig. 2 the separation between fast and mod-
erate training strategies becomes less clear while for male runners there is a
slightly higher 75% quartile value and a substantially higher upper limit value.

5 Conclusion

This paper presents an extended evaluation of a novel stratified CBR app-
roach to marathon training recommendations using pseuodo-cases. The stratified
CBR approach makes it possible to recommend different training adjustments
to runners based on sets of runners with similar training histories but differ-
ent marathon finish-times. In this way we can make future training suggestions
(adjustments) to a target runner based on runners who have trained in a similar
fashion but achieved faster or slower finish-times.

The evaluation analysed pseudo-cases representing hypothetical training sce-
narios in which the runner completed each recommended training strategy. These
were formed by combining the runner’s training to date with the recommended
future training for a given strategy. We conducted an offline evaluation of these
pseudo-cases to compare the recommended training strategies based on sev-
eral evaluation criteria (feasibility, plausibility, effectiveness, and safety). Initial
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results were positive. The faster training strategy was less feasible than others, as
it required a greater increase in training load. There was minimal differences in
plausibility across the training strategies. The slower training strategy appears
to be associated with higher injury risk, and the moderate strategy is most likely
to achieve the predicted finish-time. An interesting finding was that by predict-
ing the future training a runner completes, we can predict an accurate marathon
finish-time (2% error rate) when the runner adopts the moderate training strat-
egy (which corresponds to their training as planned). This error rate is lower
than previous finish-time prediction models using training data alone [7].
Future work will seek to conduct a live user study to fully evaluate this
work and determine whether runners find the training recommendations useful in
practice and their impact on runner’s performance and injury risk when adopted.
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Abstract. Emotion detection in textual data plays an important role in various
NLP applications and is an important branch of sentiment analysis. There is a
dearth of applications of emotion detection in low resource languages such as
Hindi. There are a number of challenges in the available open-source resources
in Hindi language such as imbalanced datasets and lack of understanding of tex-
tual nuances specific to Hindi. This paper presents a comprehensive study on
emotion detection in Hindi text using Large Language Models (LLMs). We will
be leveraging GPT-3.5-turbo API for dataset augmentation using few-shot learn-
ing and zero-shot learning techniques and further fine-tuning pretrained BERT
and mBERT models. This study’s key findings include generating two balanced
datasets to establish baselines, fine-tuning models for emotion detection and eval-
uating their performance. There is a significant improvement in Accuracy and
F1-score, demonstrating the effectiveness of the approach employed. We further
discuss the future directions for research including multimodal emotion detec-
tion and cross lingual applications along with ethical considerations in deploying
emotion detection systems. This research contributes to advancing the under-
standing and applications of emotion detection in Hindi text such as customer
feedback assessment, social media sentiment analysis, mental health evaluation
and human-computer interaction (HCI) via virtual assistants like Alexa and Siri.

Keywords: Fine-tuning mBERT - Hindi Emotion detection - Sentiment
analysis - Data augmentation - Synthetic data generation

1 Introduction

With 690.5 million speakers Hindi is the third largest language spoken globally [4].
Hindi is the official language of India, and it is also spoken prominently in eight other
countries including Fiji, UAE and Singapore [25]. The linguistic landscape of Hindi is
enriched by its association with several other languages and dialects prevalent in the
Indo Gangetic region e.g. Awadhi and Bhojpuri [22].

The digital age has seen a significant increase in Hindi’s influence. There are approx-
imately 692 million Internet users in India as of 2023 out of which 467 million are active
social media users [10]. These active social media users spend an average of 141.6 min,
i.e. roughly two and a half hours per day on social media platforms [24]. All the major
social media platforms like Instagram, Facebook, X, LinkedIn and WhatsApp have Hindi

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2025
M. Bramer and F. Stahl (Eds.): SGAI 2024, LNAI 15447, pp. 105-118, 2025.
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as a supported language. This shows the growing digital footprint of the language as well
as its integration into the online discourse.

With the advent of deep learning, NLP has experienced a rapid increase in advance-
ments. There has been an increase in understanding and analyzing human emotions
conveyed through text data. Emotion detection is an important sub-field of NLP. It
has a critical role across various applications like sentiment analysis, customer feed-
back assessment, mental health evaluation and human -computer interaction via virtual
assistants like Alexa and Siri. The primary objective of emotion detection system is
to recognize and categorize fine-grained emotions such as Happiness, Anger, Sadness,
Surprise, Fear and Disgust, if present within text inputs.

There are considerable research efforts dedicated to emotion detection in English.
Howeyver, there is a dearth of resources such as annotated datasets and research studies
for languages other than English. This scarcity is particularly noticeable in the avail-
ability of comprehensive datasets tailored for emotion detection in Hindi. The existing
datasets, which are few, are often characterized by their limited size, sparse records, and
imbalanced class distributions which result in significant challenges for training robust
and accurate emotion detection models.

The scarcity of resources in Hindi language poses a significant barrier to advancing
research in emotion detection for the language. Due to the unique linguistic charac-
teristics and cultural nuances present in Hindi texts there is an urgent need to develop
specialized approaches and datasets to facilitate effective emotion detection and analy-
sis. To cater to the needs of diverse linguistic communities worldwide, addressing this
gap in resources and knowledge is paramount to unlocking the full potential of emotion
detection in Hindi.

Hence, this study aims to address these critical gaps in emotion detection research
for Hindi by generating two balanced datasets in Hindi using LLMs and existing Hindi
datasets by using few-shot and zero-shot learning techniques. Additionally, we will fine-
tune two classifiers using BERT and mBERT for enhanced emotion detection accuracy.

2 Related Work

In this section, we will look at the relevant work already done in the following areas viz.
(1) Datasets with emotion classification (2) Techniques for emotion detection in text (3)
Capability of LLMs (4) Few-Shot learning.

2.1 Datasets with Emotion Classification

The availability of annotated datasets is crucial for training emotion detection models.
Kumar et.al [12] has done a detailed survey on the datasets available in Hindi and
English. In addition to this there are several other datasets present in Hindi [1, 5-7, 11,
16, 19], other Indian regional languages [16], and Hindi-English code-mixed text [18]
for emotion classification, the details of which are present in Table 1.

Two datasets are employed in this study: Bhaav [11] and Emo-Dis-Hi [1].

Bhaav [11]. Kumar et al. [11] mentions that Bhaav is the first and largest Hindi
text corpus for emotion analysis. It consists of 20,304 sentences from 230 short stories
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Table 1. Summary of various datasets for emotion detection

Dataset Content and Language Feature Emotion Model
ISEAR 7665 labeled English sentence | 7 emotion labels | Discrete
SemEval 1250 Arabic and English texts | 6 emotion labels | Discrete

from Tweets and newspapers
EMOBANK 10000 labeled English sentence, | 6 emotion labels | Dimensional

spanning over a wider domain

WASSA-2017 Emolnt | Annotated tweets in English 4 emotion labels | Discrete

Daily Dialog 13118 labeled sentences in 7 emotion labels | Discrete
English
Emotion-Stimulus 1594 labeled sentence in English | 7 emotion labels | Discrete
Smile dataset 3085 tweets in English 5 emotion labels | Discrete
BHAAV dataset 20304 labeled Hindi sentence 5 emotion labels | Discrete
EmolnHindi 1,814 dialogues with 44,247 16 emotion labels | Dimensional
utterances in Hindi labeled
Emo-Dis-HI 2667 sentences in Hindi labeled | 9 emotion labels | Discrete
Hindi EmotionNet 4430 sentences in Hindi labeled | 3 emotion labels | Discrete
Children Story 780 sentences in Hindi labeled | 5 emotion labels | Discrete
HindiMD 1818 tweets in Hindi labeled 3 emotion labels | Discrete
SAIL Dataset 1052 Bengali, 1278 Hindi, 1103 | 3 emotion labels | Discrete

Tamil tweets labeled

Social media Text 12000 Hindi English 3 emotion labels | Discrete
code-mixed social media text

spanning across 18 genres. It aims to analyze the emotions expressed by characters in
Hindi stories and provide annotations for five emotion categories- anger, joy, sad, sus-
pense and neutral. Kumar et al. [11] emphasizes the significance of Bhaav as a resource
for studying emotions in Hindi text. The dataset addresses the lack of emotion analysis
resources in low-resource languages. The study highlights the potential applications of
the Bhaav dataset, discusses challenges in annotating emotions in Hindi, and presents
baseline classifier performances. The main limitation of this dataset is the imbalance
towards neutral class.

Emo-Dis-Hi [1]. It is a newly created dataset for emotion recognition in Hindi,
developed from scratch due to the absence of existing resources in this domain. The
dataset focuses on disaster-related news documents obtained by crawling popular Hindi
news websites. Ahmad et al. [1] explains that the sentence-level annotation was per-
formed using Plutchik’s wheel of emotions. Each sentence was labelled by the annota-
tors with one of the nine emotion categories, including sadness, sympathy/pensiveness,
fear/anxiety, optimism, joy, disgust, anger, and surprise. The sentences that did not evoke
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any emotion were labeled as no-emotion. Due to the focus on disaster-related content,
the dataset exhibits a skew towards negative sentiment.

2.2 Techniques for Emotion Detection in Text

Kumar et al. [12] focuses on Hindi text emotion analysis using the Bhaav dataset. Bhaav
dataset is imbalanced in nature, hence, random under sampling was performed first to
reduce the number of records in the majority class and then oversampling was done by
using SMOTE to oversample the minority class in order to achieve a more balanced
distribution. The study includes training on various machine learning and deep learning
techniques including mBERT to predict emotions in Hindi sentences. The study further
shows that Word2Vec models used in traditional machine learning algorithms generate
context independent embeddings while mBERT generates context dependent embed-
dings and thus, achieves the best performance. The study acknowledges the challenge
of limited availability of emotion recognition models in languages other than English,
emphasizing the need for more research in regional and local languages.

Ahmad et al. [1] also addresses the challenge of emotion detection in Hindi by
creating a new dataset for emotion detection in disaster domain called Emo-Dis-Hi. The
dataset has nine emotion classes identified. The study shows a deep learning framework
that leverages information from a resource rich language like English to enhance emotion
detection in Hindi. CNN and Bi-LSTM are used as base learning models to achieve this.
A cross lingual word embedding representation of words is generated in the shared
embedding space. Neural networks are trained on existing datasets and then transfer
learning strategies are employed for emotion classification in Hindi. The study concludes
that knowledge from a resource-rich language like English can be effectively transferred
across languages and domains for improved emotion detection in Hindi.

Nandwani et al. [13] reviews various techniques for sentiment analysis and emo-
tion detection on datasets of various domains mainly in English. Some of the methods
reviewed are lexicon based (dictionary based, corpus based), machine learning based
(naive bayes, SVM), deep learning based (CNN, LSTM) and hybrid approaches. Trans-
fer learning is also reviewed. Dictionary based approaches offer adaptability whereas
corpus-based approaches offer increased accuracy within a domain. The performance
of machine learning algorithms depends upon the size of dataset and pre-processing
performed. Deep learning algorithms like LSTM and RNN with attention usually
outperform traditional methods in large datasets. BERT models also achieved high
accuracy.

2.3 Capability of LLMs

Venkatakrishnan et al. [20] investigates the use of pre trained transformer-based models
like GPT 3.5 and RoBERTa for emotion detection in NLP. The main focus of the study
is to examine the potential of these models as automatic label generators in order to
improve accuracy. The dataset was collected using SNScrapper for the tweets pertaining
to two events - the murder of Zhina (Mahsa) Amini in Iran and earthquake in Turkey
and Syria. The tweets were collected without applying any language filters and contain
Persian and Turkish tweets as well. A sample of 10000 tweets was collected for the
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purpose of the study. Both the models show promising results in detection. GPT 3.5
with its generative nature demonstrates a strong understanding of language context and
captures complex emotional nuances but struggles with fine-grained emotions. However,
for a limited set of labels, ROBERTa because of its fine-tuning abilities and extensive
pre training for emotions provides more accurate predictions. The choice between GPT
and RoBERTa depends on the specific requirements of downstream ML tasks.

Sahu et al. [17] proposes a prompting-based approach to generate labeled training
data for intent classification using off the shelf large language models like GPT 3. The
study evaluates the proposed approach using few-shot learning technique. A simple
prompt structure based on seed intent and available examples is given to GPT-3 to
generate diverse training data. The study concludes that in tasks with distinct intents the
GPT generated data significantly boosts the performance of intent classifiers. Sahu et al.
[17] suggests that GPT could be used as a classifier to filter out unfaithful examples and
enhance data quality. Relabeling GPT-generated data by humans further improves intent
classification performance.

2.4 Few-Shot Learning

Wang et al. [21] surveys few-shot learning (FSL) technique in machine learning. FSL
leverages prior knowledge to rapidly adapt to new tasks with minimal supervised exam-
ples. The study provides a formal definition of FSL and discusses the similarities and
differences of FSL with related machine learning problems like transfer learning, imbal-
anced learning etc. A deep dive is performed into core issue with FSL and different
FSL methods based on utilization of prior knowledge in data, model and algorithm are
discussed. Pros and cons of each category are then discussed. Potential applications of
few-shot learning including robotics, NLP are discussed.

3 Design and Methodology

The research study comprises of several key steps as outlined in Fig. 1. The two pri-
mary datasets Bhaav [11] and Emo-Dis-Hi [1] serve as the foundation for analysis. By
leveraging the capabilities of GPT-3.5-turbo API for text generation the study employs
advanced techniques such as prompt engineering, zero-shot learning and few-shot learn-
ing to augment the dataset and enhance its quality. For emotion detection or classification
two state of the art models - BERT and mBERT are utilized. Baseline performances are
evaluated as well as fine-tuning is performed to address the nuances of emotion detec-
tion in Hindi text. These steps form the methodology framework for the research study
leading to an exhaustive analysis of emotion detection in Hindi text using the latest NLP
techniques.

3.1 Datasets

In this study, we selected Bhaav and Emo-Dis-Hi datasets based on several critical factors
that align with the research objectives. Bhaav and Emo-Dis-Hi datasets were chosen
primarily because they are among the most comprehensive resources available for Hindi
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GPT 3.5 Turbo Fine-tuning Performance on
Bhaay Imbal: Bhagy Balar BERT and mBERT Bhaav Balanced
Dataset

Few Shot Leaming

GPT 3.5 Turbo

Emo-Dis-Hi Few Shot Leaming Emo-Dis-Hi Balanced r nce on
Dataset GPT 3.5 Turbo Dataset Emo-Dis-Hi
-2 Ul Balanced Dataset
Zero Shot Learning

Fig. 1. Methodology for the research study

emotion detection, covering a wide range of emotions and contexts. Bhaav dataset’s
literary focus allows for the exploration of complex emotional expressions in narrative
form, while Emo-Dis-Hi dataset’s emphasis on disaster-related content provides a more
intense emotional spectrum. This combination of datasets is essential for testing the
versatility and robustness of our models across different types of textual content. The
basic information about the datasets is already discussed in Sect. 2.1.

Bhaav [11]. The annotation was performed by three native Hindi speaking volunteers
with at least ten years of formal education in Hindi. The dataset however exhibits a
significant imbalance with most instances classified as neutral (57.6%). The remaining
emotion categories constitute a smaller proportion of the overall population. e.g. anger
(7.2%), suspense (7.44%), joy (12.13%), and sadness (15.6%).

Emo-Dis-Hi [1]. The annotation was performed by three native Hindi speaking
volunteers with post-graduate in linguistics and Hindi as their primary language. The
dataset however exhibits a significant imbalance with most instances classified as sad-
ness (55.4%) followed by sympathy/pensiveness (13.8%), no emotion (8.2%), opti-
mism (6.6%), fear/anxiety (5.4%), joy (5.3%), disgust (2.3%), anger (1.7%) and surprise
(1.2%).

The class imbalance necessitates pre-processing to create a balanced dataset, which
is crucial for enabling the model to effectively learn and differentiate between all emotion
classes.

3.2 Models

GPT-3.5-turbo API [14]. This API is used in this study for text generation. This model
has been developed by OpenAl and it represents a state-of-the-art LLM (large language
model) known for its ability to generate human like text across different tasks like
text completion, summarization, translation and question and answering. GPT-3.5 has a
complete understanding of language patterns, semantics and context as it has been trained
on a vast dataset consisting of literature, articles, websites and other textual sources. It
has also been extensively trained in various languages including Hindi ensuring a strong
understanding of the language’s syntax, semantics, and context. The key features of
this API include its support for prompt engineering, enabling users to provide specific
instructions to the model in order to guide the text generation process towards desired
outcomes in terms of domain, format etc. In addition to this, the API also facilitates
advanced techniques like zero-shot learning and few-shot learning. These techniques
help the model to perform tasks such as generating text on the basis of examples provided.
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In this research, the GPT-3.5 turbo API serves as a powerful tool for dataset aug-
mentation, enabling the generation of high-quality text data to create balanced datasets
from existing Bhaav and Emo-Dis-Hi datasets using few-shot and zero-shot learning
approaches.

BERT [2]. The Bidirectional Encoder Representations from Transformers (BERT)
model is used in this study for text classification or emotion detection tasks. This model
has been developed by Google. BERT is known for its bidirectional contextual under-
standing using the transformer architecture to capture semantic meaning from text data.
With its multiple layers of self-attention mechanisms, BERT can effectively model
contextual dependencies in both directions of a sequence.

In this research, the pre-trained BERT model is fine-tuned specifically for the task
of emotion detection from text. Fine-tuning involves adapting the parameters of the
pre-trained BERT model to the target classification task by using a labeled dataset. By
fine-tuning on task-specific data, BERT is expected to achieve improved performance.
BERT was selected to show the differences between the two models (mMBERT and BERT),
one specifically trained on Hindi text and the other not.

mBERT [3]. The multilingual BERT (mBERT) model is used in this study for text
classification or emotion detection tasks. It is an extension of the BERT model and
is designed to handle multilingual text data effectively. mBERT was included in the
methodology as it offers several advantages such as ability to handle multilingual text
data, capturing cross-lingual semantic relationships and providing robust performance
across diverse languages. By leveraging mBERT for emotion detection in Hindi text, we
aim to enhance the accuracy and effectiveness of our classification model for capturing
nuanced emotional states expressed in textual data. mBERT was selected for this research
considering its accessibility and baseline performance on Bhaav dataset [12].

3.3 Hyperparameter Selection

GPT-3.5-turbo API. The parameters below were set up during text generation tasks.

e Temperature - This parameter controls the randomness of the generated text.
Temperature is set as 0.8 to get some degree of creativity in outputs.

e Max tokens - This parameter limits the maximum number of tokens (words or sub-
words) in the generated text. No limit has been set for this since we are generating
sentences and we dont want to limit their length.

BERT and mBERT. The parameters below were setup during emotion detection tasks.

e Learning Rate - Hyper Parameter Training was done to select the best learning rate
from [2e-5, 3e-5, 5e-5].

e Epochs - Hyper Parameter Tuning was done to select the best number of epochs from
[5, 10].

e Optimizer - BERT models are typically trained using gradient-based optimization
algorithms such as Adam or stochastic gradient descent (SGD). AdamW has been
used as an optimizer.

e Maximum Sequence Length - This has been set as 70.

e Batch Size - This has been set as 32.
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3.4 Performance Metrics

Accuracy measures the proportion of correctly classified instances out of the total
instances in the dataset. While accuracy is a straightforward metric, it might not be
suitable for imbalanced datasets as it can be misleading when one class dominates the
dataset. Since the resultant dataset is balanced it is a good metric for evaluation.

TP + TN

Accuracy =
YT TP YIN 1 FP + FN

Additionally, F1 score, which is the harmonic mean of precision and recall, can
provide a balanced assessment of the model’s performance, especially in situations
where class imbalance exists. It combines both precision and recall into a single metric,
providing a more comprehensive evaluation of the model’s ability to correctly classify
instances across all classes.

precision - recall

Flscore =2 - —
precision + recall

4 Experimental Results and Discussion

The experiments were conducted on a Spyder IDE running on a MacBook Pro with
8 GB of RAM and 2.7 GHz Dual-Core Intel Core i5 Processor. The steps below were
performed and results were obtained.

4.1 Generation of a New Balanced Dataset Using Existing Bhaav Dataset
with Few-Shot Learning and Prompt Engineering Using GPT-3.5-turbo API

A new balanced dataset is generated using advanced few-shot learning techniques with
the GPT-3.5-turbo API. The few-shot learning approach involved providing 10 carefully
selected sentences from the original dataset across five emotion categories: four from
neutral, two each from anger and joy and one from sadness and suspense. These examples
were chosen based on their clear expression of emotion, appropriate length and alignment
with the overall tone of the dataset.

Using these examples, we applied prompt engineering to generate additional records
for the underrepresented categories. While we aimed to generate 1,000 records (~200
per category), API token limitations led to generating 979 sentences. Multiple API calls
were made to achieve the desired output, followed by post-processing to ensure that
the generated sentences were contextually consistent with the original dataset. This new
dataset balanced the previously skewed distribution of emotions, with roughly equal
representation across all five categories. (Table 2).

To ensure the generated dataset was representative of the original Bhaav dataset,
several steps were taken to validate the quality and consistency of the generated data.
We evaluated the semantic and syntactic consistency between the original and generated
sentences. Sentences that did not meet the required standards were either revised or
discarded, ensuring that only high-quality data was added to the dataset. Checks were
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Table 2. Emotion Categories in GPT generated dataset from Bhaav Dataset

Sentiment Count
Neutral 205
Suspense 196
Anger 194
Sad 193
Joy 191

performed and it was noted that the generated sentences adhered to typical Hindi linguis-
tic patterns, including the exclusive use of Hindi characters and sentence lengths ranging
between 3 to 22 words. Additionally, a statistical comparison was performed between
the accuracy and F1 scores of models trained on the original and generated datasets. The
models exhibited comparable performance on both datasets, further validating the repre-
sentativeness and effectiveness of the generated data in capturing the emotional nuances
of the original dataset. To further validate the quality of the generated labels, a manual
annotation check was conducted on a sample of 100 records. Two native Hindi speakers
independently annotated these records and compared their labels with those generated
by the model. The results showed that the model’s labels were consistent with human
annotations, reinforcing the reliability of the generated dataset for emotion detection
tasks.

4.2 Fine-Tuning BERT and mBERT on Balanced Dataset Generated Using
GPT-3.5-turbo

Fine-tuning refers to the process of adjusting the pre-trained parameters of the models
to better suit the specific task of emotion detection in Hindi text. By leveraging the high-
quality data generated in Sect. 4.1, the BERT and mBERT models were trained to capture
the nuances of emotional expression in Hindi text. Fine-tuning these models allows them
to learn from the newly acquired dataset and adapt their parameters to effectively classify
text inputs into the predefined emotional categories. This step enhances the model’s
ability to understand and interpret emotional nuances in the Hindi language, thereby
improving their performance in emotion detection tasks. 70% of the data was used for
training and 30% for testing.

These models were implemented using PyTorch [15] and the HuggingFace trans-
formers library [23]. The training was done in a PyTorch environment with no GPU sup-
port. Based on hyperparameter tuning, the learning rate of 2e-5 and number of epochs as
10 has been selected as best parameters for both BERT and mBERT. ‘bert-base-uncased’
[9] and ‘bert-base-multilingual-cased’ [8] are the models used from the Hugging Face
transformers library for BERT and mBERT respectively. The other hyperparameters
have been discussed previously in Sect. 3.3. BertTokenizer.from_pretrained() method
is used for tokenizing the text and BertForSequenceClassification.from_pretrained() is
used for classification. The number of labels parameter has been set as 5 to identify the
5 emotions — Anger, Joy, Sad, Suspense and Neutral.



114 R. Agarwal and N. Abbas

4.3 Evaluating the Performance of Balanced Dataset on Fine-Tuned BERT
and mBERT

Table 3 depicts the results for the GPT generated balanced dataset on fine-tuned BERT
and mBERT. For the BERT model, training significantly improves performance com-
pared to baseline model, with accuracy increasing from 0.255 to 0.779. However, train-
ing further enhances mBERT’s performance, with accuracy reaching 0.85 from 0.197 in
baseline model. mBERT exhibits higher accuracy, with training compared to BERT. F1
score also follow a similar trend as accuracy. Overall, fine-tuning significantly improves
the performance of both BERT and mBERT models for emotion detection on the GPT-
generated dataset. Since mBERT is trained on Hindi, it is showing us improved accuracy
and F1 score.

Table 3. Results of fine-tuning BERT and mBERT

Model Training Type Accuracy F1 Score
BERT Baseline 0.255 0.149
BERT Fine-Tuned 0.779 0.782
mBERT Baseline 0.197 0.119
mBERT Fine-Tuned 0.850 0.857

4.4 Generation of Balanced Dataset Using Emo-Dis-Hi Dataset with Few-Shot
Learning and Zero-Shot Learning Using GPT-3.5-turbo API

Furthermore, we used the fine-tuned BERT and mBERT models on a new Hindi dataset
Emo-Dis-Hi. This dataset has 9 emotion categories sadness, sympathy/pensiveness, opti-
mism, fear/anxiety, joy, disgust, anger, surprise, and no emotion. However, BERT and
mBERT have been pre-trained to classify 5 emotions — joy, sad, anger, suspense and
no emotion. Hence the Emo-Dis-Hi dataset was filtered to contain only these 5 emo-
tion categories. There were 2360 records spanning these categories (Table 4). Table 5
highlights the results of the evaluation.

From the low F1 score and dataset being highly imbalanced, we can note that it
is just learning the dominant class. Therefore, there is a need to balance the dataset.
We will use GPT-3.5-turbo API to generate the dataset using few-shot learning for 4
emotion categories — joy, sad, anger and no emotion and zero shot learning for suspense.
10 examples spanning across 4 categories were given for few-shot learning. 941 records
were generated across 5 categories (Table 4).
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Table 4. Emotion Categories in Emo-Dis-Hi dataset

Sentiment Count in original dataset Count in GPT generated dataset
Neutral 273 197
Suspense 0 180
Anger 58 195
Sad 1849 193
Joy 180 176

Table 5. Results of evaluating Emo-Dis-Hi on fine-tuned BERT

Model Training Type Accuracy F1 Score
Fine-tuned BERT on Bhaav Baseline 0.079 0.155
balanced dataset

Fine-tuned BERT on Bhaav Few-shot learning (10% 0.784 0.322
balanced dataset Emo-Dis-Hi dataset)

4.5 Evaluation of Balanced Emo-Dis-Hi Dataset on Fine-Tuned BERT
and mBERT

Table 6 highlights the results for the GPT generated balanced dataset using Emo-Dis-
Hi on fine-tuned BERT and mBERT. Steps similar to Bhaav dataset as highlighted in
Sect. 4.1 were taken to validate the quality and consistency of the generated data.

Through this step we wanted to show that BERT and mBERT which have been
fine-tuned on another dataset can perform better than the baseline BERT and mBERT
models. The models fine-tuned on another dataset show much better performance than
baseline and promising results with few-shot and further fine-tuning.

We can see an increase of 12.8 percentage points in accuracy between BERT baseline
and BERT trained on another dataset. There is a further increase of 26 percentage points
with few-shot learning and increase of 59.2 percentage points with fine-tuning when
compared with BERT trained on another dataset. Similar trends are observed for F1
score as well. mBERT also shows similar results to BERT in both F1 score and accuracy.

The best performance for Emo-Dis-Hi GPT generated balanced dataset is by further
fine-tuning the fine-tuned BERT. The model achieves an accuracy of 90.5% and F1 score
of 90.7%.



116 R. Agarwal and N. Abbas

Table 6. Results of evaluating GPT generated Emo-Dis-Hi on BERT and mBERT

Model Training Type Accuracy F1 Score

BERT Baseline 0.185 0.062

BERT Fine-tuned BERT on Bhaav 0.313 0.285
balanced dataset

Fine-tuned BERT on Bhaav Few-shot learning (10% 0.573 0.579

balanced dataset Emo-Dis-Hi balanced dataset)

Fine-tuned BERT on Bhaav Fine-tuning (80% Emo-Dis-Hi | 0.905 0.907

balanced dataset balanced dataset

mBERT Baseline 0.217 0.126

mBERT Fine-tuned mBERT on Bhaav 0.290 0.281
balanced dataset

Fine-tuned mBERT on Bhaav Few-shot learning (10% 0.612 0.650

balanced dataset Emo-Dis-Hi balanced dataset)

Fine-tuned mBERT on Bhaav Fine-tuning (80% Emo-Dis-Hi | 0.900 0.904

balanced dataset balanced dataset

5 Conclusion, Future Work and Ethical Issues

In this research study we have successfully created two novel balanced datasets for the
Bhaav and Emo-Dis-Hi datasets for emotion detection in Hindi. We further demonstrated
that by fine-tuning the BERT and mBERT models on these datasets there is an increase
from 25.5% to 77.9% in accuracy for BERT and from 19.7% to 85% in accuracy for
mBERT. F1 score also followed a similar trend.

The research was further extended to evaluate the performance of the fine-tuned
models on an additional Hindi dataset generated from GPT 3.5 using existing dataset.
We saw some interesting results, i.e. the models fine-tuned on another dataset show
much better performance than baseline. Further few-shot learning and fine-tuning was
performed on fine-tuned models and an increase in accuracy to 90% was observed for
both BERT and mBERT models.

Overall, the findings emphasize the potential of integrating state-of-the-art large lan-
guage models (LLM) with dataset augmentation and fine-tuning strategies to advance
the field of emotion detection in Hindi text. By addressing the key challenges like dataset
imbalance and linguistic nuances the research contributes valuable insights and method-
ologies towards the development of robust emotion detection systems tailored to the
Hindi language domain.

Future work for this research can be expanded in multiple areas like multimodal
emotion detection by combining visual and textual cues, domain specific emotion detec-
tion for areas like customer service, education and healthcare. We can also extend this
research to study cross-lingual emotion detection to create more generalizable emotion
detection systems.
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Ethical considerations should ensure mitigating biases in models, and transparently

disclosing the limitations and potential societal impacts of the research findings. Accord-
ing to research study by Yoo et al. [26] LLMs are prone to generate toxic content and
exhibit social biases. Therefore, the records generated using prompting based approach
need to be considered carefully. These ethical concerns can be addressed by human
inspection of generated results or debiasing the language model before using it for
generation.
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Abstract. A common challenge for organizations providing vast ranges of ser-
vices to large customer pools is linking customers only to relevant services, due to
the sheer amount of service and customer information available. Using Al tech-
niques, this project provided a linkage between the emotional needs of potential
end users and events available through the education and community support char-
ity Suffolk Libraries. The effective data classification and the implementation of a
personalized recommendation algorithm allowed the project to connect the events
and services offered to those members of the community who would benefit most
from them.

Keywords: Recommendation Engine - Social Prescribing - Classifier

1 Introduction

The wider economic costs of mental illness in the UK have been estimated at £117.9
billion per year, or approximately 5% of UK GDP [1]. One in six adults in England have a
common mental health disorder, 4.5 million were in contact with mental health services in
2021-22, 1.2 million were estimated to be on waiting lists for community-based mental
health services at end of June 2022, 8 million people with mental health needs were
estimated not in contact with mental health services as of 2021 [2]. Social prescribing
connects people to non-medical sources of support or resources in the community that
can assist with both mental health and well-being, typically through one or more of:
social relationships, physical activity, awareness, learning, and giving / volunteering [3].
Social engagement in any group activity, whether formal or informal learning, leisure
or social, has been shown to correlate with social capital as well as physical and mental
health [4, 5]. As neutral community spaces, public libraries offer a range of social and
health-related activities, promoting and enhancing the well-being of individuals in their
community [6].

Commercial applications to support various elements of social prescribing exist —
these can directly link to an individual’s medical record and provide recommendations
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from a highly curated set of services and information sources in a specific local area,
see Harrington and coworkers [7] for an overview of healthcare apps aimed at children
and young people. Patel and colleagues undertook a questionnaire study of experts and
members of the public into the opportunities and challenges of digital tools for social
prescribing, with predicted advantages of increased access to services, but likewise
cautions on data protection, confidentiality, ensuring genuine accessibility and avoidance
of unintended consequences [8]. These issues have been considered in the development
of this project.

The UK-based Suffolk Libraries project Discover More hopes to connect the
libraries’ services with community members who require additional support highlighted
by the Emotional Needs Audit, developed by the mental health charity, Suffolk Mind.
The Emotional Needs Audit is a short text-based questionnaire which identifies whether
the respondent may have “emotional needs” such as the need for privacy, or achieve-
ment, or meaning and purpose, or attention, etc. The project can currently be considered
as informal social prescribing where individuals, who may have undiagnosed or unad-
dressed milder mental health needs, can help themselves to improve their mental health
and mental well-being by connecting to appropriate library services. Part of the Univer-
sity of Suffolk’s contribution to the project was to develop a prototype system — and this
paper covers the creation of the necessary algorithms and supporting code infrastructure.
Suffolk Libraries needed a Natural Language Processor (NLP) to interpret human data, a
mapping algorithm to tag the human-produced event descriptions, and arecommendation
engine to connect users to events of potential interest.

A dataset of 14,000 events already existed in the Suffolk Libraries database which
were stored in a Markdown format. Some events had been manually tagged at an earlier
stage, although this mapping included only general types of events, activities, and ser-
vices. It did not include tagging of the dataset with one or more of the twelve “emotional
needs” used in the Suffolk Mind Emotional Needs Audit. The Suffolk Libraries and
Suffolk Mind teams took a subset of the event dataset and manually tagged this subset
(n = 1322) against the twelve emotional needs. This human-labelled data became the
ground truth for prototype development. The tagged set was further divided into a train-
ing dataset and a test dataset, with a runtime 80:20 split (n = 1058 training, n = 264
test).

The team had three tasks. Firstly, the mapping of different types of activities needed
to be refined and to be mapped to Suffolk Mind’s Emotional Needs Audit’s twelve
emotional need categories. Secondly, NLP was to be used in the development of an
automatic mapping program, also indicating levels of correlation (high, medium, low)
to show the extent to which activities meet the various emotional needs. Thirdly, a
recommendation engine evaluating users’ unmet needs from the Emotional Needs Audit
and recommending events with high correlation levels was required.

To fulfil Suffolk Libraries’ needs for a robust demonstrator prototype that could
be used as a sound foundation for future work and as a proof point to secure substan-
tial external funding, mapping and recommendation algorithms were implemented and
contextualized within a web-based prototype, where all the elements were hosted on a
commercial cloud provider, and interaction with the system was through a secure custom
Application Programmer’s Interface (API) for algorithmic testing and a web interface
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for human user testing. The related software development choices and approaches for
the prototype will be described in Sect. 3.1. This represents the system context in which
the different techniques would be compared against each other for accuracy as well as
the development and deployment context for the final prototype.

2 Related Works

2.1 Natural Language Processors

Natural Language Processors (NLP) trade-off between varying levels of depth and com-
plexity [9]. More fine-grain analysis methods can pick up on key individual details,
while analyses of larger structures, such as sentences, can often pick up on texts’ more
pragmatic meaning. Although technically possible to produce an NLP format that con-
siders text at a range of scales, this increases the compute power required to perform the
training of the data [10, 11].

Neural network approaches are most suitable when large datasets and long training
times are available, whereas probabilistic methods (such as Naive Bayes [NB]) produce
acceptable results faster and with smaller training datasets, though with a lesser degree of
accuracy [11]. Both neural networks and NB were considered, as their key characteristics
and advantages align with the project’s scope.

NB is a text classification method that uses the concepts in Bayesian probability to
evaluate the probability of strings of texts matching specific categories compared to a
predefined corpus of training text (see [12] for a detailed explanation). NB is a highly
effective method of text classification given its ability to deal with a relatively small
training corpus and low CPU usage intensity benefits [13, 14] It does assume (unrealisti-
cally) that features are independent in each of their respective classes. NB’s results’ rely
on prior probabilities within the dataset and so will produce almost completely random
results when presented with novel data [15]. Because of these limitations, practical uses
of NB are limited, but when suitable it remains a highly efficient method for getting
accurate classification predictions [16].

A wide range of neural network (NN) designs and methods can be applied to build
text classifiers. Convolutional Neural Networks (CNN) and Recurrent Neural Networks
(RNN) are deemed particularly effective (RNN) with the different cell types in the RNN
models allowing for increased accuracy [17].

Comparisons of CNNs and RNNs for a text classifier trained on prelabelled text-
based radiology reports suggested feasibility of both, however RNNs were found to
perform moderately better [18]. This conclusion is also reflected in various other studies
comparing CNNs and RNNs, e.g. [19, 20].

RNN models are a type of artificial neural networks which feeds back past informa-
tion into current iterations. This provides significant advantages for information where
there are consequential connections between past and future events. For example, in
English adjectives describe nouns, thus providing a link between words.

Bi-directional variations of cells consistently outperform their unidirectional coun-
terparts [21]. That study also showed that increasing the number of hidden layers (up to
a limit of 4 additional layers) within their models increased the accuracy of their results.
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Further additional layers either did not substantially improve accuracy or, in some sce-
narios, the accuracy decreased. Similar results have been reported elsewhere e.g. [22,
23].

Multi-label classification (MLC) presents additional challenges over single-label
classification, such as label interdependency, as highlighted by [24, 25], where the pres-
ence of specific labels affects the probability of other labels. Furthermore, MLC can
be significantly affected by imbalances in the training data, which is often an inherent
characteristic of many multi-label datasets [25, 26]. The imbalance ratio per label can be
calculated through several methods, such as the Maximum Imbalance Ratio (MaxIR),
the ratio of the most common label against the rarest one [26].

Several methods of label classification, such as Exact Match Ratio, can be adapted
with difficulty for MLC by introducing concepts such as partial correctness [27].
Some methods exist for calculating the accuracy of multi-label classification, including
ranking-based methods such as those highlighted by [27, 28]. Each method’s usefulness
depends on the application it is being used for, and how the testing data has been labelled.
For instance, One-Error measures how often the top-ranked predicted label is outside
the set of true labels. It does not require the test set to be labelled with rankings [28].
In contrast, for some applications, [27] highlights it is essential that all true labels be
predicted even at the cost of a higher rate of false positives (e.g. disease detection). The
Coverage method is an accuracy metric that evaluates how far, on average, a learning
algorithm needs to go down in the ordered list of predictions to cover all the true labels
[27]. For the Coverage method, the training data must contain labels in ranked order.

2.2 Recommendation Algorithms

A common method for making recommendations to users is Collaborative Filtering
(CF), which has been successful in various industries, such as e-commerce [29] and
streaming. CF functions by compiling datasets of different users’ interests. When a new
user joins, their interest is matched with the dataset of users with similar interests, so-
called “neighbors”, to produce a list of recommendations. CF is, however, not appropriate
for this project for two reasons. Firstly, attendance data for the 14,000 existing events
was not tracked, thus there was no pool of existing event and preference data with
which a new user could be aligned. Secondly, the expected end users have diverse
individual needs, including varying degrees of mental ill-health. A CF approach could
make recommendations suitable for one user but not another.

An alternative is the Weighted Sum approach, which can be more programmatically
defined and tailored to Suffolk Libraries’ needs. It can be effective when greater control
is needed for the algorithm and a selection of recommendations is needed [30]. The
major downside is that it is slower than the CF approach.

As the recommendation algorithm relies on real-time recommendations, speed may
become important. Fast and Frugal Heuristics Trees (FFHT) [31] allow for quick
decision-making and can be applied to computational models, trading accuracy for
speed. It can also be combined with the Weighted Sum approach giving greater control
of Weighted Sum at a more efficient speed.
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3 Development

3.1 Architectural Design and Development

Agile development was used to build a functional robust prototype, making use of early
and continuous delivery of software to identify and resolve issues, and Continuous
Integration and Continuous Delivery (CI/CD) pipelines used to deploy the software to
the hosting servers. The architecture was chosen to reflect Suffolk Libraries’ existing
infrastructure, and follows high availability (HA), utilising a HA web server pair and
a ternary setup for database availability. Figure 1 shows the architecture, including the
web prototype, the mapping algorithm, and the recommendation engine.

Data was in JSON format, making it particularly suited to a NoSQL structure. For
the database solution, the Atlas service by MongoDB was used, yielding significant
security benefits (such as encryption at rest and in transit) and conformity to compliance
standards such as GDPR. The cloud servers (on Digital Ocean) were fully hardened,
following strong security principles.

To mitigate malicious third-party access to the system through GUI interface or API
call, all requests required the user to authenticate using an individually generated API
key. All requests into the application from the GUI or via API call were then subjected
to validation checks to prevent injection attacks and return an error if they received an
invalid response. The program checked both the validity of the JSON and the validity of
the data type.

System Architecture
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Fig. 1. System Architecture Diagram.

Flask was used due to its microservice architecture focusing on producing web-
applications. Flask allowed for easy integration of API interfaces and enabled URL
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routing which allowed differentiation of GUI and API services and for other systems to
interact with the system smoothly. For the front-end, the system served Jinja2 HTML
templates using SCSS compiled to CSS for styling and delivered responsive web pages
suitable for a wide range of end user devices. The system was packaged into a Docker
container, allowing the project to be quickly and efficiently deployed to various platforms
and operating systems.

Comprehensive testing of the system was undertaken. This included accessibility
testing to ensure that Suffolk Libraries maintained its commitment to inclusive services.
Browser compatibility testing was conducted to ensure service accessibility on a large
range of user platforms. Exploratory testing highlighted errors and bugs previously
missed. Unit testing was applied throughout the code base to ensure the code worked as
expected throughout — this included edge-case testing and false positive testing.

Beta tests were conducted by Suffolk Libraries throughout the development process.
This rectified errors in the capturing of requirements. The library team assessed the
proposed recommendations in terms of appropriateness for meeting the emotional needs
of imagined test personae. Acceptance testing ensured that the completed program met
Suffolk Libraries’ expectations.

3.2 NLP Classifier Dataset

A human-labelled dataset of 1322 labelled events were used across all NLP methods to

build the classifier. This bootstrap corpus data was divided into two sections via an 80:20

(n = 1058:264) runtime shuffled split: the “Training Data” and the “Testing Data”.
Example labelled text data:

Event Title: “Open Space - wellbeing drop-in group
(Felixstowe group)”

Event Description: “Open Space drop-ins are informal
meet-ups for anybody interested in their mental health
and wellbeing, as well as their families and carers. Come
along for support with mental health and well-being and
to socialise with others in your local community.”

Human Labels:
["EmotionalConnection", "Respect", "Community", "MeaningAndP
urpose"]

A factor in the human labelling of events was the subjective and interdependent nature
of the label categories corresponding to the twelve emotional needs. In general, labels
that indicated how activities were being run (e.g., “Movement”) were easier to assign
consistently than labels that focused on the desired effect that activities were due to have
on their participants (e.g., “EmotionalConnection”). Labelers’ personal understanding
of the meaning of a label thus influenced their categorization choices: The label of
“Community” may for example be assigned to an event aimed at creating a sense of
togetherness between participants, or alternatively it may involve activities that are set
to benefit the general public (e.g. a litter-picking event). Within the total set of labelled
training data, there was a natural imbalance in label frequency because this data originally
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came from a preexisting repository of past events which did not have an even distribution
of all event types (and consequently of labels). To counteract the potential bias this
could introduce to the mapping algorithm, the algorithm was trained on a subset of this
event data which sought to even out this imbalance by excluding some of those events
which were tagged with the most frequently used labels. The Maximum Imbalance Ratio
(MaxIR) of the final training data set was 417:241. It was not feasible to improve the
Maximum Imbalance Ratio further as that would have reduced the total available training
data subset to a size that would have been too small.

3.3 Traditional NLP Architecture

At the data cleaning process’s first stage, all bootstrap corpus data was tokenized to
produce smaller tokens of data. Due to the focus on texts’ overall sentiment, the bootstrap
corpus data was tokenized by full words [32]. The tokenized words were lemmatized,
converting all words to their simple lemma. This process helped to remove much of
the time-based context, for example, verbs’ tenses that might have been captured in the
corpus, as this data was not relevant to the events’ categorization [33]. Many tokenized
words were common words and unlikely to carry a large amount of contextual data about
the events. These common “stop words” were removed from the dataset to focus the
classifiers’ weighting on less common words that contain more context [34]. One major
factor affecting the Naive Bayes approach in correctly identifying the probability of text
being classified to a particular tag is the frequency of that word within the given text.
Therefore, it was important not to overly prune the data to avoid skewing the proportions
of keyword appearances. Although the word density of keywords was increased through
pruning, the proportions of keywords within the text were intended to remain the same.

3.4 Neural Network NLP Architecture

The project used RNNs. The number of vectors in the proposed architecture were in a
one-to-many relationship, with the input layer consisting of the event text and the output
layer representing the twelve emotional needs. Three RNN cell types were considered:
standard simple RNN cell (RNN), gated recurrent unit (GRU), and Long short-term
memory unit (LSTM). Uni-directional and bi-directional versions of the three cell types
were produced to compare the results. Similar to the process for the NB approach, the
NN version’s focus remained on the text’s overall context in the corpus and therefore
the text was tokenized by full words.

The RNN build process consumed a corpus of labelled past events run by Suffolk
Libraries and trained the model on these records. The RNN took in the pre-trained model
combined with the new event’s text. It then produced predicted results in the form of three
lists, indicating a high, medium, or low correlation with the emotional needs. Figure 2
illustrates the recommendation engine’s process, including a Fast and Frugal Heuristic
Tree (FFHT) and a Weighted Sum algorithm.

The FFHT was used instead of a database query because the emphasis in this par-
ticular use case was on never returning a “NULL” or “No results found” response to
vulnerable users. Such a response could indicate that no suitable event or activity is
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available, and thus give the impression to a vulnerable user that no help is available,
which could exacerbate or even cause negative feelings in the user.

Whilst an initial set of weights was used during the test phases of this project, this was
updated following a survey of users having trialed the prototype application. However,
the Weighted Sum algorithm was built to be programmable and so the final weights in
the live version will be determined by Suffolk Libraries and Suffolk Mind.

Recommendation Engine Flowchart

Events left to proccess
( Start )

Get all event data
from database

Does event meet the disability
requirement?

Yes

Does event meet the age
requirement?

F ¥

Process each event
Yes

Does event meet online
requirement?

Proccessed every event

Return the highest

. Yes
5 weighted events *
4 Calculate and store weighted sum
Finish

Fig. 2. Recommendation Engine Flowchart (Source: Personal Collection).



Classification and Recommendation of Mental Health Assistance 127
4 Results and Discussion

This project’s results were collected from the NLP algorithms using the same corpus of
bootstrap data provided by the Suffolk Libraries team. The evaluation metric for classi-
fication accuracy was calculated using the One-Error method converted to a percentage.
Each algorithm was run for a series of iterations to show the algorithm’s performance
with increasing iterations on the training data. For the NN, these iterations were in the
form of standard epochs while for the NB method, multiple duplicates of the training
data were run. Running NB through multiple “iterations” is unusual but was undertaken
as an experiment to determine if it could improve the classification accuracy.

This process of testing the NLP algorithms was performed ten times for each algo-
rithm. The results of this process shown below were then rounded to the nearest whole
integer, reflecting both the variations between runs often being greater than a whole per
cent, and to account for inaccuracies in the testing process (Table 1).

Table 1. Results (% accuracy and representative absolute numbers accurate to nearest whole
number) from NLP Classification. Test set n = 264.

ITERATIONS 300 600 1000 10000

NB 75% (198) 81% (214) 82% (217) 82% (217)
RNN (RNN-Cell) 42% (111) 63% (167) 70% (185) 71% (188)
Bi-RNN (RNN-Cell) 43% (113) 65% (172) 72% (191) 72% (191)
RNN (GRU) 52% (138) 73% (193) 80% (212) 81% (214)
Bi-RNN (GRU) 56% (148) 75% (198) 84% (222) 83% (220)
RNN (LSTM Cell) 55% (145) 75% (198) 83% (220) 84% (222)
Bi-RNN (LSTM Cell) 57% (150) 78% (206) 85% (225) 87% (230)

Due to the nature of both NB and NN, some runs were expected to return below-
average results, which could not accurately reflect the algorithm’s performance. There
were 2 runs out of 280 were discounted for being more than 2 standard deviations from
the mean, representing 0.71% of the runs, namely Naive Bayes iteration set 1000 run 7
(result 61%, 161) and RNN (LSTM Cell) iteration set 300, run 2 (result 20%, 53).

The first striking difference between NB and the NN is their performance at low iter-
ation counts, where NB greatly outperformed all NN algorithms. As iterations increase,
however, NB was eventually overtaken in accuracy by some — but not all — NN algo-
rithms. This is largely due to the yield curve for the NB method which shows that it does
not benefit greatly from more iterations. While the NN algorithms benefitted more from
increasing iterations, they also suffered from diminishing returns with higher counts.
For example, moving from 300 to 600 iterations produced a mean yield of 21% increase
in accuracy for the NN algorithms, while moving from 1,000 to 10,000 iterations only
yielded a 1% increase.

When comparing NN algorithms, it is clear that in this project, bi-directional NNs
outperformed uni-directional NNs by a mean average of 2%. One notable exception to
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this was the transition on the Bi-RNN (GRU) from 1,000 to 10,000 iterations where
the model decreased in accuracy. This is due to the model being trained to overfit the
data [35]. This result is supported by other literature in this field that suggests that bi-
directional NNs are likely to perform better due to meaning in human speech being
conveyed through clusters of words, rather than by words in isolation from one another
[36]. Therefore, algorithms that analyze a word in the context of the words that precede
and follow it are better suited for determining the text’s tone and meaning.

Among the variations in the RNN cells in this project, the LSTM cell outperformed
the GRU and standard RNN cells. The difference between the standard cell compared
to the LSTM and GRU cells was more pronounced while the LSTM and GRU cells
performed more similarly. It is noticeable that the standard uni- and bi-directional RNN
cells did not outperform the Naive Bayes algorithm even at the highest tested iterations.
The literature suggests that the simpler GRU cells have a computational speed advantage
over LSTM cells and are perhaps better suited to lower complexity data sequences than
LSTM (see e.g. [37, 38]. For the Suffolk Libraries dataset, the automated tagging of new
events is undertaken separately to recommendations to end users, so the speed saving is
less important than the slightly more accurate results available via LSTM.

Based on the experiments undertaken for this dataset and this problem, Naive Bayes
and bi-directional RNN (LSTM) are the best candidate solutions. The Naive Bayes
approach provides a solid solution that can be retrained more readily than the neural
network, so gave the project a fallback implementation for handling unexpected dataset
evolution. The higher accuracy of the bidirectional RNN (LSTM) made it the approach
of choice as providing better matches of events to end users is important — while an
event may be free financially (in terms of admission), there are still opportunity costs
and logistical costs (travel time, travel cost, etc.) that are much more meaningful than
say an inaccurate recommendation of a programme on a streaming service (where a
programme can be prematurely exited at trailer or in first few minutes of viewing).
Given that some of the eventual end users will have lower mental well-being or mental
health disorders, a useful recommendation is more likely to maintain their engagement
with the system and the process of finding and participating in appropriate events.

5 Conclusions and Future Work

This project successfully delivered a prototype encompassing NLP and mapping algo-
rithms for labelling events organized by Suffolk Libraries, as well as a recommendation
engine linking users to events based on each user’s individual emotional needs. The
system has been designed to support recommendation of activities from a dynamically
changing set of activities rather than a tightly curated set of services.

The prototype demonstrates a novel contribution through its combination of robust
techniques — an established classification algorithm applied to a bespoke dataset and
data structure, and the blend of fast-and-frugal-heuristic trees with a weighted sum app-
roach in the recommendation algorithm. Although the RNN model has high accuracy, it
requires a potentially long rebuild phase on different training data or changed parameters
relative to NB and similar techniques. The key limitations here concern the emotional
needs, as any changes there will necessitate a complete model rebuild, and the event data.
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Significantly different new types of event data will require retraining of the model. The
historical event data was also problematic as there was no standardized format in either
space or time — different libraries within the Suffolk Libraries network recorded events in
different ways and the event descriptions also evolved over time. The recommendation
algorithm can provide more personalized results, which is important for prospective end
users, than techniques such as collaborative filtering. Unlike collaborative filtering, the
recommendation algorithm cannot learn from the user base — however personalization
of results is arguably more appropriate to addressing individual needs and more mindful
of user privacy and mental well-being.

Different performance-influencing approaches could be examined to improve event
classification accuracy. For example, this project centered around NN prototypes with
similar structures and a set number of layers. Varying the number of layers could poten-
tially yield better results and would be worth testing. Furthermore, this project did not
conduct any runtime analysis for the time different NLP algorithm models took to train
and then to produce results. This analysis will become relevant when differentiating
between methods which produced similar results in terms of classification accuracy, as
this may reduce the overall compute power required.

Ultimately, this project delivered a fit-for purpose prototype which can help Suffolk
Libraries to connect their community members requiring additional support to events
meeting their emotional needs. The project has now been taken forward commercially
and the final system will be used by members of the public on a large scale across
the full set of 45 libraries in the county of Suffolk. Formal evaluation will determine
whether library activities recommended to actual end users deliver statistically significant
improvements in mental well-being. If so, this will position the system for formal social
prescribing by clinicians, and much wider use.
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Abstract. We explore the development of a set of algorithms for accu-
rately localizing and classifying handwritten digits, addressing the chal-
lenges posed by variations in individual writing styles, digit sizes, and
the presence of multiple digits in an image. Our work is structured into
three tasks, each building upon the previous ones. Task A, which is triv-
ial, focuses on classifying individual handwritten digits with 28 x 28
pixel resolution using a convolutional neural network. Task B extends the
CNN in Task A, as a black box, by developing algorithms to recognize
multiple digits with identical dimension sizes, placed on a large image.
Task C further complicates Task B by considering digits with varying
dimension sizes in a large image. Our proposed approach involves the
use of convolution operations for digit localization, and takes advan-
tage of inspirations from existing algorithms for handling varying digit
dimension sizes. Experimental results demonstrate the effectiveness of
our approach in achieving high accuracy rates. Our work contributes to
the advancement of robust algorithms capable of accurately classifying
handwritten digits in different scenarios and is expected to be applicable
to classifying other handwritten objects, such as handwritten letters.

Keywords: Digit detection and classification - Convolutional neural
networks - Detecting digits under different circumstances

1 Introduction

The concept of mimicking human cognition to solve a particular problem has
been studied since the 1950s [3]. Artificial intelligence (AI) has seen constant
evolution over the last several decades. With its rapid progress, a complex,
more specialized field of artificial intelligence came into existence: machine learn-
ing [21]. Tt is a process in which a computer has the ability to solve a variety of
problems from the observations and manipulations of data [21]. Machine learn-
ing has been the most common area in Al for many years [21], with one exciting
methodology that has emerged: deep-learning artificial neural networks. Briefly,
a neural network is composed of an input layer, on which there is a set of input
units, each connecting to a feature, a set of middle hidden layers, each of which is
© The Author(s), under exclusive license to Springer Nature Switzerland AG 2025
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composed of a set of hidden units, and an output layer, again consisting of a set
of output units. On the connection between two neurons on adjacent layers, there
is a weight that represents how significant the connection is, therefore impacting
the next layer. Generally speaking, a neural network computes a function given
the input features, using the weights as intermediate parameters, by forward
propagating the computed values from the input units to the units in the first
hidden layer, to the units in the next hidden layer, and eventually to the units
in the output layer. Learning occurs by adjusting the weights attached to the
connections between two units on adjacent layers. The goal is to minimize the
difference between the calculated output and the expected output of the func-
tion. The adjustments of the weights are done through backward propagation,
from the output units through the hidden layers to the input units with complex
mathematical algorithms [1]. A simple neural network is shown in Fig. 1.

Hidden Layers

Fig. 1. A simple neural network.

One common prediction task of neural networks is classification, which
involves predicting the correct label for a given piece of input data. Such an
example is document processing, where handwritten digits and characters must
be classified [25]. The problem of classifying handwritten digit has been tra-
ditionally and incredibly popular when it comes to introducing and discussing
various classification tasks. Large strides have been made when deep learning
is utilized, more specifically when a convolutional neural network is made use
of [12]. In this work, we explore how deep learning with CNN, in abreast with
the adaptation of some conventional algorithms, can be used to conduct digit
detection.

2 Related Works

For centuries the convolution operation has been essential for mathematicians,
physicists, and engineers. It has been applied to many aspects of our world with
image convolution being extremely popular for image-processing algorithms.
Image convolution is equivalent to computing the dot-wise product of a matrix
(known as the filter or kernel) with a selected area of pixel values from an image.
This filter is applied from left-to-right, top-to-bottom across all pixels to pro-
duce a new convolved image which can be analyzed to determine key features



Digit Detection: Localizing and Convoluting 135

and patterns within the original image [7,15]. The stride of a convolution opera-
tion is the distance that the kernel “jumps” when being applied left-to-right and
top-to-bottom [7]. The dimensions of the convolved image will be not reduced
if the input image is padded with values of zero. Convolutional neural networks
(CNN) are a specialized form of neural networks that conduct convolutional
operations [6]. CNNs contain more layers than the other neural networks, often
changing between convolution layers, ReLU layers and pooling layers, with fully
connected layers at the end of the network [6]. ReLU layers apply a ReLU activa-
tion function across all units, mapping negative neurons to zero and maintaining
positive neurons at their current values [6]. Pooling layers compute the average
or select the maximum value for a certain section of units [6]. CNNs work excep-
tionally well for grid-structured inputs, such as images.

The classification of handwritten digits using CNN has been explored [12] as
they perform exceptionally well on the spatial structure of digits. In [19], Patrice
et al. establish that CNNs often achieve the greatest performance compared to,
for example, support vector machines, in handwriting recognition tasks [19]. Han
et al. [24] explore the performance of different network architectures, concluding
that traditional neural networks result in better network performance than radial
basis function networks and counterpropagation networks [24]. Traditional neural
networks encompass various forms, from which Xiaofeng and Yan [9] analyze
a variety of architectures and claim that CNNs consistently outperform other
architectures. The challenge of detecting handwritten digits has progressed to
identifying multiple digits, where a mere CNN is no longer sufficient. The use of
image-processing algorithms or the expansion of the neural networks to include
boundary-box analysis is required. Recently, with the increase in computational
power, the expansion of a neural network to include digit localization has seen
a great amount of success. In [4], Muhammad et al. [4] use a unified multi-
digit recognition approach that utilizes a single CNN to conduct localization
and classification of up to 18 digits in an image. In [22], Ruzhang employs and
visualizes the localization and classification of multiple handwritten digits with
a CNN. There have been advancements with localization using image-processing
algorithms, with some allowing for accurate text and digit localization that can
then be used for classification [11,15]. Nurul et al. [11] use Local Binary Pattern
for extraction and K-Nearest Neighbor for classification [11]. In [15], a multiscale
edge-based text extraction algorithm is proposed that is flexible to font size, style,
color, orientation, and text alignment.

In our work, we make use of image convolutions and Divide and Conquer [20],
with density-based clustering (a variation of DBSCAN [2]), to localize the hand-
written digits, and a CNN is then used for identifying the digits. For the sake of
space, we do not discuss their algorithmic details in this extended abstract.

3 Detecting Digits Through Localizing and Convoluting

3.1 Task A: Digit Detection Through CNN

The process of identifying handwritten digits from an individual is challenging for
computers to achieve. Every individual has subtle changes in digits they write.
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Our first task is to construct a convolutional neural network to predict what
number a handwritten digit is. The result of this task will be a black box that
can identify handwritten digits that have never been previously observed. For
background knowledge, all the digits in this task are obtained from the MNIST
dataset [13], with each consisting of 28 x 28 pixels with no noise. An example
is shown in on the left in Fig. 2. It should be noted that, with the classification
power of CNNs, classifying a handwritten digit is an easy task. An excellent
implementation, among others, can be found in [5].

For Task A, a convolutional neural network is designed, implemented and
trained on 60000 digits from the MNIST. After each epoch of training, the net-
work is tested on 10000 sample MNIST digits [13]. The testing is conducted
after each epoch to see the progression of accuracy for digits the model is never
trained on. The architecture of the model contains two convolutional layers with
a kernel size of 5, a stride of 1, a padding of 2, two ReLU layers, and two max-
pooling layers with a kernel size of 2, as shown in Fig.2. The model is trained
using cross-entropy loss [17] and the Adam optimizer [17] for 15 epochs, with a
batch size of 128 and a learning rate of 0.01.

Conv2d

Rell

MaxPool2d

L1

Fig. 3. Multiple digits with the same dimension sizes a large image.
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3.2 Task B: Multiple-Digit Detection Through Identical Dimension
Boundary Box Analysis

Employing our implementation of Task A as a black box, we then explore how
to recognize multiple digits placed on a single large image. The large image will
consist of n X n pixels, where n can be, for example, 512 or 1024, with each of
the digits being of their original 28 x 28 pixels in size. The digits are placed
randomly on the image with no overlap. Such an example is shown in Fig. 3.

The operation of detecting multiple digits on a single large image begins with
the localization of each digit’s 28 x 28 pixel boundary box. Once the boundary
box of a digit is determined, the image inside the boundary box is input into
Task A to classify it.

Task B: Version 1. The critical operation for this task is to obtain the bound-
ary boxes of digits in a large image. With the use of an image convolution
operation [7], the location of the digits can be identified. Image convolution is
used to compute the dot-wise product of a 28 x 28 matrix (kernel, as mentioned
in Sect. 2) with a selected 28 x 28 section of pixel values from the large image.
If the calculation is done over a black (a value of 0) section, then the calculation
will be 0, while rectangles that contain brighter pixels (a value of 1) will result
in a larger computed value. We label the coordinate of the top left of the section
with the value computed. The dot-product of every corresponding coordinate
is mapped, resulting in some sections with larger values. The pixels that corre-
spond to the sections with larger values represent the potentail center location of
a digit on the convolution image. The convolution operation is conducted using
the convolve2d method in the Python SciPy library! with padding, as shown
in Fig.4. The coordinates of the larger value pixels are translated 21 pixels left
and 21 pixels up, from the center location. At these coordinates, images of 28 x
28 pixels are extracted and then fed into Task A.

Task B: Version 2. For Task B, we also propose another variation. The origi-
nal MNIST digits contain a border of multiple pixels that results in large spacing
between digits. In order to better handle the challenges presented when classi-
fying multiple digits, we preprocess the original MNIST digits and crop them to
include only a one-pixel black border. We then randomly select multiple digits
and put them on a large image. It can be seen that those digits get closer. This
new challenge would render a convolution operation with a 28 x 28 pixel kernel
no longer effective. In our experiment, a new kernel dimension size of 20 x 20
pixels is chosen as this is one pixel larger than the maximum MNIST digit size
in pixels, as shown by the statistics in Table 1. This, however, does not provide
easily detectable sections with larger values as seen in Task B Version 1. The
convolution image produced with a 20 x 20 pixel kernel have peaks of increased
values where digits are located and may also have had peaks in between digits,
since some digits can get really close.

! https://docs.scipy.org/doc/scipy /index.html.
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(a) Original Image (b) Convolution Image of (a)

Accuracy:100.0%

Predict 6 Predict: 6

Predict1  Predict 0

Predict 4 Predict 5 Predict 2 Predict 3
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Fig. 4. 28 x 28 pixel digits localization and classification.

Table 1. Size Information for Digits in MNIST Dataset.

Measurement | Size (pixels)
Average Width | 14.5
Average Height | 18.8

Max Width 19

Max Height 19

Min Width 2

Min Height 9
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Algorithm 1. Cluster Dimensions Extraction

Input: I (image, represented as 2D pixel data)
Output: width, height of each cluster present in image
1: procedure pimensions(I)
: (x, y) < list of coordinates of all pixels greater than 0.1 in image
3 x-index « list of all x coordinates sorted
4 y-index < list of all y coordinates sorted
5: Initialize an empty list X
6: Initialize an empty list Y
7 for each v;, v;41 in x-index and y-index do
8 if v;41 - v; in x-index greater than 1 then
9: save v; + 1 into X
10: end if

11: if v;41 - v; in y-index greater than 1 then
12: save v; + 1 into Y
13: end if

14: end for
15: if X and Y are empty then

16: width «— max(x-index) — min(x-index) + 1
17: height — maz(y-index) — min(y-index) + 1
18: return width, height

19: end if

20: for each (z;, y;) in X and Y do

21: S U slice I into smaller images at (x;, y;)
22: end for

23: Remove all black images from S

24: for each s; in S do

25: width, height < Call DIMENSIONS(S;)

26: Append width, height into D

27: end for
28: return D
29: end procedure

Our approach is presented in Algorithm 1, where the data structure D is a
global variable. The algorithm begins by acquiring the coordinates of all pixels
above 0.1, as this removes pixels that are extremely close to 0. It then horizontally
and vertically checks where gaps are detected among the coordinates. If there are
no gaps then there is one cluster and the dimensions of the cluster are returned.
This can be seen in lines 15-19 in the algorithm. If a gap is detected between
two pixels the lower pixel coordinate plus one (v; + 1) is saved as this acquires
the value where the gap starts and not the end of the first cluster, as seen in
lines 7-14. The image is then sliced at every gap detected and the sliced images
are recursively passed into the algorithm to extract all cluster dimensions. This
can be found in lines 20-27 in Algorithm 1.

3.3 Task C: Multiple-Digit Detection Through Varying Dimension
Boundary Box Analysis

The process of identifying and detecting the multiple digits becomes increasingly
more difficult when the digit’s size (in pixels) varies. An example is shown in
Fig.5. A full image will be n x n pixels with each digit being between 12 pixels
to ¢ pixels in dimension size (n = 148 in our experiments). The digits are placed
randomly on the image with no overlap. Since the dimension size of each image
is no longer known, the convolution-based method proposed for Task B is no
longer effective.
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(c) Black Sliced Images (d) Recursively call (b) (e) No Black Rows or
Removed and (c) Columns

Fig. 6. Divide-and-Conquer Digit Localization.

Task C: Version 1. We have devised a new algorithm inspired by Divide and
Conquer [20] and DBSCAN [2]. The general notion is that we slice a large image
recursively where black rows or columns are detected (as shown in Figs.6 (a)-
(d)). DBSCAN is used to detect multiple digits (as shown in Fig.6 (e) and
Fig. 7). Each of the detected clusters of digit pixels is then fed into Task A for
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Fig. 7. Density-Based Clustering.

classification. For the sake of space, we omit the details of our algorithm in this
extended abstract.

Task C: Version 2. In Version 2, we try to deal with a more complex situation,
as shown in Fig.8. The algorithm proposed for Task C: Version 1 would only
have to be modified slightly to detect and classify multiple digits in an image. We
omit the technical details. One such as example, after we apply our algorithm
of Version 2 to it, is shown in Fig.9 with the individual digits localized and
classified.

Fig. 8. A more complex situation between two digits in Task C.

4 Experiment Results and Discussions

The data for all experiments to verify the effectiveness of the approaches are
acquired from the MNIST (Modified Nist) database?. It is a database that con-
tains a total of 70000 handwritten digit images. All images are 28 x 28 pix-
els, with a total of 784 pixels each and with a brightness value from 0.0-1.0.
All implementation is written in Python 3.9.5. Image processing algorithms are

2 https://pytorch.org/vision /stable/generated /torchvision.datasets. MNIST.html.
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Fig. 9. Task C: Version 2. n x n pixel digit localization and classification.

created using the libraries Numpy?®, Pillow?*, SciPy®, and OpenCV® with the
neural network being constructed and trained using PyTorch”. Our experiments
are conducted on a 2019 MacBook Pro containing a 2.6 GHz 6-Core Intel Core
i7 CPU, an AMD Radeon Pro 5300M 4 GB GPU, and 16 GB 2667 MHz DDR4
RAM.

4.1 Results

For Task A, a trivial problem, our proposed CNN model is trained and validated
on 60000 MNIST digits and tested on 10000 MNIST digits. After 15 epochs the
training and testing accuracy is 99.29% and 98.59% respectively. It can be seen
that the classification of a single digit for our CNN model is comparable to other
classification methods and other neural network architectures [9,14,19,24].

3 https://numpy.org/.

4 https:/ /pypi.org/project /pillow/.

5 https://docs.scipy.org/doc/scipy/index.html.
5 https://pypi.org/project /opencv-python,.

" https://pytorch.org/.
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Table 2. Task B and Task C: Results Over 100 Images.

Task | Digits per Image | Average Localization Accuracy (%) | Average Accuracy (%)
B V.1|5-10 98.19 94.56
B V.2 1020 97.43 93.66
CV.2|/17-25 99.69 94.34
CV.2|23-43 98.27 94.29

For Tasks B and C, the final accuracy results of our proposed different algo-
rithms proposed are shown in Table2. In our evaluations, the accuracy of the
algorithms is broken into two measurements, total accuracy and localization
accuracy. The total accuracy is calculated by analyzing whether the predicted
digits are present in the input image. Each digit present both in the predic-
tions and the input image is removed from the input image and the accuracy
is increased by 1. After all the predicted digits have been iterated through, the
accuracy is then divided by the number of digits in the image. If extra digits are
predicted, this method could report false positives [16]. The localization accu-
racy is computed by comparing the number of predicted digits and the number
of digits present in the image. Any differences in the sizes would be considered
as a decrease in accuracy. The average total accuracy and average localization
accuracy are computed after all images are processed. This way, it allows for reli-
able validation even among the arbitrary digit locations, digit size dimensions,
and order of the digits extracted. The separation between boundary box analysis
accuracy and total accuracy allows for an easy comparison for algorithms that
are proposed for detecting multiple digits in images in the literature.

4.2 Discussions

The challenge of character and digit recognition has been an incredibly popular
topic for some time. The field has seen advancements in detecting multiple char-
acters and digits in different complex real-world images with image processing
algorithms [8,15], as well with the use of deep learning neural networks [4, 18, 22].
There have been successful results with the use of edge-detection algorithms and
neural networks [23]. However, some edge-detection algorithms struggle with
expensive computation costs and with images containing a large number of dense
clusters with low pixel separation [10].

The algorithms proposed and implemented in this work provide an efficient,
robust, and adaptive solution, independent of digit sizes, the number of digits,
and the size of the image. However, our proposed approaches are not applicable
to the situation where heavy noises and the intersections of the digits are consid-
ered, as found in many complex real-world images. The intention of the study is
to provide a possible approach to the challenge of classifying handwritten digits.
We believe that our approach could be applied to various similar object detec-
tion tasks, such as letter detection, document processing, bank check processing,
mail sorting, the entry of data, etc.
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Fig. 10. An example of localization and classification of scanned digits.

The identification of multiple handwritten digits of the same dimension sizes
is accomplished with the use of image convolutions with high accuracy. But this
is limited by the requirement that the digit dimensions be known and used as
the kernel dimension for the image convolution. This is highly specific and only
maintains high accuracy in this niche problem. But our approach demonstrates
the use of image convolutions in digit recognition establishes a viable option.

In order to classify the digits written by any individual, the size of the digits
must remain arbitrary. An approach inspired by Divide and Congquer [20] and
DBSCAN [2] is proposed and implemented that allows for the flexibility and
adaptability aimed for. The algorithm mainly employs the faster divide-and-
conquer algorithm over the slower density-based clustering algorithm to produce
an efficient algorithm for identifying all handwritten digits in an image. However,
when considering large images that have a higher digit density, the algorithm
must resort to extracting many digits using the slower density-based algorithm.

It should be also noted that the accuracy of Task C is tested for 50 different
background image sizes. The density of digits is relatively constant for each
image size chosen, with per image containing 18-41 digits. One observation is
that when scaling down images, the digits in the images are also scaled down.
In order to determine the lower limit for scaling digits down, our algorithms are
examined with all digit sizes at 10, 11, 12, and 13 pixels. We observe that, for
digits whose size is below 12 pixels, the accuracy drastically decreases. So in
our experiments, digits are scaled to a minimum of 12 pixels and a maximum of
50 pixels. The maximum value can be increased to any value in our approach.
However, in our experiments 50 pixels is chosen as this allows for other digits to
be added to the 140 x 140 pixel background image. The size of the background
image may also be altered to any value. Also note that the size 140 pixels is
arbitrarily selected, only for the demonstration of our experiments.
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In addition to the existing digits images from MNIST, we also include scanned
images in our experiments. The digits are written in a variety of styles by indi-
viduals using two colors and three different pen thicknesses. Each scanned image
is scaled to 140 x 140 pixels, converted to gray scale. The colors are inverted and
the contrast is increased. Experiments with 20 images containing 7-17 digits per
image have 93.33% with an average localization accuracy of 97.84%. An example
is shown in Fig. 10 for examination.

We have conducted empirical analysis of execution times of our proposed
algorithms in our tasks. Due to the space limit, we omit it in this abstract.

5 Conclusion

In this study, a comprehensive approach to the classification of handwritten
digits is designed, implemented, and discussed through the development and
evaluation of a hybrid of CNN and some classic algorithms. We have showcased
the effectiveness of our proposed approach through a series of experiments. We
highlight the specialization of the proposed algorithms, with each tailored to
tackling distinct challenges in handwritten digit recognition. We believe that our
approach provides a viable option for various applications of object detection,
including letter detection, document processing, bank check processing, mail
sorting, data entry, and etc. As for our future work, our approach faces challenges
in scenarios involving heavy noise and intersections of digits, a characteristic of
complex real-world images. At this moment, we are considering whether we can
introduce noises into the digit images in MNIST and use them to train our CNN
model. We also plan to handle the situation where a digit’s size in an image is
too small as well as a digit may rotate by some degree.
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Abstract. Journalists often face the daunting task of manually sifting
through vast amounts of documents to uncover newsworthy story ideas.
The Djinn platform, or “Data Journalism Interface for Newsgathering
and Notifications”, developed by iTromsg, Visito, and IBM, addresses
this challenge by leveraging generative Al, supervised machine learning,
and rule-based algorithms. Djinn processes municipal documents from
Norwegian archives, ranks them by newsworthiness, and generates effi-
cient summaries and visual thumbnails. Its architecture includes a central
document ranker alongside local rankers tailored to individual newsroom
preferences, enhancing the identification of relevant content. Djinn fos-
ters user trust through explainable AI components and feedback mecha-
nisms. Business results from March-April 2023 and 2024 indicate signifi-
cant increases in story production and reader engagement for newsrooms
using Djinn. This paper discusses Djinn’s design and architecture, the
challenges encountered during development—including data availability
and privacy laws—and its contributions to computational journalism by
illustrating the practical application of Al technologies in investigative
journalism.

Keywords: Datadriven journalism - Al - Machine Learning

1 Introduction

®
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Investigative journalism within the urban planning, housing, and development
domain is crucial for uncovering stories of societal significance. However, manu-
ally reviewing large volumes of municipal documents is labor-intensive, hindering

journalists’ ability to focus on fact-checking and interviews.
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The Djinn project aimed to explore how generative artificial intelligence (AI)
and classical machine learning (ML) could meet this challenge, and enhance
newsroom value capture and build trust in Al within media.

Developed by iTromsg in collaboration with Visito and IBM, the Djinn plat-
form automates the extraction and ranking of relevant information from docu-
ments, helping journalists uncover impactful stories that promote public under-
standing and participation in local democracy. The platform was designed to
empower journalists by replacing inefficient municipal web tools with a more
effective solution, improving journalistic productivity and the quality of infor-
mation available to readers.

This paper presents the design and architecture of the Djinn platform, detail-
ing its combination of Al approaches to support various search paradigms and
enrich unstructured text. The platform includes functionalities such as document
ranking, data labeling, summarization, and named entity recognition. Addition-
ally, it discusses challenges faced during development and scaling, including data
availability and risks associated with generative Al.

2 Related Work

The challenge of classifying documents as newsworthy has been explored by
Spangher et al. [26]. In their case, data is labelled based on whether it resulted
in a front-page story and utilize a BERT model for classification, similar to
Djinn. Liu et al. [16] adopt an unsupervised approach to identify newsworthy
stories using Twitter streams, scoring them by tweet significance. Their method
enhances context awareness through clustering to filter out noise and chit-chat,
while also summarizing and extracting named entities from documents, akin to
Djinn.

3 Design of the Djinn Solution

The Djinn platform originated as an experimental project leveraging genera-
tive Al and has evolved into a comprehensive end-to-end journalist’s tool. This
platform utilizes the capabilities of generative large language models (LLMs),
which are paradigm-shifting innovations significantly impacting the media and
publishing industries. News outlets, regardless of size, are increasingly explor-
ing Al-powered technologies to revitalize their business models and create new
efficiencies. Common Al applications in journalism include monitoring breaking
news, alerting journalists to new information, extracting and converting data,
generating text, performing automatic spell checks, and detecting fake news [1].

3.1 Catering to Different Search Paradigms

Djinn supports three primary use cases, each addressing specific informational
and navigational user intents, as defined by Broder [4].
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— Insight Extraction: Allows users to uncover key entities and topics within
documents, facilitating serendipitous discovery without needing a specific
query.

— Recommendation Systems: The platform predicts the “newsworthiness”
of content, a critical measure in journalism that indicates the potential for
information to lead to hit stories. This helps the users prioritize their inves-
tigative efforts. The prediction is made by classifiers trained on labeled exam-
ples provided by journalists at iTromsg and other Polaris Media newsrooms.

— Information Retrieval: Provides targeted search results for users with spe-
cific information needs, enhancing the efficiency of their search experience.

Compared to traditional keyword-oriented search tools, the platform stands
out by simplifying information evaluation and shifting agency from the user to
the AT system. In a keyword search, users must explicitly decide what to search
for and manually assess the value of results. In contrast, an Al-driven experience
delegates this value determination to a system that can interpret content and
predict its relevance for journalists.

3.2 Power of Complementary Techniques

For Djinn to function effectively, it must manage unstructured text, diverse ter-
minology, and various file formats. To address this variability, Djinn employs
multiple parallel approaches, including generative models, classifiers, entity
extraction, and rule-based logic. Relying on a single method may not adequately
cover the range of anomalies; thus, complementary techniques are more likely to
provide useful insights for journalists determining document relevance for their
investigation. For example, a brief email might not yield a helpful summary, but
a certain person’s name within it could prompt further reading. Conversely, a 30-
page building plan may rank high due to mentions of protected buildings in the
text, despite its generic title. While a blueprint of a construction site may lack
insights, a visual thumbnail can help users quickly decide whether to open the
document. Where one technique falls short of providing valuable information,
another may reveal critical points of interest.

4 Solution Architecture

This all comes together in the Djinn platform, which is composed of several inte-
grated technology components. The municipal data is processed and presented
to the user as shown in Fig 1.

1. The content originates in data sources provided by the municipalities.

2. The data pipeline downloads the content, normalizes the format and meta-
data, and stores each document for downstream processing.

3. The document store contains the text of each document and the meta-
data store manages the meta-data associated with each document.
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Fig. 1. Data processing and user interface components.

4. The enrichment pipeline generates a visual thumbnail and a summary for
each document, extracts named entities, and predicts the relevance of each
document, adding new meta-data to the meta-data store.

5. The email notification server informs journalists of daily highlights via
email.

6. The authorization and access control service identifies users and provides
journalists access to Djinn.

7. The user interface presents a dashboard where journalists can explore the
ranked documents, filter them by time period and municipality, and search
for relevant information across all documents or a subset thereof.

Training of the relevance prediction model is conducted using the Djinn com-
ponents depicted in Fig. 2.
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Fig. 2. Djinn data labeling and model training components.

1. The authorization and access control service identifies users, granting
them access to the Djinn dashboard for the appropriate municipalities.

2. The user interface allows the journalist to label documents as examples of
“newsworthy” and “not newsworthy” for ranker model training.

3. The labeled examples are stored in the document store and meta-data
store.
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4. The model training environment in the AI platform allows the AI engineer
to conduct ranker training using the labeled data.

5. The Al engineer deploys the trained ranker model to the model deployment
environment, making it available for predictions in the enrichment pipeline
during data processing.

The following subsections describe the technical details of the Djinn compo-
nents.

4.1 Technology Stack

Djinn is hosted in IBM Cloud [9], IBM’s Enterprise Public Cloud platform and
runs on top of watsonx.ai [14], IBM AI platform supporting generative Al and
machine learning development. Djinn data pipeline and user interface software
images are deployed in IBM Code Engine [10], a fully managed serverless plat-
form that runs containerized workloads. Djinn uses as the document store IBM
Cloud Databases for PostgreSQL [13], an object-relational database system, and
as the meta-data store IBM Cloud Object Storage [11], a scalable and resilient
managed data service. IBM App ID [12] is used to manage authentication via

Single sign-on as well as access control. Email notifications are sent using an
SMTP server.

4.2 Modelling Newsworthiness

Djinn is designed to accommodate various newsrooms with distinct preferences
and data sources. This structure necessitates the distribution of document rank-
ing capabilities, allowing different newsrooms to receive tailored recommenda-
tions on similar documents. Because journalists label documents for ranker train-
ing while identifying potential news stories, generating training data is a gradual
process. Therefore, a single model for each newsroom would not efficiently lever-
age all available information for training. Despite differing preferences, common
attributes exist in documents of interest across newsrooms.

Central Model Architecture. To balance the exploitation of information
and preserve newsroom-specific preferences, a Central Model Architecture
(CMA) is proposed. The CMA consists of two types of document ranker models,
the central model and the local model. The central model is a single large binary
classification model that trains on labeled feedback from all newsrooms. The
intent behind this document ranker is to recognize universally interesting docu-
ments. The base model of the central ranker, which has been fine-tuned for the
classification task, is NorBERT, a Bidirectional Encoder Representations from
Transformers (BERT) model trained from scratch on Norwegian language data.
This makes it particularly suitable for analyzing the often complex, jargon-filled

and bureaucratic Norwegian language used in the documents being processed
[24].
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In addition to the central model, each newsroom is equipped with a local
document ranker model. This model, a binary classifier trained solely on labeled
data from its corresponding newsroom, learns patterns specific to that newsroom.
The local models are trained with a Support Vector Machine (SVM) algorithm
with fewer parameters than the central model, optimizing for computational
efficiency and cost.

Inference. During inference, a document is classified by both the central model
and the local model associated with the newsroom. Both models return a con-
fidence score that indicates how likely the document belongs to the “newswor-
thy” or “not newsworthy” class. The two confidence scores are aggregated by an
aggregation function.

The central confidence R, and the local confidence R; are aggregated through
the following function.

R=RR.+R}(1-R,)+R(1-R) (1)
This function generates the final
Reward function in boundary cases rank shown to the user by Combining

the central and local ranks. The func-
tion ensures that if one of the cen-
tral or local models ranks a document
as newsworthy with high confidence,
the final rank will classify the docu-
ment as newsworthy, even if the other
one disagrees. This is to strongly pre-
vent false negatives in the classifica-
00 02 04 o6 08 10 tion, as a false negative is worse than
a false positive, as it could lead to
Fig. 3. The dashed line represents the final 1mportant documents being missed
rank when R. and R; are the same. The solid by the journalists.
line represents the final rank when one of In addition to preventing false

the ranks is 0. The mixed line represents the negatives, this function also enhances
final rank if one of the ranks is 1. The dotted the signals given from the local and

line is a reference. central models under certain condi-

tions (Fig 3). If one of the models
gives a zero output, or close to zero, the aggregation function squares the other
model’s confidence, to decrease the final rank, invalidating the confidence of the
non-zero ranker. If both the models predict the same, that is, R, = Ry, their
combined signal is enhanced through the aggregate function. Note that the func-
tion is completely symmetrical, which entails that the local and central models
have the same influence on the final output.

4.3 Data Labeling

The rankers in the Djinn platform are trained on datasets labeled by journal-
ists. After extensive user testing, a simple thumbs-up or down feedback feature
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was integrated into the web interface for each document. During onboarding,
journalists are encouraged to provide balanced feedback on the newsworthiness
of documents, focusing particularly on outliers that may be incorrectly ranked.
This corrective feedback helps improve the models’ generalization abilities. Fol-
lowing the rollout of Djinn to 30 new newsrooms in February 2024, journalists
labeled 2,000 documents within a week, demonstrating the effectiveness of the
design in encouraging feedback.

Training and retraining local models on this feedback allows them to reflect
individual newsroom preferences. While newsworthy construction documents
often share common language patterns, the trained models can generalize and
rank previously unseen documents. However, ensuring data quality and volume
poses challenges, as journalists may use different criteria for evaluating newswor-
thiness, leading to potential inconsistencies in labeling. To address this, users
receive labeling guidelines during onboarding, and the purpose of feedback is
clearly explained to promote consistency [3].

4.4 Summarization

Even with a ranked list of documents, a journalist still has to open documents
to assess the content, which is a time-consuming task when each municipal-
ity publishes anywhere between 50 and 500 potentially newsworthy documents
every day. To further enhance the user’s ability to make quick decisions, every
document in Djinn is summarized by a generative large language model (LLM).
This gives the user insight into the contents fast, allowing them to evaluate the
relevance of the document, and if needed, to give corrective feedback on the
newsworthiness of the document.

The summary is generated by the Llama-2-70b-chat model, hosted in the IBM
watsonx.ai platform. While the model is only pre-trained on 0.03% Norwegian
language data, the journalists still find its language capabilities to be satisfactory
for their needs [27].

4.5 Named Entity Recognition

Named Entity Recognition (NER) enhances document assessment by extract-
ing key entities such as person names, company names, locations, and job titles.
This information is presented to users alongside rankings and summaries, helping
journalists gauge relevance. For example, a mention of a prime minister in a zon-
ing dispute may indicate newsworthiness. In Djinn, named entities are extracted
using the pre-trained encoder-only LLM IBM Slate [15]. The model was trained
by IBM on multiple languages simultaneously, including Norwegian Bokmal and
Nynorsk, and is able to decode these languages with better accuracy than mod-
els trained only on one language [20]. In Djinn, Extracted entities are re-ranked
based on their TF-IDF weight, which measures the significance of a term within
a document relative to a larger corpus. Higher TF-IDF weights prioritize entities
for display, ensuring users see the most relevant information for efficient news
gathering.
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5 Designing for Trust

Studies have long identified how a lack of user trust is a key factor in enter-
prise Al implementation failures [2]. Therefore designing for trust is an essential
aspect in the development of Al-driven search experiences, such as Djinn. Effec-
tive search design has traditionally relied on cognitive processes like information
foraging, utilizing UT techniques such as descriptive titles and clear labeling [23].
However, the introduction of AI brings fresh trust-related challenges. Societal
trust can hinder technology adoption [17] and therefore the pursuit of respon-
sible, trustworthy, and explainable AI (XAI) is now a critical industry concern
[5,19]. Yet the interplay between user interactions, system explainability, and
trust remains underexplored [7], with the literature mainly focusing on algorith-
mic transparency, accountability, explainability, and privacy considerations [19].
With Djinn, we examined the relationship between AT user experience (AIUX)
and trust-building along two dimensions: 1) user flow and 2) interface layout.

1) The user feedback mechanism in Djinn, featuring thumbs-up and down
options, allows users to engage with the system’s decision rules, which research
shows positively correlates with user trust [7].

2) Initially, a table layout was used to help journalists transition from tradi-
tional search experiences, providing a comprehensive overview of results for
exploration at their own pace. In contrast, the card-based layout in the pro-
duction platform presents Al-curated results, shifting more decision-making
power to the system and requiring greater user trust for adoption (Fig. 4).
A transitional Ul approach or explainability mechanisms, such as source ref-
erencing seen in some conversational search engines, could help address user
acceptance challenges.

Fig. 4. The main components of Djinn interface: 1) Ranking score 2) Al-generated
summary 3) Extracted entities 4) Feedback option.

5.1 Interface Components for AI-Based Search

The Djinn interface enhances search experiences by incorporating design ele-
ments that elevate perceived information value for users [25] and guide users to
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the most pertinent results [30]. Unlike traditional keyword-based search engines,
Djinn leverages generative Al outputs, which are inherently probabilistic and
variable, necessitating flexible layout designs and specific components to ensure
coherence and intuitiveness [15].

Content Cards. Djinn moves beyond conventional list displays, such as
Google’s Search Engine Results Pages (SERP), by utilizing card components.
These cards effectively address the design challenges posed by the variability
of Al-generated outcomes. Their flexible size accommodates multimedia content
and encourages user interaction, resembling playing cards that prompt actions
like clicking or tapping [18].

Document Summaries. Variability in summary length is managed through a
“Load more” feature. This promotes visual cohesion and reduces cognitive load,
by giving users the option to visualize more content on request also helps reduce
users’ cognitive load.

Extracted Entities Tags. Tagging with major keywords improves document
readability and navigation among related content.

Content Relevance Score. This score is included in the card design, enhancing
explainability and user trust in Al retrieval.

User Feedback. This feature allows users to contribute feedback, which helps
retrain the ranker models and fosters a sense of agency, control and trust in the
AT outputs.

5.2 Defining User Interactions with Al

The design of Djinn adheres to IBM Design’s UX guidelines, emphasizing Al’s
role in journalists’ workflows and its interaction with human users. This context
shapes the user’s mental model, with Djinn embodying the ’Coach’ role identified
by Papachristos [22], which helps users achieve goals and sets clear expectations
using relevance scores. By highlighting the probabilistic nature of outputs, Djinn
encourages critical thinking and fact-checking among journalists, aligning with
media literacy principles that advocate for the critical evaluation of information
sources [28].

Recognizing the risk of user over-reliance on AI, Djinn’s design incor-
porates mechanisms to mitigate this issue, ensuring that journalists remain
engaged in their decision-making processes. However, the interplay between trust
mechanisms and decision-making in Al-driven search experiences needs further
research. Best practices suggest using disclaimers for Al-generated content; IBM
employs an Al slug and specific modes in its Carbon for Al extension to indicate
when AT is involved in processes [8]. More focused research could clarify how
trust influences journalists’ reliance on Al-generated information.
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6 Challenges

Development of the Djinn platform began in late April 2023. The pilot phase
concluded successfully by mid-June 2023, where the platform was tailored to the
needs of the iTromsg newsroom, focusing solely on documents from the Tromsg
municipality. By March 2024, the platform was productionized and expanded to
35 newsrooms across Norway. Scaling the platform introduced new challenges.
While data availability in Tromsg was excellent, the same was not the case for
all municipalities.

6.1 Data Availability

Norway’s government encourages public participation in planning processes [21],
making zoning and development an ideal testing ground for Al-driven solutions.
This shared interest between the press and authorities eased data access during
the project.

Norway’s transparency laws guarantee access to public management and pol-
icymaking information, balanced by privacy and business regulations from Nor-
way and the EU, allowing exemptions for sensitive personal or business infor-
mation [6]. The press enjoys GDPR exemptions, allowing Djinn to process the
relevant data and store it for editorial use.

Currently, 55% of the 110 municipalities covered by Polaris Media openly
publish planning and development documents online, while the remaining munic-
ipalities either face challenges in doing so due technical limitations or lack of
resources or do not consider it necessary.!

Three of the municipalities that did not initially provide downloadable data—
Senja, Harstad, and Alta—made the necessary data available, or are in the pro-
cess of doing so, as a result of the Djinn project. Additionally, Midt-Telemark
lifted their ban on foreign IP addresses, enabling Djinn and other cloud-based
platforms to access their data.

6.2 Transparency

While over half of the municipalities covered by Polaris Media publish full-text
documents on their web portals, the level of transparency varies. Some munici-
palities publish all planning, zoning, and development documents, while others
exempt certain categories or specific documents. Access to this information often
requires manual FOTA requests.

Djinn does not automate the FOIA request process due to the risk of generat-
ing an overwhelming number of requests. Norwegian law requires FOIA requests
to be of a “reasonable” scope [6] (§24). Automated requests for all non-public
documents would likely be denied due to resource constraints.

! We charted and evaluated data availability before scaling up the Djinn solution from
iTromsg, which covers the Tromsg municipality in Northern Norway, to 35 Polaris
Media newsrooms across Norway. This data can be made available upon request.
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Targeted automated requests for potentially newsworthy documents could
address this issue but remain outside the current scope of Djinn.

Municipal websites vary in their data hosting solutions, ranging from struc-
tured APIs to web pages with embedded JavaScript dynamically generating doc-
ument links. Due to this variability, Djinn uses configuration templates to specify
how data from each municipality is processed. Web scraping poses challenges as
changes to HTML templates can cause failures.

6.3 Risks of Generative AI

Hallucination in generative Al refers to the generation of nonsensical, inaccurate,
or detached text. Hallucinations pose a potential risk for organizations adopting
LLMs. In the case of Djinn, this risk is mitigated by design. The summary
generated by Djinn is part of a “human-in-the-loop” editorial process; the Al-
generated summary is not presented to readers as is. The journalists use the
summary to decide where to focus their time. The investigation and story-writing
is still conducted by the journalist.

The Llama 2 70B model used by Djinn has an estimated accuracy of 94.9%
and a hallucination rate of 5.1% [29]. With Djinn processing around 12000
documents monthly, this translates to approximately 612 summaries contain-
ing errors.

To mitigate this, journalists and editors have been made aware of the risk of
relying solely on summaries. Document ranking and entity extraction comple-
ment the summarization feature and allow the journalist to consider more than
just the summary to determine document relevancy.

7 Business Results

Business data related to the news category “housing and property” shows a
significant increase in both story production and reader engagement in March
and April 2024, after the rollout of Djinn, compared to the same months in
2023, before its implementation. This trend is evident across several newsrooms,
indicating improved performance in published stories and reader interaction.

7.1 Increased Traffic and Production

The positive effects of Djinn on reader engagement are evident in the total traf-
fic share changes from 2023 to 2024. Traffic share describes how much of the
total page traffic of a newsroom is tied to a specific news category, in this case
“housing and property”. A majority of newsrooms saw substantial increases in
traffic share, with one newsroom experiencing a 1316 percent increase, indicat-
ing improved reader attraction and retention (Fig.5). Several newsrooms also
experienced significant increases in their production (Fig.5). This indicates a
meaningful boost in the number of articles produced, reflecting a positive shift
in editorial productivity within the category. While some newsrooms experienced
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declines, such as one with a 41% decrease in production, these cases provide valu-
able insights for further optimization. Overall, the data highlights the potential
of Djinn to enhance newsroom productivity and underscores the importance of
tailored strategies for different editorial preferences.

Percentage Change in Total Production (March-April 2023 to March-April 2024) Percentage Change in Total Traffic Share (March-April 2023 to March-April 2024)
nf

H

| |

Fig. 5. The figure shows the change in traffic share (right) and the percentage change
in production (left) within the property and housing category for newsrooms using
Djinn from March-April 2023 to March-April 2024.

7.2 Data Limitations

It is important to note that this analysis is based on the available data, which
may be influenced by several factors:

— Data completeness: The data includes only those newsrooms for which
comparable data from 2023 and 2024 exist. Many newsrooms using Djinn do
not have recent data available.

— Tagging practices: Variations in how content is tagged/categorized in the
content management system (CMS) can influence the data. Different routines
for tagging relevant content might lead to discrepancies. Improved consistency
and accuracy in tagging practices, or lack thereof, could account for some of
the observed changes.

— Content focus: An increased focus on the development beat or specific topics
may contribute to the positive effects observed.

— Temporal limitations: The analysis covers a specific period (March-April)
and may not capture longer-term trends or seasonal variations.

These caveats suggest that while the initial results are promising, a com-
prehensive evaluation over a more extended period and with a more complete
dataset would provide a more accurate assessment of Djinn’s impact.

8 Conclusion

The Djinn platform has demonstrated significant potential for enhancing news-
room productivity and reader engagement. By leveraging a combination of gen-
erative Al, machine learning, and rule-based algorithms, Djinn effectively pre-
reads documents and surfaces relevant information, enabling journalists to focus
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on higher-level tasks such as fact-checking, conducting interviews and editing.
The integration of multiple complementary techniques allows Djinn to handle
the variability in municipal documents, providing journalists with accurate and
timely insights across a range of newsrooms, both large and small.

The traffic and production data from March-April 2023 and 2024 highlights
the positive impact of Djinn, suggesting that Al-powered tools like Djinn can
drive both productivity and audience engagement.

When it comes to municipal data availability, the need for normalization and
common practices is paramount. Variations in data hosting solutions, interpre-
tation of transparency laws, and publishing practices across municipalities pose
challenges that must be addressed. Standardized procedures for document pub-
lication and exemption can enhance the consistency and reliability of the data,
facilitating better integration with Al-driven platforms like Djinn. The chal-
lenges of scaling the platform, such as data availability and lack of transparency,
highlight the need for ongoing collaboration with municipalities, data providers,
and relevant government institutions.

Overall, the Djinn platform—and the combination of generative Al with
other machine learning approaches—represents a promising advancement in data
journalism, offering valuable tools to support journalists in uncovering newswor-
thy stories and fostering greater public participation in local democratic pro-
cesses. Continued refinement and expansion of Djinn will further enhance its
capabilities and impact, contributing to a more informed and engaged society.
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Abstract. Sentiment analysis in financial text plays a crucial role in understand-
ing market trends and predicting financial outcomes. This research investigates
the impact of fine-tuning and ensemble learning techniques on the performance
of Large Language Models (LLMs) for financial sentiment analysis. We focus on
comparing individual fine-tuned FinBERT models and various ensemble meth-
ods, particularly stacking ensembles with different meta-learners, on the FiQA
(Financial Opinion Mining and Question Answering) 2018 benchmark dataset.
Our methodology involves dataset selection, model development, and rigorous
evaluation using multiple metrics. The results demonstrate the effectiveness of
domain-specific adaptation and the potential benefits of combining multiple mod-
els in an ensemble to improve sentiment classification performance. The stacking
ensemble with a Random Forest meta-classifier achieves state-of-the-art perfor-
mance on both datasets, outperforming individual fine-tuned models and other
ensemble methods.

1 Introduction and Background

Sentiment analysis within the finance sector has garnered attention for its ability to derive
insights from textual data in the financial domain. The purpose of financial sentiment
analysis is to recognise and measure the stance or viewpoint conveyed in literature such as
news pieces, earnings statements and social media posts [ 1]. Grasping sentiment can offer
data for making investment choices, evaluating risks and forecasting market trends [2].
However, financial sentiment analysis presents unique challenges compared to sentiment
analysis in other domains. Financial texts often contain numerous factors expressed in
nuanced language such as complex numerical information, finance terminology, and
other market-specific factors that can influence sentiment [3]. Additionally, the sentiment
expressed in financial texts can be more nuanced and harder to detect compared to general
sentiment analysis tasks [2].

The importance of sentiment analysis in finance has been increasingly recognised by
both academics and industry professionals. Studies have shown that sentiment expressed
in financial news and social media can have a significant impact on stock prices, trading
volumes, and market volatility [4, 5]. Furthermore, the rapid expansion of retail invest-
ment in recent years has led to the expectation that Financial Sentiment Analysis will
become even more critical. This can be seen in the increase in user base and active users
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M. Bramer and F. Stahl (Eds.): SGAI 2024, LNAI 15447, pp. 162-175, 2025.
https://doi.org/10.1007/978-3-031-77918-3_12
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on various retail investment platforms [9, 18]. As more individuals engage in invest-
ing and trading activities, the volume of informal financial text data on social media
platforms, such as Twitter and Reddit, has surged. This trend is further amplified by
the growing viewership of formal financial documents, which leads to these documents
holding even more importance when it comes to sentiment analysis.

This means that there is an increasing importance of sentiment analysis in making
informed financial decisions, as it helps them gauge market sentiment, identify potential
risks and opportunities, and react to shifting market dynamics in a timely manner.

As aresult, the role of predicting sentiment in Financial Text is expected to become
even more critical, serving as a key tool for investors navigating the complex and fast-
paced world of financial markets.

2 Problem Definition and Goals

The problem addressed in this research is the challenge of accurately analysing senti-
ment in financial texts, which is crucial for various applications in finance, including
market trend prediction, risk assessment, and investment decision-making. Financial
texts often contain domain-specific jargon, complex numerical information, and subtle
sentiment expressions that can be difficult for general-purpose sentiment analysis mod-
els to interpret correctly. Additionally, the sentiment expressed in financial texts can be
more nuanced and harder to detect compared to general sentiment analysis tasks.

2.1 Examples

May 21, 2020

NVIDIA today reported revenue for the first quarter ended April 26, 2020, of $3.08 billion, up 39 percent from $2.22
billion a year earlier, and down 1 percent from $3.11 billion in the previous quarter.

AAP earnings per diluted share for the quarter were $1.47, up 130 percent fro ar age
percent from $1.53 in the previous quarter, Non-GAAP earnings per diluted share were $1.80, up 105 percent from
0.88 a year earlier, and down S percent from $1.89 in the previous quarter,

Excerpt 1. An excerpt Nvidia’s Financial Results for First Quarter Fiscal 2021 [19].

This excerpt includes detailed revenue figures, growth percentages, and a financial
term “GAAP gross margin”. Here, both GAAP and non-GAAP earnings per share are
mentioned, along with their respective growth percentages compared to previous periods
(Excerpts 1 and 2).

The large stock gains this year is positive at >68% but is tempered by the fact the
stock is still well below previous highs. Terms like “price war” also make the sentiment
more ambiguous. A model may struggle with weighing the competing positive and
negative aspects.
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Musk warned that the prospect of recession and higher interest rates meant the EV maker could lower
prices to sustain growth at the expense of profit. In January, Musk $3id the price cuts had stoked demand

d, although the stock remains more than 50% below its November 2¢

Shares have fallen since Tesla's investor day on March 1when Musk said little about how soon the EV
maker might launch a more affordable, mass-market vehicle

Excerpt 2. An excerpt from Reuters discussing Tesla Inc’s report [20].

Sentiment Analysis can be used to forecast market volatility, market conditions and
sector-wide trends. In this section, we will be discussing a few instances in which the
use of Sentiment Analysis has signalled volatility and thus acts as a warning to investors
using these indicators.

2.2 Problems with Traditional Volatility Indicators

Before NLP breakthroughs, there were other methods of sentiment analysis on the mar-
ket, and they are Market Indicators. Just to mention a few, Chicago Board Options
Exchange’s Volatility Index (VIX), Baker and Wurgler’s Sentiment Index. It is worth
noting that these indicators only show broader market sentiment.

On the other hand, NLP techniques can detect sentiments both towards broader
market sentiment, and specific entities (and consequently, stocks), being aware of how
major factors like economic news, elections, central bank announcements, and the stage
of the economic cycle helps to give informed sentiment information on specific entities.

In the next section, we will discuss 2 case studies that elaborate on the limitations
of traditional broad volatility indicators.

2.3 Case Studies

To illustrate the drawbacks of Market Indicators only being able to detect broad senti-
ments, [ have assembled 2 case studies where the price of the Investment Products has
moved drastically, and we will be exploring them below:

In Graph 1, during the 2008 crisis, the VIX index (market volatility) and MACD
(Moving Average Convergence Divergence) were in sync, indicating a bearish market
trend. The extremely high VIX reflected intense fear and pessimism, confirming the
bearish MACD crossover. Investors using both tools could have avoided long positions
and potentially profited from the market decline.

In contrast with Graph 2, during the GameStop Short Squeeze, the VIX contradicted
the stock’s extreme price increase driven by retail investor sentiment on social media.
Traditional indicators failed to fully capture the dynamics at play, highlighting the value
of NLP sentiment analysis on social media data.

2.4 Potential Use Cases

The proposed approach for financial sentiment analysis has several potential real-world
applications in the financial industry:
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VIX vs. S&P 500 (2008 Financial Crisis)
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Graph 2. The graph depicts VIX, GameStop stock price, and MACD.

e Investment decision support: The sentiment predictions generated by the model can
be used to inform investment decisions by providing insights into market sentiment
and potential price movements.
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e Risk assessment: By analysing the sentiment of financial news and company reports,
the model can help financial institutions assess the risk associated with investments
or market segments.

e Trading strategies: The sentiment scores produced by the model can be incorporated
into algorithmic trading strategies to make more informed buy or sell decisions.

¢ Financial monitoring: Regulatory bodies and financial institutions can use the model
to monitor sentiment in financial markets and detect potential market manipulations
or anomalies.

These real-world applications highlight the practical relevance of the research and
its potential to support better decision-making processes in the financial industry.

3 Related Work

The field of Natural Language Processing (NLP) has seen significant advancements with
the introduction of transformer-based models. In this section, we will discuss how dif-
ferent transformer-based models have been adapted to address the challenge of financial
sentiment analysis, which our ensemble model then aims to improve upon.

3.1 Related Models

e FinBERT

This model is an open-source financial language model based on the BERT
architecture, has gained widespread acceptance within the research community for
analysing sentiments in the financial domain [2, 3]. FinBERT uses a two-stage
training process: further pre-training on financial corpora, followed by fine-tuning
on financial sentiment datasets. This approach allows FinBERT to capture finance-
specific language nuances and sentiment expressions more effectively than general-
purpose BERT models [6]. The first stage utilises a large collection of financial
texts, such as the financial section of the Reuters TRC2 dataset, while the second
stage focuses on fine-tuning using labelled datasets like the Financial PhraseBank.
This domain-specific adaptation has shown significant improvements in financial
sentiment analysis tasks.

e FinMA

Based on the LLaMA architecture, this model introduces a multi-task instruction
fine-tuning approach to financial language modelling [4]. Unlike FinBERT, which
focuses primarily on sentiment analysis, FinMA is trained on a diverse set of finan-
cial NLP tasks, including named entity recognition and question answering. The
key innovation of FinMA is its ability to handle both textual and numerical data
simultaneously, allowing it to capture complex interactions between language and
financial information. This integrated approach provides a more comprehensive view
of sentiment expressed in financial texts and enables FinMA to adapt quickly to new
sentiment analysis tasks with minimal training data. However, FinMA has shown
limitations in tasks requiring strong quantitative reasoning abilities, highlighting the
challenges of balancing multiple financial NLP tasks within a single model.
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e FinGPT

This is an efficient model adaptation for financial sentiment analysis by leverag-
ing the GPT architecture and employing low-rank adaptation techniques [17]. The
main innovation of FinGPT lies in its use of Low-Rank Adaptation (LoRA), which
significantly reduces the memory footprint and computational cost of fine-tuning
large language models. This approach allows FinGPT to be efficiently adapted to
finance-specific tasks using relatively small datasets, making it more accessible for
researchers and practitioners with limited computational resources. FinGPT’s strong
few-shot learning capabilities and competitive performance on financial sentiment
benchmarks demonstrate the potential of efficient adaptation techniques in specialised
domain tasks.

3.2 Motivation for Addressing Limitations

While these models have shown impressive results in financial sentiment analysis, they
each have their strengths and limitations. Many existing models in the market rely on
single models, which can lead to overconfidence in predictions, especially when dealing
with diverse financial texts. Single models may struggle to accurately analyse sentiment
across different types of financial language, such as formal financial reports versus
informal social media posts and may face challenges in integrating quantitative data
present in texts.

This research aims to address these limitations through ensemble approaches that
leverage the complementary strengths of multiple models. By experimenting with ensem-
bles with its base models trained on a different type of financial text, we create specialists
for various domains of financial language. In voting ensembles, we hypothesise that the
different weighting mechanisms will yield different performance results, and different
meta-classifiers in our Stacking Ensembles can potentially assign different vote weights
to each base model depending on the type of financial text being analysed. This app-
roach aims to mitigate the issues of single-model approaches, providing more robust and
accurate sentiment analysis across diverse financial texts.

4 Methodology

4.1 Base Model Selection for Building Ensembles

Our model selection process for this research considered baseline performance on similar
text analytics tasks, models used in similar research, and model size. FinBERT [2]
was selected for our experiments as its performance on sentiment analysis tasks, while
decent, was not as accurate as state-of-the-art models like FinMA and leaves room for
improvements in prediction through the application of ensembles thus allowing us to
observe if there are performance gains through ensemble learning.
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4.2 Training Pipeline and Training Datasets

To create these specialist base models for the various types of financial language specified
earlier, we fine-tune the FinBERT models [5] on the selected datasets.

The datasets chosen should aim to expose the model to a wide range of financial text
types and sources. There are two key aspects we want to focus on when selecting datasets
for training sentiment analysis models in finance: quantification and understanding [10,
16]. Quantification is crucial because financial texts often contain numerical data, such
as stock prices, financial ratios, and percentage changes, which play a significant role
in conveying sentiment and impact. A model trained on datasets rich in quantitative
data learns to associate numerical values with sentiment labels, capturing the magnitude
and direction of sentiment. Understanding is equally important, as financial sentiment
is expressed through complex language, domain-specific jargon, and nuanced opinions.
Datasets that promote understanding should cover a wide range of financial topics,
entities, and events, enabling the model to grasp the underlying meaning and intent
behind the sentiment. Described below are the training datasets used.

e Financial PhraseBank (FPB) [11] consists of financial text annotated with sentiment
labels. This dataset has been widely used for fine-tuning LLMs on financial sentiment
analysis tasks. The annotated sentences cover a range of financial entities and provide
valuable examples for training models to predict sentiment polarities.

e Kaggle-financial-sentiment [12] contains a significant amount of textual quantitative
data, providing the model with exposure to numerical and financial metrics alongside
sentiment labels. Training on this dataset enables the model to understand the inter-
play between quantitative information and sentiment, a crucial aspect of financial
sentiment analysis.

e Financelnc/auditor_sentiment [13] consists of several thousand sentences from
English language financial news. This dataset offers a diverse range of financial text
from news sources, allowing the model to learn the language and sentiment patterns
prevalent in financial news articles.

e Zeroshot/twitter-financial-news-sentiment [14] brings in the perspective of social
media sentiment related to financial news. Training on this dataset allows the model
to capture the unique characteristics of sentiment expressed in short, informal text
snippets, such as tweets. This exposure enhances the model’s adaptability to various
forms of financial sentiment expression.

These diverse sources capture different aspects of financial sentiment, from formal
to informal financial text data, and from market reactions to company-specific events
and broader economic trends ensures that the model can handle the complexities and
nuances of financial sentiment across different domains.

4.3 Ensembles

Ensemble learning is a technique that combines different models together to obtain
better predictive performance than could be obtained from any of the constituent learning
algorithms alone [7]. In the context of financial text sentiment analysis, ensemble learning
could potentially help to improve the accuracy and robustness of sentiment classification
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models by leveraging the strengths of different base learners [8]. We explored ensemble
learning approaches like unweighted voting and stacking with different meta-learners.

e For the unweighted voting ensemble, we combined the predictions of the fine-
tuned FinBERT models using a simple majority voting scheme, where each model’s
prediction was given equal weight.

e For the stacking ensemble, we used the predictions of the fine-tuned FinBERT models
as input features to train a meta-learner. We experimented with three different meta-
learners: Random Forest, Logistic Regression, and Gradient Boosting. The meta-
learners were trained on the concatenated predictions of the base models, along with
their corresponding confidence scores.

To handle the class imbalance present in the datasets, we calculated class weights
based on the inverse class frequencies. These class weights assigned higher importance
to the minority classes and were used in the training of the Logistic Regression and
Gradient Boosting meta-learners.

4.4 Target Task

To create a comprehensive testing environment, Part 1 of the FiQA 2018 dataset [15] is
used for our test data. It was introduced as part of the “The Financial Opinion Mining
and Question Answering” challenge [16], consisting of both financial news articles and
numerical data. By incorporating this dataset, it enables an accurate assessment of our
sentiment analysis model’s performance on a wide range of financial text data, resulting
in an accurate assessment of the performance of our sentiment analysis model.

To create a comprehensive testing environment, we selected Part 1 of the FIQA 2018
dataset [15] for our testing. It was introduced as part of the “The Financial Opinion
Mining and Question Answering” challenge [16], including both financial news articles
and numerical data. By incorporating this dataset, our testing is robust and enables an
accurate assessment of our sentiment analysis model’s performance on a wide range
of financial text data, resulting in an accurate assessment of the performance of our
sentiment analysis model.

5 Results and Analysis

5.1 Model Performance Table
(See Table 1).
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Table 1. ** All experiments were conducted using the same hyperparameters of 12 layers and
768 hidden units, a learning rate of 2e—5, a batch size of 32, and for 3 epochs.

Model Metric FIQA 2018 | Datasets used for training
FinMA F1 Score 0.825 Financial PhraseBank (FPB),
Recall 0.705 FiQA-SA dataset
FiaBERT F1 Score 0.559 R_euter§ TRC2,
Recall 0.488 Financial PhraseBank
F1 S, 0.850 . ;
FinBERT tuned with 4 datasets core FinBERT training,
Recall 0.844 4 datasets mentioned earlier
F1S: 0.503 :
FinBERT tuned with FPB = - FinBERT training,
Recall 0.418 FPB
F1S 0.816 . ;
FinBERT tuned with kaggle-financial core FinBERT training, )
Recall 0.826 chiapudding/ kaggle-fi 1
F1S: 0.490 . ;
FinBERT tuned with twitter-sentiment core FinBERT tranmg, . .
Recall 0.416 zeroshot/twitter-financial-news-sentiment
F1S: 0.428 . ;
FinBERT tuned with auditor-sentiment core — F@ERT training =
Recall 0.359 Financelnc/auditor_sentiment
F1S 0.572 . ;
FinBERT Ensemble: unweighted voting core 4 of FinBERT, each trained on 1 of
Recall 0.491 the 4 datasets respectively.
FinBERT Ensemble: Stacked with Random Forest as Meta |F1 Score 0.985 41 of FinBERT, each trained on 1 of
Classifier Recall 0.985 the 4 datasets respectively.
FinBERT Ensemble: Stacked with Logistic Regression as |F1 Score 0.802 4 of FinBERT, each trained on 1 of
Meta Classifier Recall 0.807 the 4 datasets respectively.
FinBERT Ensemble: Stacked with Gradient Descent as Meta |F1 Score 0.771 4 of FinBERT, each trained on 1 of
Classifier Recall 0.764 the 4 datasets respectively.

5.2 Analysis of Model Performance

Analysing the single model performances, it is expectedly lower than the Ensemble
Models, with the highest accuracy of 0.850 achieved by the FinBERT tuned with 4
datasets. Turning our attention to the ensemble methods, we see a notable improvement in
performance. The stacking ensemble with a Random Forest meta-classifier achieves
the highest accuracy of 0.985 on FiQA 2018, significantly outperforming all individual
models. This demonstrates the power of ensemble learning in leveraging the strengths
of multiple models and mitigating their weaknesses.

The central aim of the experiment setup is to compare two approaches: Fine-tuning
a single instance of FinBERT on all four datasets combined, against an ensemble model
of four separate instances of fine-tuned FinBERT instances, with a meta-classifier on
top. This experimental setup is particularly interesting as it explores the impacts of
how different Machine Learning methodologies with essentially the same datasets, can
affect prediction performance. By comparing the two approaches, we can gain valuable
insights into the effectiveness of fine-tuning strategies against ensemble strategies. The
performance results highlight the potential of ensemble learning in improving robustness
and generalisation, especially for the challenging dataset for FIQA 2018, and can help
with performance in quantitative understanding.
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Fig. 1. Confusion Matrix for Stacked Ensemble with Random Forest meta-learner tested against

FiQA-2018.

This Confusion Matrix summarises the model’s performance by comparing the pre-
dicted labels against the true labels. The matrix shows that the model correctly classified
most instances for each sentiment class. The diagonal elements represent the true pos-
itives: 233 for class O (negative sentiment), 66 for class 1 (neutral sentiment), and 511

for class 2 (positive sentiment) (Fig. 1).

Overall, the confusion matrix demonstrates the model’s high accuracy in sentiment
classification across all three classes. The misclassifications are relatively low, indicating
the model’s robustness in capturing the sentiment expressed in financial text data (Fig. 2).
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Fig. 2. Class wise performance for Stacked Ensemble with Random Forest meta-learner tested

against FiQA-2018.

The high precision and recall values for each class indicate that the model is capable

of correctly identifying and classifying instances within each sentiment category.
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All classes perform relatively well, having F1 scores of 0.98, 0.94 and 0.99
respectively.

5.4 Comparing Meta-learners in Stacking Ensembles

The experimental results show that the Random Forest meta-classifier achieves the
highest accuracy scores on the FiQA 2018 dataset in stacking ensembles, with an accu-
racy of 0.985. Logistic Regression also demonstrates strong performance, achieving
0.802 on FiQA 2018 and Gradient Descent achieves lower accuracies of 0.771 on FiQA
2018. Random Forest’s superior performance can be attributed to its ability to handle
complex relationships and its resistance to overfitting. Logistic Regression effectively
models the relationship between base models’ predictions and sentiment labels using a
linear combination. Gradient Descent’s lower performance may indicate challenges in
optimization with class imbalance.

Overall, the experimental results demonstrate the effectiveness of stacking ensem-
bles in handling imbalanced datasets for sentiment analysis tasks and Random Forest’s
superior performance in this circumstance. The choice of meta-learner should consider
dataset characteristics, problem complexity, and interpretability requirements.

6 Conclusion

In this research, we investigated the impact of using various Machine Learning tech-
niques on the performance of predicting sentiment in Financial Texts. Our results demon-
strate that using an Ensemble Model with fine-tuned FinBERT models on domain-
specialised datasets enhances its ability to capture the nuances of financial language
and sentiment. Furthermore, the stacking ensemble approach with a Random Forest
meta-learner achieves state-of-the-art performance on benchmark datasets, outperform-
ing individual fine-tuned models and other ensemble methods such as unweighted and
weighted voting as well as other meta-classifiers.

The experimental findings highlight the importance of leveraging diverse financial
datasets in an ensemble, as it allows the model to learn from a wide range of text types,
sources, and sentiment expressions and it is represented in a way that minimises over-
confidence. The ensemble learning technique, particularly stacking with meta-learners,
proved to be effective in combining the strengths of multiple fine-tuned models and
mitigating their weaknesses, leading to improved sentiment classification performance.

6.1 Potential Shortcomings

e While our ensemble method demonstrates superior performance, it’s important to
acknowledge the increased computational requirements compared to single-model
approaches. This raises valid concerns about energy efficiency and computational
costs. However, it’s crucial to consider the context of its application. In large finan-
cial institutions, where this model would likely be deployed, the analysis would be run
centrally and its insights distributed to numerous traders and analysts. This economy
of scale significantly improves its cost-effectiveness. The value derived from more
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accurate sentiment analysis, potentially influencing decisions on multi-million dollar
trades or investments, could far outweigh the computational costs. Nevertheless, we
recognize the need for further research into quantifying this cost-benefit ratio across
different use cases. Future work should focus on optimising the ensemble’s efficiency
without compromising its performance, possibly through techniques like model dis-
tillation or more efficient ensemble architectures. Additionally, as green computing
advances, the environmental impact of such models may decrease, further improving
their viability.

e Our current model focuses on sentiment analysis at the sentence level, which, while
crucial, is just one step towards comprehensive document-level sentiment analysis.
We acknowledge that financial documents, such as lengthy reports or regulatory
filings, require a more nuanced approach that considers the overall context and the
relationships between sentences. However, achieving high accuracy at the sentence
level is a fundamental building block for more complex analyses.

6.2 Future Research

Future research should explore hierarchical models that can effectively aggregate
sentence-level sentiments into coherent document-level predictions. This could involve
techniques such as attention mechanisms to weigh the importance of different sentences,
or recurrent architectures to capture the flow of sentiment throughout a document. Addi-
tionally, investigating how to incorporate document structure, such as sections and sub-
sections in financial reports, could provide valuable context for more accurate sentiment
predictions. As we advance towards document-level analysis, maintaining the high accu-
racy achieved at the sentence level will be crucial for building reliable and interpretable
models for longer financial texts.

While we conducted preliminary experiments to determine the hyperparameters for
fine-tuning FinBERT and training the meta-learners, a more rigorous and systematic
hyperparameter search could potentially uncover optimal settings that further boost per-
formance. Techniques such as grid search, random search, or Bayesian optimization
could be employed to efficiently explore the hyperparameter space and identify the best
configurations for each component of the pipeline.

The research primarily focused on comparing individual fine-tuned models with
parallel ensemble architectures, where the base models are trained independently, and
their predictions are combined through voting or stacking. An interesting avenue for
future work is to investigate the effects of serial ensemble architectures, where the
base models are trained sequentially, with each model learning from the errors of its
predecessors. This iterative approach, often referred to as boosting, has the potential to
create a stronger ensemble by progressively focusing on the more challenging instances
and refining the overall prediction.

Moreover, the current research can be extended by exploring the integration of addi-
tional financial datasets, both for fine-tuning and evaluation purposes. Incorporating a
wider variety of financial text sources, such as earnings call transcripts, analyst reports,
and social media data, would expose the model to an even broader range of sentiment
expressions and potentially improve its ability to generalise across different domains
and writing styles.
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In conclusion, this study demonstrates the effectiveness of ensemble learning tech-
niques in enhancing the performance of financial sentiment analysis models. The pro-
posed approach, centred around fine-tuned FinBERT models and stacking ensembles,
achieves state-of-the-art results on benchmark datasets. However, there remain several
promising avenues for future research. By addressing these aspects, we can further push
the boundaries of financial sentiment analysis and develop even more accurate, robust,
and reliable models to support decision-making in the financial domain.

Acknowledgments. 1 would like to thank my project supervisor, Professor Sophia Ananiadou
from the University of Manchester for mentoring my project as well as the researchers Jimin
Huang and Qiangian Xie, leading the Fin AI group, for our discussions and helping with my
understanding of the topic for this paper.

Appendix
Model Evaluation Python Implementation

import pandas as pd
from transformers import pipeline, AutoModelForSequenceClassification, AutoTokenizer
from sklearn.metrics import accuracy_score, fl_score, precision_score, recall_score

', model-model, tokenizer-tokenizer)

recall = recall_score(df[

return accuracy, 1, precision, recall
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Abstract. There are many critical optimisation tasks that metaheuris-
tic approaches have been shown to be able to solve effectively. Despite
promising results, users might not trust these algorithms due to their
intrinsic lack of interpretability. This paper demonstrates the use of
explainability to resolve this issue by producing human-interpretable
insights that focus on simplicity, fitness and linkage.

Our explainability approach revolves around the concept of Partial
Solutions, which assist in breaking up the solutions of optimisation
problems into smaller components. We first expand upon our previous
research proposing the technique, and then provide a use case on the
Staff Rostering task: a large and otherwise uninterpretable optimisation
problem with ethical implications due to its direct impact on humans.
The explanations consist in rota assignments for interacting groups of
workers, along with the reasons why they are interacting. Lastly, some
experiments are used to ascertain that the algorithms work as intended
and for hyperparameter tuning.

The results suggest that our methodology is capable of presenting
insightful information for the Staff Rostering problem, by producing both
local explanations of solutions and global explanations of the prob-
lem definition.

Keywords: Explainability + XAI - Job Scheduling - Metaheuristics

1 Introduction

Optimisation problems appear in many real-world applications, and often can
only be efficiently solved using metaheuristic methods such as Genetic Algo-
rithms (GAs). Important examples are found in medicine [9,16], with many
other applications ranging from logistics to engineering [19)].
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Considering the impact metaheuristics can have, their adoption requires users
to trust them for both ethical and legal reasons, as discussed in recent European
Regulations [11]. Metaheuristics are particularly hard to trust due to their non-
deterministic behaviour and often uninterpretable trial-and-error strategy.

This paper will demonstrate the use of Partial Solutions (PSs) [3] as a
potential explainability tool for many metaheuristics that is able to act as an
interpretable intermediary between the user and the solutions to the problem.

Following the definitions of [1,14] we consider interpretable to mean the
inherent ability to explain or to convey meaning in understandable terms to
a human, and explainability meaning techniques to provide details or reasons
which make the algorithm’s functioning clear or easy to understand. In this paper
the explanations will clarify the results of a metaheuristic after its execution,
making them post-hoc.

A Partial Solution represents a trait associated with fitter solutions.
In [3], the structure of PSs is defined, as well as how to obtain them. The core
principle is that while a large solution might not be interpretable by the user,
the smaller PSs it contains can be more digestible while still conveying impor-
tant information. This aligns with the idea proposed in [17] that an explanation
should be meaningful towards the user’s goal, which in the case of an optimi-
sation problem mainly relates with improving the fitness value.

This paper aims to demonstrate the applicability of PSs to a complex, real-
world problem, extending the work presented in [3]. We present a use case on a
Staff Rostering problem as an example of a real task benefitting from explainabil-
ity, derived from a real problem encountered by our industrial partner. Within
this context our research questions are:

— Mining: How can PSs be obtained for our case study problem?

— Explainability: How can PSs be used for explainability?

— Insights: What insights do our methods produce for the Staff Ros-
tering problem?

The document proceeds as follows: Sect.2 is a literature review regarding
PSs and explainability, Sect. 3 presents our methodology, Sect. 4 defines the Staff
Rostering problem, and Sect. 5 is a use case of our methodology on the problem.
Finally, Sect.6 contains the experiments used to tune the parameters of our
algorithms and Sect. 7 summarises our findings.

2 Literature Review

2.1 Partial Solutions, Explanation and Innovization

Partial Solutions, introduced in [3], are designed to provide explanations to the
solutions of combinatorial optimisation tasks. Given an optimisation problem
and the metaheuristic used to solve it, our method consists of an algorithm that
analyses the candidate solutions produced by the metaheuristic (which we call
the reference population) and produces a list of traits which are associated
with desirable fitness, the PSs (Fig. 1).
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Each of these traits is composed of a subset of the parameters, and the values
they should take, such as the pattern *4**1x3.

In order to find the patterns that are most suited for explanations, we use
3 metrics to assess them: simplicity, mean fitness and atomicity (derived
from the concept of linkage). Simplicity is the number of “wildcards” in the
pattern: more wildcards make the pattern simpler and therefore easier to under-
stand. Mean fitness is the average fitness of the solutions containing the pattern,
capturing its contribution to solution quality. Atomicity is a measure of the
strength of interaction between the non-wildcard variables, to punish patterns
which involve “unnecessary” variables.

In the explainability context, PSs align with the aims of “innovization” [4]
as positive traits that a human might find useful. We present in this paper the
methods which can be used to discover such traits (improving upon our previous
work in [3]), as they were noted in [4] to be absent.

2.2 Metaheuristics and Explainability

We follow the terminology used in XAI for machine learning where explana-
tions are categorised as global (applicable to the general problem) and local
(relating to specific solutions) [1]. The methods presented in [6-8] by Fyvie
et al. closely resemble our line of enquiry in that they produce global explana-
tions, whereas our work implements both global and local explanations which are
metaheuristic-agnostic. There are relatively few works that produce local expla-
nations of this kind, although model agnostic approaches might be applicable
(such as LIME [18]). Explainability can be thought of as presenting higher-order
information, and machine learning methods lend themselves well because they
contain models of generalised information which can then be analysed. A tra-
ditional GA on the other hand has no such model, and thus the literature for
explainability in GAs and similar metaheuristics is relatively scarce.

The methods of Fyvie et al. introduced the idea of analysing the trajec-
tory taken by the population of a GA to obtain a post-hoc explanation for
the behaviour of the metaheuristic. Similarly, our approach uses the candidate
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Fig. 1. The reference population, consisting of solutions, is used to construct the objec-
tive functions used to search for Partial Solutions.
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solutions produced by the metaheuristic to find useful PSs that can be used to
construct explanations. In our case, our industrial partner developed a Simulated
Annealing (SA) algorithm specifically for their Staff Rostering problem [5], and
our proposed system can make use of its outputs with little modification.

3 Methodology

In this section we present our methodology to find PSs, with Sect.3.1 and
Sect. 3.2 summarising and expanding the techniques first presented in [3]. The
general process starts by generating a reference population via Simulated Anneal-
ing, and using it to find the PSs via the PS Mining algorithm. Finally, local
explanations for a solution are based on the PSs it contains, and global expla-
nations are obtained by analysing all of the PSs.

3.1 Reference Population

The methodology described in [3] defines how the input data (the reference pop-
ulation) is used to evaluate the PSs, and this section will describe how it is
obtained. In order to analyse the behaviour of an algorithm, we consider all of
the candidate solutions it produces. This includes the starting population and all
of its subsequent improvements and resembles the strategy used by Fyvie et al.
in [8]. In order to distinguish positive and negative traits, it is necessary to eval-
uate both accurately. The input data will under-represent negative traits (due to
convergence by the metaheuristic), and the PSs representing these negative pat-
terns might not be evaluated accurately due to lack of samples. To mediate this
issue, we can introduce solutions obtained through uniform random sampling,
specifically by having half the population derive from the metaheuristic and the
other half being random. The benefit of this approach is tested in Sect. 6.

The metaheuristic used in this work is a form of Simulated Annealing devel-
oped by our industrial partner, documented in [5]. Since SA could be swapped
for any other approach that produces candidate solutions, our system is fairly
“algorithm agnostic”, resembling “model agnostic explanations” in XAI [18].

3.2 Partial Solution Mining

In [3] we described a method which, given a list of candidate solutions, obtains
the PSs to be used for explainability. The task of finding the PSs is stated as
an optimisation problem in itself, where the search space is that of PSs (same
as the original problem’s search space but the * symbol is also available to any
variable). Uniform mutation is used (each variable has a 1/n chance of mutation)
where non-wildcard variables have a 50% chance of turning into a wildcard when
mutated, and binary uniform crossover is used.

It is a multi-objective search problem, where the objectives to be maximised
are simplicity, mean fitness and atomicity as introduced in Sect. 2.1.
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As previously mentioned, atomicity represents the strength of the interactions
between the variables which are not wildcards in the PS. This is important so
that all the variables in the pattern are necessary and contributing to the fitness
improvement. The formula proposed in [3] appeared to be unstable for larger
problems, and was here improved in Eq. 2 by being restated in terms of pairwise
linkage (Eq.1) as defined in DSMGA-II [12]. While in [3] the three objectives
were aggregated into one by normalising and summing them, here they will be
handled as separate objectives by a Multi-Objective GA such as NSGA-III
and MOEAD.

link(A, B) Zp (a,b) 1og< @ )(a b)(b)> (1)

a€cA
beB

atomicity(z?) = avg ({link(A7 B) | xj’f‘ + *,x% #*x, A+ B}) (2)

In order to comprehensively explain solutions, it is important to find many
diverse PSs. Most Multi-Objective GAs implement an objective-space diver-
sity enhancing mechanism, but in this case we also want decision-space diver-
sity. In our work we opted for sequential decision-space crowding where
multiple GA runs are executed and each run’s crowding metric is based on the
results from previous runs, known as the archive.

Decision space crowding is implemented using Eq.3, derived from fitness
sharing [10,13] with the distance metric in Eq.4 which counts the proportion of
shared fixed variables. Here we use ognared = 0.5, so that PSs are considered too
similar at the 50% threshold.

w) — |{yw| y’ll) € archivgd(xw,yw) < Ushared}|

Carchive (T |archive @)
dat gy = b Lt € bl £ x ) =y o)
Y avg(order(z¥), order(y?))

where order(z¥) = |{xf’ | ac;b I= xw,a:g’ # *}|

3.3 Explaining Partial Solutions

In order to improve the interpretability of Partial Solutions, we can identify
problem specific descriptors that can help the user understand them at a
glance. More specifically, these are quantitative descriptors relating to the opti-
misation task, that the system can formally analyse. In the case of the Staff
Rostering problem, a PS consists of a group of workers and their rota assign-
ments, and some relevant descriptors might be the similarity of their working
patterns or the similarity of their skill sets (more are described in Sect. 4).
Generally, it is useful to know whether a descriptor is comparatively high
or low, or in more formal terms the position of the descriptive value within its
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Fig. 2. A local explanation of a solution is composed of the PSs it contains and their
descriptors, which are the properties with near-extreme values.

distribution (as defined in Algorithm 1), which we call the percentile. Once the
descriptors and their polarities are obtained, the PSs are used in the following:

— Local Explanations: (Fig.2) Given a solution, we find the PSs it contains
and present them alongside their descriptors, ordered by ‘percentile’

— Global Explanations: All the PSs obtained are analysed statistically to
obtain information about the overall solution set

Given a PS and a descriptor value, we use Algorithm 1 to determine its
percentile by using the empirical distribution function. For example, values
which are in the upper quartile correspond to a percentile greater than 0.75. The
percentile is influenced by the distribution of the descriptor, which means that
it is necessary to get a set of control PSs to compare the value against, and this
is implemented by the function GET_CONTROL_DISTRIBUTION in Algorithm 1. It
returns a set of randomly generated PSs which have the same quantity of fixed
variables as the Partial Solution being evaluated, so that any bias produced by
the number of active variables is represented in the distribution. For this work,
generating 1000 samples was found to be sufficient.

In our system, only descriptor values which are in the bottom 10% and top
10% of their distribution are considered significantly extreme and are presented
to the user. This threshold was se lected since higher percentages would have
included less impactful or potentially irrelevant descriptors.

4 The Staff Rostering Problem

The Staff Rostering problem involves assigning rota patterns to a set of workers,
with the aim of having a consistent quantity of workers for a certain calendar
period. The problem definition consists of:
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Algorithm 1. get_percentile_of_property(ps, prop : PS — R)

1: function GET_-CONTROL_PARTIAL_SOLUTIONS(ps, sample_size)

2 control_items « []

3 for i «— 1 to sample_size do

4: control_items.append(random_ps_with_same_order_as(ps))
5 end for

6 return control_items

7: end function

®

control_items < GET_CONTROL_PARTIAL_SOLUTIONS(ps, 1000)
9: distribution « map(prop, control_items)
10: return eCDF (prop(ps), distribution)

— A list of workers, each having some rota pattern options and a skill-set
— The rota patterns, made of “Working” and “Not Working” days.
— A calendar length (e.g. 12 weeks)

More specifically, the rota pattern assigned to each worker is between the
choices that are available for them. In optimisation terms each worker is a vari-
able and their rota assignment is their value (e.g. worker#6—rota#2), and a
solution corresponds to the assignments of rotas for all workers.

The fitness function is determined by the “range” of the quantity of scheduled
employees with a certain skill on a certain day of the week. For example, of Fibre
Optic engineers on Tuesdays there might be {2,1,5,2,5} throughout five weeks,
but having {3,2,2,3,2} would be better since the quantity only ranges between 2
and 3. Let Q. (skill, weekday) be the function returning the quantity of workers
trained in skill working on weekday as determined by solution z, for each week
(e.g. Q. (Fibre, Tuesday) = {2,1,5,2,5}).

The aim is to minimise the range of workers for each skill-weekday
combination (Eq. (5)), with some additional components that contribute to
the objective function in Eq. (8).

min(Q,(skill, weekday)) \ >
maz(Q,(skill, weekday))
weight(veekday) = 10 if weekday € {Saturday, Sunday}, else 1

Range, (skill, weekday) = (1 -

(=2}
=

preference_score(z) = W - #{non-favourite rotas in x}

F(z) = Z (Range, (s, d) - weight(d)) + preference_score(x)

s € skills
d € weekdays

~
2

Firstly, weekends have increased importance and thus their contribution to
the fitness is increased by using the weight function (Eq.6). Additionally, each
employee has a favourite rota within their choices, and the fitness improves
as more of these are picked (Eq.7). Finally, the weighted ranges for each skill-
weekday combination are added with the preference score (with a weight W,
here set to 0.001) to form the final fitness function (Eq. (8)).



186 G. A. P. 1. Catalano et al.

The instance used here is (almost) identical to [8], with the same workers
and rotas available to them. There are 141 workers, each having at most 4 rota
options of which there are 95 in total. Unlike [8] where skills are not considered,
there are 18 possible skills and each worker is trained in at most 5. Lastly, the
calendar length is 3 months (13 weeks).

The desired interpretable descriptors for a Partial Solution of this problem
have been informed by our industrial partner and are as follows:

— Mean number of rota choices per worker
— Rota difference (Hamming Distance, in days) between the assigned rotas
— Number of Saturdays and Sundays with at least one worker assigned

. TS
— Skill coverage (U}, Si|) and overlap (%) between the workers
i=1 K3

— Proportion of workers assigned to their preferred rota

5 Analysis of Explanations

Here we demonstrate some real examples of the explanations produced by our
system in regards to our Staff Rostering problem instance. These consist of local
and global explanations implemented via a command line program, and the
outputs are be reported in the following sections. The parameters used for this
section were determined from the results in Sect. 6.

5.1 Local Explanations

The program we implemented presents the top solutions found by SA to the
user and ask which one they would like to see explained. Once the solution is
selected, the program displays the PSs contained within it, and their descriptors.
We selected the best solution present, and of the PSs shown we picked 3 represen-
tative examples from the top 5 (Fig. 3). Each explanation consists of a group of
employees and their rota assignments (the PS), and its descriptors accompanied
by their “percentile” (described in Sect. 3.3). Each PS has an “effect on fitness”
representing the mean difference in fitness between solutions which contain the
PS and those that do not, with negative values being preferred for this problem.

Example A presents a group of workers whose chosen rotas appear to be con-
venient for covering Sundays and that are also the worker’s preference. Moreover,
their rotas are different from each other by nearly 24 days on average (pairwise).
Their interaction is also explained by the similarity of their skills.

Example B is a smaller group of people, and this is reflected in a smaller
effect on fitness. As opposed to Example A, these workers have similar rotas
(extremely, according to the percentile) and their rotas are better suited to
cover Saturdays rather than Sundays.

Finally, Example C contains another configuration, but with less descriptors
than the previous examples. This group specialises in covering Sundays but not
Saturdays, and their skills are similar (i.e. there are overlaps).
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Partial Solution, Example A

Descriptors percentile |
Lewis (Skills [2,4,5,16]) 1°* rota
Quinn (skills [0,3,9,16]) 1 rota * The selected rotas cover many Sundays (12 are covered) 98%
Slenna) (BT {f/8CH) 3% rota  » The selected rotas are different (average Hamming diff. = 23.93) 96%
Harrison (skills [0,4]) 4" rota . o,
iy (Skills [1,5.,6,13,161) 1% rota " Many workers got their preferred rota 95%
Amelia (Skills [1,4,7,101) 4™ rota » The skills are similar 6%
Ollie (Skills [3,4,6]) 1% rota " : 0

>

S e, @) — The skills cover a relatively narrow range 9%
Imogen (skills [5,13]) 1% rota
Nova (Skills [3]) 2™ rota

Descriptors percentile

Partial Solution, Example B

The selected rotas are similar (average Hamming diff. = 8.67) 0%

Bella (skills [7,13]) 2" rota

Zara (skills [2,4,6,15]) 2™ rota » The selected rotas cover few Sundays (2 are covered) 7%

DevLg (skills [51) Caizorn » The skills are diverse 92%
» The selected rotas cover many Saturdays (8 are covered) 91%

Partial Solution, Example C T R

Isaac (skills [6,111) 2™ rota » The selected rotas cover many Sundays (7 are covered) 93%

Blake (Skills [4,15]) 1°* rota . . 0

Scarlett (skills [5,6,10,12,14]1) 1 rota » The skills are similar 6%

: na
5D (skills [4,5,12,151) 7 xota » The selected rotas cover few Saturdays (5 are covered) 9%

Fig. 3. The 1°¢,2"? and 5" explanations produced by the system. The 3"¢ and 4"
have been omitted due to their similarity with the 15 and 2.

In case a worker would like to know why they were assigned to a certain rota,
some explanations can provide a lot of insight. If, for example, Sienna wanted
to know why she was assigned to her 3"¢ rota, she would be presented with
Example A and any other explanations pertaining her. From Example A she
would infer that her rota choice needs to work well with the workers in that
group because they have similar skills, and that her rota should be very different
from them. It should be noted that the ability to explain an assignment depends
on relevant Partial Solutions being present, and in the solution used here 80%
of the variables were explained. It is worth noting that of the 28 unexplained
variables, 24 are workers with only one rota choice (i.e. no choice).

Looking at all the explanations produced, it is clear that many are very
similar to each other, despite the use of the objective-space crowding operator.
Of the first 10 returned, 5 were redundant, which suggests that a post-processing
filtering step might be beneficial.

5.2 Global Explanations

Additional insights can be gained by analysing all of the PSs obtained by the PS
mining algorithm. The first result is the frequency with which the workers appear
in PSs, likely to be correlated to their importance to the problem. The frequency
of certain employees being high would imply that they interact with more groups,
and thus that their rota choices are more critical. This was compared against
the variable importance obtained through LIME on a random forest regression
model trained on the reference population, yielding a statistically significant but
weak correlation (p-value = 0.004, explains R? = 5.7% of variance, coeff. = 0.24).
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Fig. 4. A scatter-plot to show the correlation between the frequency of workers (each
corresponding to a variable) appearing in PSs, and the quantity of rota choices which
are available to them. A light horizontal jitter was applied.

Our variable importance was observed to positively correlate with the number
of rota choices (p-value << 0.05, explains R? = 78% of variance, coeff. = 0.88,
Fig.4). This suggests that employees with more rota choices have a
greater impact on the fitness, possibly due to increased tunability, which
was observed by Fyvie et al. in [6] as well.

More specific information can also be obtained in correlation to variable
importance, and in this particular instance it was observed that workers with
skills 5 and 15 tend to have greater importance (p-values are 0.063 and 0.024
respectively). These skills are not significantly over or under-represented within
the workforce, but a closer inspection reveals that the weekday ranges for these
skills are better than most (they are both in the top 5).

5.3 Utility of Explanations

The information obtained in the local and global explanations can be used by
decision makers to decide what changes to implement within their workforce
in order to improve the settings of their Staff Rostering task. For example, if
a manager wanted to improve the importance of the less critical workers, they
could train them in the skills found to be important in the global explanations.
Additionally, knowing which skills are important could be used to guide the
hiring process and explain to candidates why they were turned down and what
they could do to improve their chances in the future.

Once the workers are hired, the managers will be aware that having multiple
rotas is also beneficial, and therefore they will make many rota choices available
to the new hires. To decide these rotas, they might look at the local explana-
tions of the current solutions and find groups of workers that already appear to
be interacting due to those skills. Looking at the rotas of those workers (and
at descriptors relating to whether they are similar/different), the manager can
propose rotas that are likely to harmonise with the existing workforce.
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6 Experiments and Results

The experiments in this section will assess the PS Mining algorithms’ ability
to find PSs. We designed 2 Staff Rostering problems to have pre-determined
interacting groups of workers, and the algorithm’s performance is measured by
counting how many are found through a run with a limited evaluation budget.
More specifically, it should find the optimal configurations for these groups, of
which there might be multiple, and these are referred to as target PSs.

The specific construction of these problems is available at [2]. The first bench-
mark problem contains 5 groups of 4 workers each, and in order for a group to
perform well each worker should be assigned to their second rota of the two they
have available. This setup resembles Royal Road in its behaviour, and therefore
it will be referred as SR-RR [15]. This tests the algorithm’s performance on an
instance where there is only one optimal configuration for each group.

The second instance contains more complicated relationships, with 5 groups
of 3 workers each. For a group to do well, the rotas assigned to the workers need
to all be different, and each worker has 3 options available. This is designed
to resemble a Graph Colouring problem with 5 independent triangular cliques,
and it will be called SR-GC. This instance was designed to test the algorithm’s
performance when each clique has many optimal configurations, in this case 6
per group (and 30 target PSs in total). This problem also tests the potentially
negative influence that SA might have on the results: the SA runs are unlikely
to find all of the optimal configurations, causing their absence in the reference
population and preventing their discovery.

The experiments aim to determine the best PS Miner parameters, specifically:

Reference Population origin € {100% SA, 50% SA + 50% Uniform}

— Multi-Objective algorithm € {NSGA-II, NSGA-III, MOEAD, SMS-EMOA}
Crowding-operator € {Objective space (default), Decision Space}

— Population size € {50, 100, 200}

Evaluation Budget per run € {1000, 2000, 5000, 10000}

Each run consists of a sequence of smaller executions of the Multi-Objective
search algorithm which are limited by a total PS evaluation budget of 50000, and
the reference population is always limited to be 10000 individuals in total. At the
end of the run, we count the proportion of found target groups of workers. Each
combination of problems and parameters is executed 100 times, with Table 1
presenting the average proportions across those runs.

The results of the experiments suggest the following to find the target groups:

— Using NSGA-II with decision space crowding

— Using many smaller populations with smaller budgets (50 individuals,
budget of 1000 PS evaluations). Larger population sizes (even beyond 200)
yield similar rewards per run but prevent sufficient repeated runs by wasting
the evaluation budget.

— Using a reference population which is composed of individuals from a SA
and uniform random sampling
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Table 1. Average proportion of discovered groups for the SR-RR and SR-GC problems,
applied on differing reference populations (Best performing shown in BOLD)

Multi Run settings | Ref. Pop = Ref. Pop =
Objective 100% SA 50% uniform,
GA 50% SA

Pop. | Eval. |SR-RR|SR-GC|SR-RR |SR-GC
Size | Budget

Objective space MOEAD 50 1000 11% 14% 40% 25%

Crowding 100 5000 |25% |6%  |25% |11%
200 110000 |28% 4% | 25% | 7%

NSGA-II |50 |1000 |59% |35% | 82% | 64%
100 5000 |16% | 10% |50% | 17%
200 110000 |10% | 7% | 44% | 10%
NSGA-III |50 1000 |81% |37% |74% |61%
100 5000 |43% | 10% |46% | 13%
200 10000 | 34% | 6%  |30% | 7%

SMS- 50 1000 | 59% | 38% | 86% | 66%

EMOA 100 | 5000 15% 11% 54% 19%
200 | 10000 |10% 8% 46% 11%
Decision space crowding | MOEAD 50 1000 8% 14% 42% 23%
100 | 5000 27% 6% 26% 10%
200 | 10000 |30% 4% 21% 7%

NSGA-II 50 1000 67% 43% 93% 68%
100 | 5000 33% 18% 86% 27%
200 | 10000 |22% 13% % 18%
NSGA-IIT 50 1000 58% 47% 25% 32%
100 | 5000 33% 27% 41% 26%
200 | 10000 |30% 16% 29% 14%
SMS- 50 1000 56% 39% 87% 67%

EMOA 100 5000 |20% |12% |61% | 20%
200 | 10000 | 12% | 8%  |48% | 12%

The results on the experiments indicate that the algorithm handles SR-RR
much better than SR-GC, supporting the suspicion that the algorithm struggles
to find all patterns when the optimisation problems has many global optima,
which is likely to be related to the convergence properties of SA and could be
reduced by using diversity enhancing mechanisms.

The local explanations can be used to explain the variable assignments of
a solution produced by SA, but are not guaranteed to be able to explain all of
the variables. In the use case presented in Sect. 5, 20% of the variables were not
included in any explanation, making them uninterpretable, but many of these
had a cardinality of 1 and thus did not need explanation.
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The speed of PS Miner is highly dependent on the number of variables. For
these small problems of 20 variables at most it takes around 1 min, and around
10 min for the Staff Rostering problem (on an i7-3770 CPU @ 3.40 GHz with 20
GB RAM running Windows 10). This is caused by the complex objectives in
use. Further work to reduce execution time is underway.

7 Conclusion

The research questions set out in Sect. 1 are answered as follows:

— Mining — PSs are found using the algorithms discussed in Sect. 3.2, applied
on the reference population described in Sect. 3.1.

— Explainability — Partial Solutions can be used to obtain both local
and global explanations, improved by finding interpretable problem-specific
descriptors which have sufficiently extreme values

— Insights — In the Staff Rostering problem, the PSs can be used to explain the
solutions produced by SA. Local explanations show which groups of work-
ers are interacting, and likely reasons, but they can also be used for global
explanations. The variable importances we obtained correlate (weakly but
significantly) to those produced by LIME, and they are positively correlated
with the number of rota options available to the workers, which was also
found by [6].

While our methodology produces novel explanations, the results also indi-
cate that the algorithms could still be improved in their ability to find PSs on
problems with more complex search spaces, such as continuous variables and
permutations. In general, the structure of PSs presented here is limited to fairly
low-level patterns and does not translate to higher order relationships (such as
vary = vary), which would be able to explain a much wider class of problems.
Additionally, the PSs produced by the system are sometimes redundant (i.e.
the same pattern is present multiple times with slight variations) and should
be culled in a systematic manner. This can be resolved using a simple heuristic
which removes PSs for which a more general PSs has already been found. More-
over, in the context of explainability it is often argued that the user should have
some control over the explanations, which is currently lacking in this project
but could be implemented by allowing selection of the weightings for simplic-
ity, mean fitness and atomicity. Future work will explore alternative methods of
finding PSs in order to improve PS mining speeds and tunability of explanations.

Source code for this project is available at [2].
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Abstract. To negotiate the safety and liability concerns of Autonomous
Vehicles (AVs), manufacturers desire AVs to conform to traffic laws and
regulations with auto-reasoning capabilities and the ability to detect pas-
sengers’ misbehaviour. Our study focuses on formalising regulations for
AVs based on Temporal Deontic Defeasible Logic (TDDL). We adopt
a directed obligation to introduce the person in charge of events that
can differ from the event executor. We also relax the time intervals from
bounded to right-open to enable AVs to conduct auto-reasoning even
without knowing when events end. Based on the modified deontic and
temporal features, a Right-Open TDDL (RTDDL) is developed. The UK
Highway Code is selected to illustrate the proposed RTDDL to ensure
the behaviours of AVs obey traffic laws in complex traffic scenarios.

Keywords: Temporal Deontic Defeasible Logic - Formalisation -
Directed Obligation + Autonomous Vehicles

1 Introduction

The deployment of autonomous vehicles (AVs)! is considered as a possible solu-
tion to reducing vehicle accidents. Since they are not affected by certain physical
conditions that humans are prone to [2,20], and they exercise greater execu-
tion abilities than humans [2,30], it is possible that the widespread adoption
of AVs could eliminate traffic congestion [25] and improve traffic efficiency [26].
To achieve these visions, the design of AVs has to address multiple concerns.
While it is important to enhance AVs’ perception abilities, sensing and inter-
preting objects from sensors to human-level proficiency [2], we focus on how
AVs’ behaviour can comply with existing traffic regulations.

! We refer AVs as the vehicles with the highest driving automation level (level 5)
according to the Society for Automotive Engineers (SAE) [28], which can operate
without any human intervention.
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Traffic laws encompass not only the operational details of vehicles but also
the duties and responsibilities of drivers, passengers, and other stakeholders. AVs
take on the human drivers’ roles, making appropriate decisions when operating
the vehicles [17]. The definition of an AV “driver” becomes questionable, whether
it refers to any human sitting behind the steering wheel, the AV itself, or others
[21,31]. Yet, with the disappearance of human drivers in AVs, it is essential to
identify the person in charge when the driving duties are conducted by the AV.
For instance, drivers, the responsible human users of AVs, need to guarantee that
passengers adhere to traffic regulations like wearing seat belts, and it is unclear
who bears the responsibility when AVs replace drivers’ roles. Despite not being
liable for drivers’ duties, AVs may also be responsible for ensuring passengers
follow traffic laws for safety concerns. Passengers may be more encouraged to
risk-take to misbehave as they feel safe to take AVs [13], such as not wearing seat
belts. It becomes another challenge for AVs to detect passengers’ misbehaviour
and respond accordingly. In addition, AVs are required to consider both temporal
information and law priority when deciding whether actions are appropriate. In
particular, some decisions involve the guarantee that future events will happen,
and AVs have to consider them in their navigations. For example, the maximum
50m travel distance in Rule 99 of the UK Highway Code [5]? is a precondition
of permitting not wearing seat belts, which must be guaranteed before driving
starts but this is not relevant for AVs.

Our work emphasises designing a logic for the decision-making of AVs, which
not only involves how to operate the vehicle but also considers passengers’ duties
and responsibilities. AVs are required to behave correctly while avoiding unde-
sirable actions to ensure the safety of both passengers and other road users. To
address these concerns, we adopt Temporal Deontic Defeasible Logic (TDDL)
[22], an extended Defeasible Logic [19] with features of Deontic Logic [27] and
temporal information, as the foundational logic for representing traffic laws. We
modify the logic to allow AVs to conduct decision-making at any time, antici-
pating future events for predictive safety. We refer to our modified version as
Right-Open TDDL (RTDDL). We evaluate our formalisation by selecting sev-
eral rules in the current UK Highway Code [5] in our study. In contrast to other
traffic laws, such as the Road Traffic Act 1988, it is less rigorous and structured
but includes more discussions on when road users are guilty of offences or have
duties. Our hypothesis is as follows.

By extending TDDL with right-open time intervals and introducing the
person in charge, our RTDDL can formalise traffic requlations such as the
UK Highway Code.

In the next section, we briefly introduce the background of our work, includ-
ing previous attempts to formalise traffic laws for AVs and a brief introduction
to TDDL. Section 3 introduces the grammar and semantics of RTDDL, together
with the discussion of proof in the theory. We then formalise several rules in the

2 All rules in the Highway Code are annotated as “Rule X”, where X is a reference
number. We only present excerpts of Rules for concise discussion.
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Highway Code in Sect. 4. Finally, we conclude with a discussion of future work
of coding traffic laws with RTDDL.

2 Background

2.1 Related Work

The term formalisation varies in different publications. [24] considered formali-
sation as a two-phrase task, first representing a natural language text in a formal
language, which is named “codification”, then giving computable definitions of
vague concepts for AVs’ judgment on traffic conditions, which refers as “con-
cretisation”. In this work, we only refer to the former task. Works on traffic laws
formalisation for AVs focused on controlling vehicle trajectories, such as rules for
intersections [6,11,14], road junction [1], overtaking and safe distance [3,4,7,24].
To the best of our knowledge, no existing work on traffic law formalization for
AVs addresses the behavioural rules for AV passengers.

There were attempts at formalising traffic rules into Answer Set Program-
ming [11] or Defeasible Deontic Logic [3]. Yet, they missed the integration of
time relations in the formalisation [14]. Linear Temporal Logic (LTL) is capa-
ble of modelling sequences of events and became the choice of logic for [1,4,7].
Later works [14,15] adopted Metric Temporal Logic (MTL) as it also models
durations. Nevertheless, formalising traffic regulations in LTL or MTL have two
main drawbacks. First, it is necessary to identify all exceptional cases for a rule,
and either include their negations in the rule’s premise [7] or include them in
the rule’s conclusion [15]. Although this reduces the readability of the formalised
rules, it also assumes AVs are factual omniscient; otherwise, they cannot con-
clude from partial but sufficient knowledge [9]. Secondly, these works aimed to
regulate AV trajectories, as mentioned in [23]. They did not apply Deontic Logic
as AVs perform what the engineers design. Yet, traffic regulations also involve
human behaviour, and there is a difference between the ideal one (outlined in
the regulation) and the actual one (that may violate the laws). If these are not
aligned, AVs may need to remind passengers to follow regulations. As a result,
we are motivated to select a logic which contains all of these features, and we
select TDDL [22] as a basis of our logic to formalise traffic laws.

2.2 Temporal Deontic Defeasible Logic (TDDL)
As the backbone of TDDL [22], Defeasible Logic (DL) [19] is a non-monotonic

logic that is closer to human reasoning, where we retract previous conclusions
when a contrary evidence arises. Evidence defeating one another forms a hier-
archy, represented by superiority relations in DL. Definition 1 illustrates the
components of a DL theory.

Definition 1 (DL Theory). A DL theory T is a tuple (R, F,S), that consists
of a set of rules R with unique labels L, a set of facts F and a set of superiority
relations S on R.
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There are three types of rules in DL. Strict rules (—) are indisputable and
cannot be challenged by any exceptions, while defeasible rules (=) are debat-
able, and their conclusions can be contested. Undercutting defeaters (~) do
not support an inference but are used as counter-evidence to decline conclusions
drawn from defeasible rules. Each rule is assigned a unique label, which is used
to define the rules’ priorities in the set S. S aims to resolve conflicting conclu-
sions. If two rules with different priorities derive contradictory conclusions, the
conclusion derived from the higher priority rule overrides the one from the lower
priority rule, which is then discarded. The rules and the priority are defined in
Definition 2 and 3 respectively.

Definition 2 (DL Rules). A DL rule is in definite clauses, i.e. single-headed,
and is in the form of

ripL A ANy — Y (1)
for n >0, where ¢; and 1 are literals, and r € L is a rule label. A rule is

— a strict rule if the arrow is —,
— a defeasible rule if the arrow is =, and
- an undercutting defeater if the arrow is ~-.

Definition 3 (Rule Priority). The hierarchy between two rules is defined by
the predicate = /2, which rule with label ry is superior to the rule with label ry
is denoted as r1 = ro.

The types of accepted literals in Definition 2 differ between various kinds of
DL. In DL, literals are simply propositions (p) and their negations (—p). TDDL
introduces temporal information and deontic modalities, so literals that include
these elements are referred to as temporal modal literals. They are composited by
a literal with one of the following temporalised modal operators: @7, O or PT.
Each operator is assigned a bounded time interval 7" to indicate the period that
the literal holds. The first modal operator @ serves as a placeholder, while O
and P are from Deontic Logic [18] indicating obligations and permissions respec-
tively. They emphasise the discrepancy between people’s actual performances
and the norms specified in laws, such as duties and responsibilities. While all
temporalised modal operators can associate with literals, @ can also associate
with rules to indicate the period of existence. Due to the introduction of the
time dimension, a TDDL theory also includes a set for time 7, a discrete totally
ordered set of instants of time.

3 Formalisation in Right-Open TDDL (RTDDL)

3.1 Overview

The Right-Open TDDL, our modified TDDL, is designed for modelling events-
based systems, like AVs, to support automated reasoning. We assume that
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machine observations can be represented as some attributes. In RTDDL, these
attributes are represented as propositions. For instance, an AV represents the
scenario of a child standing on the road by a proposition locate(child, road).

RTDDL theory maintains the same structure as TDDL’s, though we modify
the time set 7 in TDDL. We remove the discrete restriction as 7 can apply on
continuous data points. In addition, 7 in RTDDL may not have supremum. AVs
do not know when an observation ends during operation, and it may continue
indefinitely. Thus, we remove the upper bound of 7. Yet, the minimal element
tmin Of the set still exists, marking the starting moment for the model record.
As a remark, a rule in TDDL is associated with two periods: the period of force
and the period of efficacy. The former states the period for the legal norm is
in force, while the latter indicates the time that provision causes its legal effect
[22]. In this paper, we omit the distinction of the two periods for brevity and to
maintain clarity in our examples.

Definition 4 (RTDDL Theory). An RTDDL theory T is a tuple (T, R,
F.,S), where R, F,S is a DL theory as in Definition 1 and T is a totally ordered
set for the time with the minimal element t,,iy, -

RTDDL language is defined by modifying two main TDDL features to fit the
concerns of modelling regulations for AVs. These modifications will be discussed
later, including (i) changing the time interval from bounded to right-open, and
(ii) integrating the person in charge in the deontic operators. We present the
Backus-Naur Form (BNF) of the RTDDL language below. All RTDDL expres-
sions are in Skolem Normal Form, i.e. all quantifiers are removed.

Definition 5 (RTDDL Language). For a set of propositions Prop, and a
subset of constants that include all people Per, and other sets in Definitions 2
and 4, the RTDDL language is defined as follows.

<F> :== <GenLit>

R> :== <L> ":m mp<T> w(n <preconds> <Arrow> <GenLit> ")"
<S> == <L> M= <L

<Preconds> :== <GenLit> | <GenLit> "A" <Preconds>

<GenLit> :== <Lit> [ <DLit> | <TLit>

TIES ge= MTSTS O@D Gigps )T (| Gyo<iS 00T GREas 5)0
<DLit> :== <Deon><Fer> m(m <Lit> ")"

<Lit> :== <Prop> [ "—~" <Prop>

<Deon> :== "O" [ "p"

<Arrow> :== " / ", / "o 1t

We provide a simple RTDDL theory in Example 1 to illustrate how to for-
malise regulations for AVs. The semantics of RTDDL theories, such as the mean-
ing of AT, are discussed in detail in the coming subsection. R stores formalised
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traffic laws, specifications by manufacturers and commonsense knowledge. F is
composed of observations from AVs, which could be a capture of a person sitting
in the AVs, or information given by users, together with other commonsense
knowledge.

Example 1. An RTDDL theory with a set of dates 7 for over-simplified Rule
99. Here 799  and 199 ;, depict that passengers (Pax) shall wear a seat belt unless
exempted due to medical conditions (exMed). F describes Alice’s situation, and
the S defines applying rgg.; instead of rg9., when they are in conflict.?

R = {rog.a : h¥ (adult(Paz)) A hT (sit(Pax, Car))
= W7 (OF% (wear(Paz, belt))),
roo.p : BT (exMed(Pax)) = hT (PT% (~wear(Paz, belt)))},
F ={h°%"" (adult(alice)), h°*"" (sit(alice, tesla)), kO™ (ex Med(alice))},
S ={ro9.b = 199.0}

3.2 Semantics

RTDDL modifies the semantics of both deontic and temporal operators. For
deontic ones, we adopt the concept of directed obligation* [10] on deontic opera-
tors. Directed obligation introduces a stakeholder, or the bearer, who has respon-
sibility for certain obligations. For AV regulations, the assumption that “an event
executor is the person in charge” does not necessarily hold, as there are no human
drivers in AVs as event executors. For instance, an AV could be the executor of
taking the emergency kit mentioned in Rule 228. Yet, another party such as
the manufacturer, not the AV itself, is liable for such responsibility. We utilise
the notation of directed obligations in RTDDL to waive the above assumption.
Definition 6 depicts the meanings of deontic literals.

Definition 6 (Deontic literals in RTDDL). For a literal Lit, which is either
a proposition or its negation, and a person in charge Per,

- OP”(Lit) represents “it is obligatory, toward Per, that Lit”.
~ PPer(Lit) represents “it is permissible, toward Per, that Lit”.

For the temporal dimension, we employ after(t) from Event Calculus [12] as
a unary predicate for the time period. An observation starts after the moment ¢°.
Its end is undefined but may be suggested in other predicates. We extend TDDL
with right-open time intervals to incorporate the cases where the termination
moments of observations are not known at the moments of initialization.

3 All constants and predicates are in camelCase, except the deontic operators. Vari-
ables are in PascalCase.

4 Not to be confused with the one proposed by [29], which introduced an individual
protecting the interests through exercising the obligations.

5 In RTDDL, an observation begins at ¢, whereas in Event Calculus, it occurs after t.
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Definition 7 (Temporal Literals in RTDDL). For a literal Lit (that may
be deontic) and a moment T € T, a temporal literal is in the form of ET(Lit)
which means “Lit happens from the moment T”.
For simplicity, ht=i(Lit) can be written as Lit.

The shorthand notation refers to the idea that any time-independent knowl-
edge can be considered as a time-dependent observation that starts from the
beginning. Notice that in RTDDL, there is no negative temporal literal, e.g.
—ht(OPeT (1)), or double-temporal literal, e.g. hi* (ht2(PPe"(1))) that TDDL does.
The former one is disallowed as its meaning is ambiguous. The negative tempo-
ral literal refers to the temporal literal not holding at some unknown moment
t' after t. Yet, it is equivalent to explicitly stating Lit holds at ¢ (i.e., hf(Lit))
and fails at ¢ (i.e., At (=Lit)). The latter is defined in TDDL language but is
not used in the TDDL theory [22].

The languages of rules are defined in Definition 8, which are similar to those
in TDDL. Although the body of a rule can be empty in RTDDL, we encourage
users not to make it empty in actual practice. Even universal rules apply to
stakeholders who are not explicitly mentioned, such as “no parking” for human
drivers. Rewriting universal rules into their conditional form (in conclusions if
conditions structure) [16] helps to minimise any ambiguity. This can be done
by specifying variables’ sorts as predicates in the conditions of the rules. Due to
space limitation, we omit all such predicates in this paper.

Definition 8 (RTDDL Rules). An RTDDL rule is a temporalised DL rule
whose body is non-empty and is in the form of

T:ET(¢1A...A¢n‘—>¢)

form >0, where ¢; and ¥ are temporal literals. It reads as “A rule with label r
applies from the moment T”.

Types of rules are defined in the same way as in Definition 2. WhenT = tin,
the predicate hT associated with the rule can be omitted for simplicity.

3.3 Proof Theory

The method of proving a temporal literal in RTDDL is derived from TDDL
[22], but it is simpler than TDDL’s because of its simpler grammar. The major
modification is to change the time intervals from bounded to right-open. While
TDDL considers three different relations between two time intervals during the
proof, RTDDL focuses only on the relationship between two starting moments.
Also, RTDDL ignores the case of two consecutive time intervals within a proof.
It is important to note that if a conclusion applies to two disjoint but consecutive
time intervals, it suggests that some precondition has changed at some moment.
We suspect it is necessary to present such a change during the proof.

Proving a temporal literal involves considering possible attacks by justifying
whether one of its complements is also provable. The complementary set of a
temporal literal is defined below.
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Definition 9 (Complementary Set). The complementary set of a temporal
literal v is defined as

{=¢}, Y 1S a proposition
c(o) - JHOTT L. PP L), = 0P (Lit)

{(’)PCT(_‘Lit)}, w — PPET(Lit)

{hT(Lit)|Lit € C(Lit)}, ¢ = hT(Lit).

The proof theory of RTDDL is similar to that of TDDL. Readers are encour-
aged to refer to the section of Proof Theory in [22] for more details. The only
difference is the part for definitely provable (+A(1))). Recall that the termination
of observation is represented by a temporal negative literal (hf(—Lit)) instead of
the upper bound of the time interval, which is the complement of the observa-
tion. To determine if a temporal literal is definitely provable at the moment ¢,
not only do we need to find a rule or fact to support the observation occurring
on or before ¢, but we also need to ensure no complement stops the observation.
The proof of the absence of such a complement is new in RTDDL because we
adopt the right-open time interval.

4 Case Studies

In this section, we explore how RTDDL’s features could express traffic regu-
lations to monitor AV trajectories and passengers’ behaviours. We also illus-
trate how AVs use RTDDL to deduce the desired responses in real-life situa-
tions. Unless specified, we assume the person in charge of any passengers’ Pax
behaviour in AVs is the manufacturer Manu in this section.

4.1 On AVs’ Trajectories

Entering Road Junction. Rule 170 discusses the conditions when a vehicle
enters a road junction, which shows a sequence of events as the preconditions of
a rule.

Rule 170. You should watch out for cyclists, motorcyclists and pedestrians
(road users) and give way to pedestrians crossing or waiting to cross a road
into which or from which you are turning. Do not cross or join a road until
there is a gap large enough for you to do so safely.

[1] formulates the Rule in an extended-LTL language called RoR language,
which uses the binary operator U representing “until” to connect two events.
In RTDDL, we formulate the sequence of events by introducing time variables
T; and using an inequality to compare these variables, ensuring that the AV
observes road users (RU) for a moment before entering the junction (Jct).
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Example 2. An RTDDL-formulation for Rule 170 for AVs.

170 « K (watch(car, Jet, RU)) A h™2 (=cross(RU, Jct))
A2 (ezists(SafeGap, Jet)) ATy < Ty
— W (PManv(enter(car, Jet)))  (2)
riz0, : BT (PMe (enter(car, Jct))) = h™ (enter(car, Jct)) (3)

The right-open time interval in RTDDL allows us to express that the watching
event continues after it starts at 7;. The same variable T5 for no road users
crossing and the existence of a safe gap refers to them holding concurrently
at Ty, but not necessarily starting at 75. As we assume the manufacturer is the
one that bears the responsibility when the AV enters the junction, we assign this
information in the P operator. To connect the permission of an action with actual
performance, we also assign another defeasible rule for applying the permission.
It is not a strict rule, as such actions may be interrupted by other factors, such
as an accident at the junction.

Overtaking. While Rules 162 to 164 depict the preconditions and details for
overtaking. Rules 165 to 167 are the cases that prohibit overtaking. Listing all
of them in the preconditions of rules that permit overtaking is computationally
inefficient [8]. We take Rule 165 as an example to show how RTDDL tackles
exemptions such as in DL.

Rule 165. You must not overtake after a “No Overtaking” sign and until
you pass a sign cancelling the restriction.

The duration of the prohibition is determined by passing the signs. The
RTDDL formulation shown in Example 3 tells how they correlate, where NoOT
represents the sign of “No Overtaking”. Two defeasible rules (4) and (5) tell the
prohibition starts and ends when an AV passes the “No Overtaking” sign and
the cancelling sign respectively. Notice that the conclusions of the two rules are
complementary by Definition 9, as the start of the permission indicates the end
of the prohibition.

Example 3. An RTDDL-formulation for Rule 165 for AVs.

165, : hY (pass(car, NoOT)) = hT (OM*™ (—overtake(car)))  (4)
165, : WY (pass(car, CancelSign)) = hT (PM (overtake(car))) (5)

7165, ™ T'165, (6)

When an AV passes the “No Overtaking” sign and cancelling sign sequentially,
there are two results from (4) and (5), and the latter starts at a later moment.
As the two results are complementary, RTDDL selects the conclusion that is
established later. Therefore, the AV cannot overtake until it passes the cancelling
sign when the conclusion from (5) is established. Similarly, when the AV passes
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the cancelling sign and then the “No Overtaking” sign, RTDDL selects the latter
conclusion. Thus, it cannot overtake after passing the second sign. If the AV
passes both signs simultaneously, which could happen if there is a road work near
the cancelling sign and the “No Overtaking” sign is placed, the two rules conflict
with each other, resulting in no clear conclusion about whether overtaking is
prohibited or allowed. In this situation, we introduce the priority of these rules
with (6) to resolve this conflict, which here we decide to overtake is prohibited
in this case.

4.2 On Passengers’ Behaviour

Wearing Seat Belt. Rule 99 requires everyone in a vehicle to use appropriate
seat belts. It introduces the separation of the event executor and person in charge
when this phenomenon does not uniquely arise from the appearances of AVs. If a
child passenger does not follow the Rule, the driver of a non-autonomous vehicle,
instead of the passenger, is penalised. We describe the scenario as two defeasible
rules in Example 4. For the case of AVs, the absence of a human driver suggests
that we should rename the person in charge in (7) from driver to manufacturer.

Table 1. Excerpt of the Table of Seat Belt Requirements in Rule 99, where the height
limitation is omitted.

Rear seat Who is responsible?

Child aged 12 or 13 years Seat belt MUST be Driver
worn if available

Adult passengers aged 14 and over|Seat belt MUST be Passenger
worn if available

In Example 4 we also include the following exemption from Rule 99. Thus,
we also define the hierarchy as (10) and (11) to avoid inconsistency between the
exemption and obligations. Notice that the proposition travel(car, Route, Dist)
is associated with the same time variable with the permission, which indicates
the travel distance is only a prediction instead of an actual measurement.

Rule 99. Ezemptions (of wearing a seat belt) are allowed for those making
deliveries in goods vehicles when travelling less than 50 metres.

Different from controlling AV trajectories, AVs cannot control human
behaviours directly. To ensure passengers’ safety, AVs must also ensure that
passengers adhere to any applicable norms stated in traffic regulations. It is not
a logical fault when an AV detects passengers do not follow the traffic laws, and
what manufacturers can do is design a warning system. We demonstrate it in
Example 4. When an AV detects a passenger not wearing a seat belt but it is
obligatory, the AV warns the passenger after a fixed period (as a constant ¢,.;)
as in (12).
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Example 4. An RTDDL-formulation for Rule 99 for AVs.
roo1 : h' (age(Pax, A)) AN12 < A < 14 A T (sit(Pax, car))
= hT(OM2Y (wear(Pax, belt))) (7)
ro9.2 : h' (age(Paz, A)) A A > 14 A hT (sit(Paz, car))

= hT (OP** (wear(Paz, belt))) (8)
ro9.3 : hY (delivery(Pax, car)) A hT (travel(car, Route, Dist))
ADist < 50 = AT (PT® (—wear(Paz, belt))) (9)
7'99.3 » 799.1 (10)
799.3 > 7'99.2 (11)

Tooa : KT (OF (wear(Paz, belt) ) ART Htect (wear (Paz, belt))

_, T Htact (warn(car, Pax,wear Belt))
(12)

roop : KT Ttect (OPCT (wear(Paz, belt)) A BT (~wear(Pax, belt))
— hT (remind(car, Pax, wear Belt)) (13)

Similarly, an AV can also be responsible for reminding passengers to obey
norms in the future. A possible scenario would be that the AV discovers a road
diversion and changes the planned route during the travel. The predicted travel
distance is updated by adding both the new one and the negation of the old one
as facts, associating with that moment. As (9) cannot be used to override (8), if
the AV deduces that the passenger will need to wear the belt soon, it can issue
an early reminder using (13) to ensure the passenger has enough time (t,q¢) to
respond.

Using Mobile Phones. As another example of adopting predictions in AV
planning, Rule 149 discusses the permission to use mobile phones.

Rule 149. You must not use a hand-held mobile phone when driving. There
s an exception if you are using a hand-held mobile phone to make a con-
tactless payment at a contactless payment terminal and the goods must be
received at the same time as, or after, the contactless payment.

Assume the forbidden use of mobile phones still holds for the one sitting in the
driver’s seat in AVs. The Rule mentioned that the guarantee of goods received
is also a precondition for allowing the use of the mobile phone, as the Rule
does not intend to include the case of using the phone at the terminal without
ordering anything. This is an example of a displaced effect, where norms are
established either before or after their preconditions [16]. RTDDL allows AVs to
associate the guarantee in the future moment as a fact and uses this fact and
apply (15) in Example 5 to allow the passenger to use the mobile phone®.

6 We change the predicate from drive to sit in (14) as the passenger may not drive
the AV.
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Example 5. An RTDDL-formulation for Rule 149 for AVs.

71491 }ALT(SZ't(PCLI, car)) = BT(OMG"“(—msePhone(Paz))) (14)
0.2 : Ty < Ty A BT (locate(Pax, terminal)) A h™2 (receive(Pazx, goods))

= hTr(PManu (yse Phone(Pax))) (15)

7149.2 7 T149.1 (16)

5 Conclusion

This paper presents RTDDL, a modification of TDDL, for formalising traffic
laws. We address challenges specific to formalising laws for AV driving systems
and tackle them with our formalisation. Considering the shift in responsibility
with AVs, we extend the deontic operator to express the person in charge who
may differ from the person involved. For the planning and reasoning functions of
AV driving systems, we modify the representation of time intervals to be right-
open. We use RTDDL to express various rules from the UK Highway Code,
demonstrating how our logic can reason about AV trajectories and passenger
behaviour with traffic laws.

Since we provide only several simplified examples from the UK Highway
Code, we do not justify that RTDDL is a perfect solution for traffic law formali-
sation. There are additional features in traffic laws that we do not cover here. For
instance, Rule 277 allows drivers to choose different options based on the traffic
situation. This suggests that norms may require non-Horn clauses, which can be
a future work to extend RTTDL for this. Nonetheless, we show that RTDDL is
sufficient for addressing major concerns of traffic laws on time and applicability.
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Abstract. This paper introduces an application of Large Language
Models (LLMs) in the context of Retrieval-Augmented Generation
(RAG) to the problem of privacy-preserving question answering in a
legal setting. As Germany’s voluminous legal documents, including laws
and court decisions, are not stored accurately in the inherent knowledge
of LLMs, LLMs are prone to producing unreliable or non-existent refer-
ences. By augmenting the inherent knowledge with ground truth facts
retrieved from a Neo4J database, the answer-generating system can cite
the facts directly. By using a locally run LLM, we mitigate the need
for cloud-based data processing, preventing privacy-relevant data from
leaving the system. Our preliminary results with selected legal questions
show the system’s ability to provide plausible legal answers. This research
lays the foundation for further studies, opening the possibility for inte-
grating more sophisticated RAG techniques and building a user interface
with deterministic quoting for precise citation and ease of use. Our study
presents a step towards deploying Al in sensitive legal settings, promis-
ing a future where legal questions can be answered correctly by LLMs
without sacrificing data privacy.

Keywords: Local Large Language Models - Retrieval-Augmented
Generation + Legal Information Retrieval - Data Privacy - Neo4J
Database - Open-Source Llama Model - Legal Documents -
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1 Introduction

Legal experts, such as lawyers, require quick access to written laws and legal
documents. In Germany, there are several thousand federal and state laws. Fur-
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thermore, court decisions, which serve as case law, contribute to the pool of
legal precedents. Locating the relevant paragraphs and their content within this
data can be challenging. For non-experts, obtaining answers to legal questions
becomes even more difficult when dealing with written laws and court decisions.
Large language models (LLMs) excel at many tasks of natural language pro-
cessing [3]. They contain a significant amount of world knowledge extracted
from their training data during their training [18]. However, LLMs need to be
retrained with new material when incorporating updated knowledge. The cur-
rent generation of LLMs does not store the texts of all paragraphs of the laws
completely and truthfully in their weights. Furthermore, LLMs are prone to hal-
lucinations, especially when tasked to cite references supporting their answers.
Zuccon et al. investigated whether the LLM ChatGPT can provide evidence
in the form of references for its answers in different topics and whether these
references would actually support the claims ChatGPT makes in them. They
found that, in 86% of the time, the reference did not exist. For the remaining
14%, the references did not substantiate the claims ChatGPT had generated to
a large extent, even when an expert had labeled the answer as correct or par-
tially correct [24]. Akyurek et al. investigated a path to allow LLMs to trace
their answers back to their training data and concluded that much more work is
needed before reliable fact tracing becomes possible [1]. This severely limits the
applicability of LLMs for knowledge retrieval in legal settings. However, differ-
ent solutions exist to augment the world knowledge contained in an LLM with
additional facts, serving as ground truth. One paradigm is retrieval-augmented
generation or RAG for short. In RAG, the inherent and static knowledge and
reasoning capabilities of an LLM are augmented with facts from another ground
truth data source, which can also be updated easily without expensive training
of an entire LLM. Shuster et al. investigated the RAG architecture and found
that implementing RAG can reduce hallucinations [19]. A RAG solution seems
to be a fitting choice for the problem regarding the retrieval of texts: For the legal
context, we can store the extensive law corpus in a database and then query this
ground truth database for excerpts of the law relevant to the task, i.e., finding
all paragraphs relevant to a specific legal question. Once the excerpts have been
collected, an LLM uses these excerpts and the information about their origin to
fulfill the task by answering the legal question based on the actual text of the
law. As both the excerpts and their citation are given as input to the LLM, the
LLM can potentially reference the paragraphs of the law in its answer.
However, the most prominent LLM, ChatGPT, is only available as
a cloud service. This is also true for its different embedding models,
including text-embedding-3-small, text-embedding-3-large, and text-
-embedding-ada-002. When questioning ChatGPT, private data contained in
the legal questions must therefore leave the local machine to be used in the
computations of the cloud infrastructure realizing the ChatGPT service. Due to
the very sensitive nature of some legal data, such as privacy-relevant data, busi-
ness contractual data, or criminally relevant data, i.e., data only available under
attorney-client privilege, this is not acceptable. In the absence of an equivalent to
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homomorphic encryption' for LLM execution, the only way to guarantee the pri-
vacy of personal data entered into query systems is the total avoidance of LLM
services running on third-party servers, such as ChatGPT. In February 2023,
a team from Meta Inc. released the open-weight LLaMA (Llama henceforth)
model?, which provides performance on par with the performance of ChatGPT
[21]. In September 2023, Mistral Al announced® an open-source LLM with a
permissive Apache 2.0 license. By leveraging instances of Llama and Mistral on
a local system, the problem of private data leaving the local environment could
be alleviated, while retaining similar performance. In this paper, we explore
whether we can construct a totally local RAG system, i.e., a system that uses an
LLM locally, an embedding model locally, as well as a locally run ground truth
knowledge database, preventing the escape of privacy-relevant data. We call the
system SLANGO, short for Semantic Legal Analysis and Graph Operations.

Contributions. We present the machine-readable German law data sources,
upgraded an existing dataset that was no longer usable to be importable by the
current version of Neo4J. Furthermore, we enhanced the dataset with Sparse
Priming Representation (SPR) compressed summaries, created the chunks and
embeddings, and made them available as part of the new dataset. Based on
this improved dataset, we implemented an enhanced version of the Naive RAG
architecture as a proof of concept. We present the graph queries used inside that
PoC while answering some case questions. We make the database available in
the form of a compressed file containing Cypher commands on the Open Science
Framework (OSF) website?. The code of the proof of concept is available at our
GitHub repository®.

2 Background of Data

While the upcoming standard Akoma Ntoso (also known as LegalDocML) for
representing legal documents in XML is in the process of being adopted in Ger-
many in the form of the local profile LegalDocML.de 9], currently, the legal doc-
uments of interest, such as the actual law texts and court decisions (case law),
are only available in custom and semantically less structured proprietary XML
variants. Nevertheless, efforts are underway to make the legal content available
in machine-readable form.

In the following, we describe the state of the base data corpora from the
official Gesetze im Internet and Rechtsprechung im Internet online platforms,

! See also [2].

2 Llama 3, released in April 2024, see https://ai.meta.com/blog/meta-llama-3, (last
accessed: 2024-06-27).

3 Via a blog post on their homepage, https://mistral.ai/news/announcing-mistral-
7b/.

4 SLANGO’s DB Dump is available as a project at https://osf.io/yvez7/.

5 SLANGO’s GitHub repository at https://github.com/Ingenieurinformatik /Slango.
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provide a short overview of the efforts so far to make the legal data more machine-
accessible, and describe the database containing the dataset we decided on using
for our approach.

2.1 Data Corpus from Gesetze im Internet Platform

Nearly the entire corpus of the German federal laws has been made available by
the German Federal Ministry of Justice and the German Federal Office of Justice
in machine-readable formats via the Gesetze im Internet® (GII) web platform
[5]. While the official version of the laws is still published exclusively in the
Bundesgesetzblatt as PDF documents’ via the federal proclamation platform®,
the consolidated texts available are continuously curated and updated by the
documentation center of the Federal Office of Justice [5]. Besides presentation-
oriented formats like HTML, PDF, and EPUB, the law texts are retrievable as
XML documents following a distinct Document Type Definition (DTD) for the
GII platform?, referred to as gii-norm and originally created by the juris GmbH
on behalf of the German Federal Ministry of Justice. There is no documentation
available regarding the semantics of the DTD-defined XML tags or instructions
on how to translate them via XSLT to, for example, HTML, see also [13]. How-
ever, as the tags relate to the rendered HTML version and the tags themselves
are words from German, semantic meaning can be derived by deduction anyway.

The platform provides an index of all available documents. The index is
updated daily and implemented as an XML document itself'’. The index docu-
ment contains the title of each law, as well as an HTTP-URL pointing to a ZIP
archive containing at least the compressed XML file encoding the law using the
gii-norm DTD and possibly complementary data in the form of images in GIF
or JPEG format, as well as documents in PDF format. As of June 1st, 2024, the
index contains 6,771 items, which, once retrieved, expand to around 600MB of
decompressed XML and complementary data.

Semantics of DTD Tags in XML Documents. Each XML document rep-
resenting a law text is composed of a list of norms. Each norm has associated
metadata and possibly textual/structural content. Since laws are not written
with machine-readability in mind, some formatting of the originating law texts
has been preserved by using HTML-like markup tags, for example, B for marking
bold text, I for italic text, and SP for setting a part of the text letter-spaced.
The metadata, as annotated in the norms, contains the different names//titles of
the law, the identification of the paragraphs of the law, as well as outline infor-
mation. Furthermore, information about the version (or status) can be anno-
tated, and the originating document/publication can be specified. The law text

5 “Laws on the internet”.

" Since January 1st, 2023.

8 Verkiindungsplattform des Bundes, see also [4].

9 https://www.gesetze-im-internet.de/dtd/1.01/gii-norm.dtd.
10 https://www.gesetze-im-internet.de/gii- toc.xml.
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body content consists of sequences of the actual subparagraphs/sentences of
the law interspersed with formatting, tables, images, and so on. While some
meta-information about the law, as well as the paragraphs and the lists inside
the laws, are semantically structured, a lot of the definitions of the DTD deal
with the presentation instead of the semantics of the content. For example, legal
citations/references have no markup associated with them and therefore need to
be extracted from the textual content stream via another mechanism.

2.2 Data Corpus from Rechtsprechung im Internet Platform

About 72,000 selected decisions of the Federal Constitutional Court, the supreme
courts of the Federal Republic of Germany, and the Federal Patent Court are
available through the Federal Ministry of Justice and the Federal Office of Jus-
tice in machine-readable formats via the Rechtsprechung im Internet'* (RII)
web platform [6]. Besides presentation-oriented formats like HTML and PDF,
the court decisions are also retrievable as XML documents following a distinct
Document Type Definition (DTD) for the RII platform, referred to as rii-dok,
similar to the GII data corpus described in the previous section.

Semantics of DTD Tags. The rii-dok DTD imports the entities defined in the
DTD for XHTML-Transitional. It then defines a sequence of elements as part of
a dokument (document), the XML document’s root element. Many of the tags
defined as part of dokument can contain just plain text streams; however, some
tags can contain an any element, meaning they can contain all the entities from
an HTML document. As the DTD imports all of the HTML entities, the content
of the tags can, in general, be HTML fragments with all the tags from the
HTML standard. As Harshil et al. mention, parsing the HTML is problematic
and error-prone [7].

2.3 Using the Data Corpus

Different efforts have been undertaken by researchers to make the German laws
and case laws available in machine-readable form, building on each other, for
example, [7,17]. With Open Legal Data, Ostendorff et al. have created a dataset
and corresponding platform'? [17] by downloading and processing the different
government data sources as well as scraping websites containing further legal
documents. Assorted data dumps in CSV and JSON format are available for
references, laws, and cases.!3.

Milz et al. build on this effort in [16], by creating a Neo4J graph database rep-
resentation of the Open Legal Data dataset to perform an analysis on the citation

1 «Court decisions on the internet”.

12 The source code is available on GitHub https://github.com /openlegaldata/oldp (last
accessed: 2024-06-25).

13 While the intention had been to regularly provide updates to these documents, the
latest partial dump is currently from 2022-10-18 (last checked: 2024-06-26).
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network of the German case law and German law texts. Due to the mentioned
absence of semantical or structural markup from the DTD for the citations, the
law references in the base material are just part of the character sequence stream
of the plain text components of the XML documents. Furthermore, as Milz et
al. describe, court decisions in the material have no well-structured and unique
identifier, complicating the identification of case-to-case citations. Consequently,
Milz et al. only take citations into account that are led by the article sign char-
acter, using regular expressions in a rule-based approach for the extraction of
said citations [16]. Milz et al. made the graph database content available for
download as a database dump online'*. In 2022, Harshil et al. created and pub-
lished a cleaned-up version of the case law aspect of Open Legal Data on Zenodo
[7]'°. Apart from these efforts, Fobbe has created multiple Zenodo repositories
containing datasets from the GII and RII platforms, for example, the corpus
of the German Federal Law [12], decisions of the Federal Administrative Court
[11], and the official collection of decisions of the Federal Constitutional Court
[10]. By leveraging data extraction pipelines, the repositories have been updated
about every three months'6.

The laws contain references to other paragraphs and other laws, forming
a citation network. For a given paragraph of a law, the content of referenced
paragraphs is also relevant. To extract the references from the textual content
of the paragraphs, Ostendorff et al. created the library REfEx for the extraction
of legal references using regular expressions'”. In [8], Darji et al. describe the
use of a fine-tuned German BERT transformer model for the extraction of legal
references from datasets such as Open Legal Data (see also [17]). They created a
new dataset of references, which has been refined by the addition of annotations
by legal human experts.

We had intended to use the original XML documents, as Ostendorff et al.
suggested, for more complex use cases. We wrote an XML ingestor to break
up the laws into addressable law atoms, constituting the textual content of the
law, where each atom could be referenced individually, for example, a specific
sub-sub-bulletin of a list in a sentence of a paragraph of a norm. However, we
deemed the resulting law atoms’ addresses to be too overwhelmingly specific
for the users, due to the complex and convoluted nesting on one hand and the
relatively strong complexity of the derived addresses for these law atoms on
the other hand.'® Furthermore, the individualized law atoms provide not nearly
enough context for the generator part of our RAG system, making the coalescing

1 https://osf.io/8d2v4/ (last checked: 2024-06-25).

!5 Harshil et al. also mention problems with parsing the HTML of the case law content,
further underlining the need for semantically cleanly structured legal documents.

6 While a part of the structural information represented through the tags defined in
the gii-norm DTD is lost in the process, not much semantic is lost due to the mostly
presentational nature of the tags used for GII platform text markup.

17 https://github.com/openlegaldata /legal-reference-extraction.

18 6.g., a law atom can theoretically be part of a revision that itself can be part of a
revision and so on, resulting in an uncommon, deeply nested reference not usable in
practice.



214 J. Agater and A. Memari

of more atoms necessary until we had finally reconstructed an entire paragraph.
We therefore decided to use entire paragraphs of the laws, making our atomic
approach unattractive. With this, we used the dataset from Milz et al. because
the references had already been extracted and proven to form a citation network,
thus making the ingestion and reference extraction work on our part unnecessary.
We describe the usage as well as the advantages of Neo4J as a database for a
RAG system in detail in Sect.4.1 on page 8.

3 Background of Retrieval-Augmented Generation

In 2020, Lewis et al. introduced the paradigm of Retrieval-Augmented Gen-
eration (RAG) [15] for knowledge-intensive tasks, which is a hybrid generation
architecture: For the RAG paradigm, a parametric language model is augmented
with non-parametric memory, thus forming a hybrid system. The RAG paradigm
defines a retriever component and a generator component. The retriever is
responsible for querying the non-parametric memory for facts, documents, or
other information excerpts. The generator uses the retrieved knowledge facets
as further input. The inherent knowledge and reasoning capability of the gen-
erator is thereby augmented with the relevant factual knowledge from the non-
parametric memory, for example, by adding the context to the prompt for the
generator [15]. Even if the retrieved knowledge facets do not contain a defini-
tively relevant fact, the clues in the facets can still contribute to the generation
of desirable output from the generator component [15].

Gao et al. perform a survey of current and past developments in the RAG
paradigm for LLMs in the form of a continuously updated review paper'®. The
review paper [14] examines the state-of-the-art, the foundations, and bench-
marks, and describes the different branches of development. Gao et al. differen-
tiate the approaches in literature and practice into three categories with increas-
ing complexity, namely Naive RAG, Advanced RAG, and Modular RAG. As this
paper serves as a proof of concept in the context of German law, we initially
focused on Naive RAG, the original architecture introduced by Lewis et al. in
[15]. According to Gao et al., for Naive RAG, an index of the data corpus is cre-
ated to be used for finding relevant documents later. To form this index, textual
data is extracted from the original documents. From this plain text, embed-
ding vectors are computed using an embedding model. As embedding models
generally have a limited content size, the textual data is usually partitioned
into chunks of equal size, namely the size of the embedding vectors. Once these
embeddings are computed, they are stored in a vector database. Typically, vector
databases for Al use cases allow different similarity strategies to be employed for
searching the index. This searching of the index occurs through the RAG system
by transforming the user query into a vector representation, crucially using the
same embedding model used for the creation of the index. This allows compar-
ing the embedding of the user query against the stored embedding vectors of

19 Currently available in version 5 at the arXiv repository, last revised on March 27th,
2024. See [14] for the URL pointing to the current version.
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Fig. 1. Matching the user’s prompt to Fig. 2. Searching for chunks matching
the chunks of court cases using similarity the user prompt with further hints.
search in Neo4J with the Cypher query.

the different chunks. The chunks with the greatest similarity are then chosen
and retrieved [14]|. The retrieved chunks, or their originating document in its
entirety, form the augmentation input for the generator component. In recent
years, cosine similarity has been one of the most widely used ways to quantify
semantic similarity. In practice, cosine similarity is a widely common metric used
for RAG systems, although Steck et al. investigated whether cosine similarity of
embeddings really represents semantical similarity [20] and concluded that this
is not always the case.

4 Construction

We developed a prototype as a proof of concept of a Naive RAG system, then
integrated more techniques from the Advanced RAG class described by Gao et
al. In this section, we outline our design.

A single workstation was sufficient to compute all embeddings, perform LLM-
based text generation, operate the graph database, as well as run the actual sys-
tem software implemented in Python. The workstation we used for our proof-of-
concept has the following specifications: Case Dell Precision 3660 Tower; Proces-
sor Intel Core 19-13900K, 13th Generation; RAM 64 GB DDRS5 up to 4400 MHz,
Non-ECC, Storage 512GB M.2 PCle NVMe SSD; GPU Nwvidia GeForce RTX
4090; water-cooling.

4.1 Vector Database and Content

We selected the open-source database Neo4J?° as the vector database for this
project. While other open-source options for vector databases in the Al space are

20 Homepage https://neodj.com/ (last accessed: 2024-07-04),
GitHub https://github.com/neo4j/neo4j (last accessed: 2024-05-04).
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available, such as Qdrant?! or Chroma??, Neo4J offers several advantages for our
endeavor. In addition to the vector storage features, Neo4J is a graph database
with an expressive query language for graphs called Cypher. Furthermore, we
already had robust experience with Neo4J in industry and research as a graph
database, and it also has data science plugins to support Al applications, such as
cosine embeddings. Additionally, Milz et al. [16] had used Neo4J successfully for
their dataset for the graph representation of German laws and court decisions.

We chose to use the Milz et al. dataset, as it already included the texts of
laws and court data. The dataset is an export of a Neo4J database in an older
version. We upgraded the dataset, making it usable in the current version of
Neo4J. To be able to utilize the vector storage functionality of Neo4J as well as
vector search using cosine similarity, we added the plugins graph-data-science,
bloom, apoc, and apoc-extended. Finally, we exported our dataset from Neo4J as
a database dump and compressed it with lrzip, thereby reducing the dataset
size from 12.6 GB to 2.5 GB. The enhanced dataset is available as a download
from Open Science Framework (OSF)?.

4.2 Graph Structure and Enrichment

We enhanced the graph by adding newly computed elements necessary for the
RAG implementation as well as new interconnections. For instance, the chunks
(about 71,900) of the paragraphs’ texts are connected to the paragraphs. This
allows for interesting queries to be formulated, as shown in Fig.224. We added
the attribute embeddings_e5 to these chunks, which contains the computed
embedding for each individual chunk. We used the workstation’s GPU with
CUDA to compute these embeddings, resulting in a speedup of a factor of 25
compared to using the CPU alone. Furthermore, we introduced the attribute
SPR for many law nodes (50,244), containing the Sparse Priming Representation
(SPR) of the corresponding law node’s paragraphs. Additionally, we annotated
many court cases with the attribute summary, containing a summary of the
content generated with SPR. This was necessary because we found the content
of the laws to be too large to fit in the context of any of the LLM options
considered for the generation part. We were able to improve our first draft based
on the Naive RAG approach to follow a more sophisticated hybrid approach
using the different summaries.

2! Homepage https://qdrant.tech/ (last accessed: 2024-07-04),
GitHub https://github.com/qdrant/qdrant (last accessed: 2024-07-05).

22 Homepage https://www.trychroma.com/ (last accessed: 2024-07-04),
GitHub https://github.com/chroma-core/chroma (last accessed: 2024-07-05).

23 https://osf.io/yvezT7/.

24 The Cypher query used to create the graph representation in the figure is the follow-
ing:  match path=(p:Prompt) -[r:SimilarTo]-> (c:Chunk) -[cu:CHUNK_OF]->
(cl:Case) -[:REF]-> (c2) where p.text contains ‘‘Asylbewerber’’ return p,
r, ¢, cu, cl, c2 limit 50.
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4.3 LLM and Embeddings

We experimented with different Mistral models trained with varying numbers of
parameters, namely, Mistral 7B?® as well as LLama 32%° for generating the sum-
maries and SPRs. We found that Mistral 7B leads to better results. However,
we encountered court case texts that exceed 40k tokens, exceeding the maxi-
mum 32k token limit for Mistral 7B. In general, it was beneficial to include the
mentioned paragraphs of the law in the LLM context.

For the generation of the e5 embeddings, we employed a multilingual instruc-
tion model,?”. The multilingual e5 embedding has been presented by Wang et
al. in a technical report in 2023 and outperforms the previous state-of-the-art
embedding models on benchmarks [22].

4.4 Enhanced RAG Workflow Using Python

With the locally run LLMs and the enhanced graph structure containing the
pre-computed e5 embeddings and summaries, we created the following RAG
workflow:

1. The user enters a question®® Q with the text Qext.
2. An LLM is instructed to categorize the question @) into one of the following

three classes based on Qqext:

A The texts of the laws are deemed to be sufficient to answer the question?”.

B The texts from court decisions are deemed sufficient to answer the ques-
tion.
C Both are deemed necessary to answer the question.

3. The question is added as a question node to the database; the question’s
embedding e5(Qyext) is computed and stored as an attribute of the newly
created node for use in the next step.

4. Depending on the classification of @), cosine similarities are calculated between
the question’s embedding and the embeddings of the chunks of laws (for class
A), of the chunks of court decisions (for class B), or of both (in case of class
C); see Fig.1 for an example path resulting from matching the prompt to
chunks of a court case.?"

25 TheBloke/Mistral-7B-Instruct-v0.2-GGUF, available on HuggingFace.

26 MaziyarPanahi/Llama-3-8B-Instruct-64k-GGUF, available on HuggingFace.

2T intfloat/multilingual-e5-large-instruct, available on HuggingFace.

28 see cases.py in the repository for examples.

2 o.g., “What type of residence permit do I need?” (German: “Welche Art Aufenthalt-
stitel brauche ich?”).

39 The Cypher command used to create the graph representation is as follows: match
path=(p:Prompt)-[:SimilarTo]->(c:Chunk)- [:CHUNK_OF]->(ca:Case) where
ca.summary is not null return path.
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5. For each law, the computed similarities of the chunks are aggregated to form
an overall rating for the relevance of the law to the question.?! Only the top
n laws with the best overall rating are taken into further account. For this,
their SPR is retrieved from their corresponding node’s attribute.3? The same
procedure is used for the court decisions.

6. A LLM is instructed to pick the m most relevant sources from the retrieved
SPRs of the laws and/or court decisions listed as context in its prompt.

7. From the m sources deemed relevant by the LLM, a new context is assembled.
For law sources, the corresponding paragraph will be retrieved and appended
as a whole. For court decision sources, the SPR text will be appended without
further processing.

8. In the final generation phase, this assembled context is given to an LLM. The
LLM is instructed to generate the final answer for () by using the knowledge
contained in the context as references.

We implemented this workflow in Python using the openai library, which was
configured against localhost, i.e., the local workstation used for testing. The
workstation hosted an API run by LM Studio®?. The API exposed by LM Studio
follows the OpenAl API in its call and signature design, allowing us to use the
openai library to access the models, even though they were running locally in
LM Studio.

When asked questions via the command line, the implemented system gener-
ates plausible answers that incorporate the actual law and court decision texts
from the database. As a proxy for direct legal expertise evaluating the system,
we selected two questions from the website frag-einen-anwalt.de (“ask a lawyer”),
which offers a service where users can ask questions and receive answers from
actual lawyers. We ran the selected questions through our RAG implementation
and compared the output with the output of the actual human lawyers. We found
that the questions were answered correctly and relevant texts retrieved from the
graph database were used for the answers. However, when compared to the
answers from a real lawyer, the generated answers still lack in quantity regard-
ing the citations. Nevertheless, the system generated answers incorporating the
non-parametric knowledge database completely locally on the workstation.

5 Outlook

While our implementation provides plausible answers and matching legal cita-
tions for our test-case questions, the answers given have not been systematically

31 For the aggregation, we used the mean of all the similarities of a law’s chunks, but
the mazimum similarity from this set or the sum of the similarities are also viable
choices.

32 If a law does not have an SPR attribute already, the attribute is calculated on the
fly and stored in the node for further use.

33 Homepage: https://lmstudio.ai/ (last accessed: 2024-07-04), GitHub: https://github.
com/lmstudio-ai (last accessed: 2024-07-04).
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checked by legal experts. We do not expect the system in its current form to
function as a “production-ready” expert information system. However, starting
from the current state as a proof-of-concept spike, the system could be further
developed to incorporate more techniques from the Advanced and Modular RAG
classes, with the answers being thoroughly checked by a legal professional in an
upcoming study.

At present, the system does not feature a dedicated user interface. Instead,
questions are entered and answered via commands. A dedicated Graphical User
Interface (GUI), ideally as a web application, would make the system more
accessible to users from the legal domain. In both legal and healthcare settings,
factual quoting is crucial. Consequently, when implementing a RAG system,
unchanged direct quotes of source material are highly desirable. However, since
the output of a RAG system is formulated by an LLM, hallucinations can and will
occur even when citing facts and textual excerpts from the augmentation context,
altering the quoted text. To mitigate this, Yeaung from the healthcare industry
reports in [23] the implementation of the concept of deterministic quoting for
a RAG system. Here, instead of generating a pure textual answer, the textual
answer still contains references to the source material, but the actual contents
of the source material are quoted verbatim from the original chunks provided
and integrated into the output by a deterministic system after the generation
phase by the LLM has completed. The direct quotes are communicated to the
user through a distinct visual style. A similar approach could be used for a
RAG system in a legal context. Additionally, further UI interactions can be
incorporated easily, such as linking to the specific paragraphs of the law and
displaying them upon user request.

The paper by Gao et al. lists various RAG workflows and approaches. To
evaluate the usefulness of these workflows, they could be implemented and tested
against a common set of test questions. Using a legal expert, the answers from
the different workflows could be assessed and then compared in terms of quality.

6 Conclusion

We found that the state of the data of laws and court decisions lacks semantical
structure; however, the Milz et al. dataset proved to be a valuable starting point
for our RAG implementation. We were able to integrate a locally run LLM, a
locally run embedding model, as well as a locally run ground truth knowledge
database. Our implemented system generates plausible answers that incorporate
the actual law and court decision texts. Since it does not involve any non-local
component, the escape of privacy-relevant data can be prevented using this con-
cept. In a subsequent study, the answering capabilities could be evaluated against
legal professionals’ assessments, using improvements in the capabilities as guid-
ance for the implementation of more advanced RAG techniques and tuning of
the system. For a production system, the concept of deterministic quoting could
be implemented to provide a user-friendly GUI.
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Abstract. The threat of fake news jeopardizing the credibility of online
news platforms, particularly on social media, underscores the need for
innovative solutions. This paper proposes a creative engine for detecting
fake news, leveraging advanced machine learning techniques, specifically
Bidirectional En-coder Representations by Transformers (BERT). Our
approach involves feature selection from news content and social con-
texts, combining predictions from multiple models, including Random
Forest, BERT, GRU, LSTM, and a voting ensemble model. Through
extensive evaluation of the WELFake dataset, our method highlights an
impressive accuracy of 99%, surpassing baselines and existing systems.
Our study highlights the crucial role of hyperparameter tuning, improv-
ing the performance of the BERT model to 100%.

Keywords: Fake News - Machine Learning + Grid Search

1 Introduction

In the digital era, the spread of false information significantly undermines pub-
lic discourse. Fake news, defined as deliberately false information intended to
deceive, often employs sophisticated techniques to appear credible, using tar-
geted headlines, photos, or videos. Studies indicate that consuming fake news can
lead to political misperceptions [3]. The rampant dissemination of false news on
digital platforms, such as social media, poses serious societal concerns, impacting
public health, electoral processes, and law and order [7]. To address this chal-
lenge, contemporary research has explored various methods for detecting fake
news, including language-based, topic-agnostic, machine-learning, knowledge-
based, and hybrid approaches. Despite these efforts, existing detection meth-
ods have limitations, necessitating the development of more effective techniques
with enhanced accuracy and performance metrics. This study employs machine
learning methods to detect fake news, evaluating models such as BERT, LSTM,
GRU, and Random Forest (RF). We used Bi-GRU implementation of the GRU
model. Hence, throughout the text GRU model represents the Bi-GRU version.
It examines the impact of hyperparameter tuning on these models’ performance
and explores the effect of ensembling for improved detection accuracy.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2025
M. Bramer and F. Stahl (Eds.): SGAI 2024, LNAI 15447, pp. 225-231, 2025.
https://doi.org/10.1007/978-3-031-77918-3_16
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2 Related Work

Verma et al. [9] introduced WELFake, a two-phase model using machine learn-
ing to detect fake news. It combines linguistic features and word embedding to
analyze news content, achieving a 96.73% accuracy rate. The WELFake dataset
includes around 72,000 articles. Karimi et al. [5] proposed the Deep Hierarchi-
cal Semantic Fusion (DHSF) method, on five datasets, including BuzzFeedNews
and PolitiFact. DHSF outperformed other methods with an accuracy of 82.19%.
Mishra et al. [6] compared multiple machine learning models, finding that deep
learning models, especially Bi-LSTM, performed best with a 95% accuracy rate.
Kaliyar et al. [4] developed FakeBERT, integrating BERT with CNN, achieving
a 98.90% accuracy rate. They suggest further research to improve classifier per-
formance through advanced pre-processing techniques. Our research builds on
these studies, exploring ways to enhance the prediction performance of models
for fake news detection.

3 Experimental Dataset

We used the WELFake dataset available on Zenodo [9]. This dataset includes
four attributes: the serial number, article headline, article content, and label. It
combines information from sources such as Kaggle, Mclntire, Reuters, and Buz-
zFeed Political to provide a rich set of news content. The initial dataset contained
72,134 articles. To manage the processing limitations and GPU resource usage,
we split the dataset into two halves using the train-test split function from the
sklearn module, ensuring a balanced distribution of real and fake news labels in
both halves. This resulted in two DataFrames, dataset halfl and dataset half2,
each containing half of the total number of articles. We pre-processed the text
data in the title and content columns using TF-IDF (Term Frequency-Inverse
Document Frequency) vectorization.

4 Model Details

4.1 BERT Algorithm

In this study, the BERT neural network was employed to train the model.
We use TensorFlow (TFBertModel) for this. The architecture created through
the ‘get _model ()’ function served as the backbone for classifying input text
into one of two classes. The input layer was established using ‘input ids’ and
‘input _mask’, representing the tokenized input text and its corresponding mask
for padding. The two input layers (input_ids, input _mask), each of shape (None,
100). The BERT model outputs a hidden state of shape (None, 768) that is
passed through two dense layers with dropout in between. A dropout layer with
a rate of 0.2 was applied to the embeddings. The final layer was a dense layer
with a single unit and a sigmoid activation function, yielding a binary classifica-
tion output. The final dense layer reduces the output to a single unit, indicating
a regression or binary classification task. This layer was marked as trainable to
fine-tune its weights during training.
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4.2 LSTM and GRU Models

This section focuses on Long Short-Term Memory (LSTM) and Gated Recurrent
Unit (GRU) neural networks, advanced forms of recurrent neural network (RNN)
architectures widely used in natural language processing. LSTM addresses the
vanishing gradient problem in traditional RNNs, capturing long-term dependen-
cies with its input, forget, and output gates. GRU simplifies the architecture by
omitting the output gate, offering a faster alternative [2]. For this work, LSTM
and GRU architectures were developed and evaluated using three models:

— Model 1: Combines Bidirectional GRU and LSTM layers to assimilate con-
textual information from both directions.

— Model 2: Utilizes Bidirectional GRU layers only, simplifying the architecture
while retaining the ability to capture context from both directions.

— Model 3: Merges Bidirectional LSTM with LSTM and GRU layers for nuanced
discrimination in textual data.

The bidirectional layers enhanced the models’ ability to capture content from
both directions.

4.3 Random Forest Classifier

A study done by Song et al. [8] has demonstrated the robust performance of
the Random Forest (RF) algorithm in predictive tasks. In this study, we use an
RF classifier with the Term Frequency-Inverse Document Frequency (TF-IDF)
vectorizer. Our RF classifier employs 100 (i.e., n_estimators = 100) decision
trees.

5 Results and Discussion

5.1 RQ1: What is the Performance of BERT, LSTM, GRU, and RF
for Fake News Detection?

We employed BERT, LSTM, GRU, and RF models for fake news detection.
Table 1 presents the results. The BERT model achieved the highest accu-
racy at 99% for both fake and real news articles. Precision, recall, and F-
measure metrics were all 99%, highlighting the model’s exceptional accuracy
and effectiveness. Model 1 (a combination of GRU and LSTM) showed a pre-
cision of 95% and recall of 92% for real news, resulting in an F-measure of
93%. Although Model 2 performed well, the absence of detailed precision and
recall metrics makes direct comparison challenging. However, its overall per-
formance indicates effectiveness in distinguishing real from fake news. The RF
model demonstrated a precision of 96% and a recall of 92% for fake news detec-
tion. For real news, the precision was 93% and recall was 96%, leading to an
overall F-measure of 95%.
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Table 1. Classification results for BERT, LSTM, GRU and RF, Acc: Accuracy, Pre:

Precision, F-mea: F-measure

Method Model Acc. Class | Pre | Recall | F-mea.

BERT BERT-based-uncased 99% fake |99% 99% | 99%
real |99% | 99% | 99%

GRU + LSTM | Model 1: Bi-GRU followed by LSTM 93.1% | Fake |92% |94% | 93%
Real [95% |92% | 93%

GRU Model 2: Bi- GRU only 93.7 % | - - -

GRU + LSTM | Model 3: Bi-LSTM followed by LSTM and GRU | 92.8 % | - - -

RF 94% fake |96% |92% | 94%

real |93% |96% |95%

Table 2. Classification results for BERT and Enseble-GRL Model, Acc: Accuracy, Pre:

Precision, F-mea: F-measure

Model Method Accuracy | Class | Precision |Recall |F-Measure
BERT Keras Tuner | 100% fake 99% 100% | 100%
100% real 100% 99% 100%
Ensemble- Keras Tuner | 95% Fake |92% 98% 95%
GRL Model
95% Real 98% 92% 95%

5.2 RQ2: How Does Hyperparameter Tuning Affect
the Performance of BERT and an Ensemble of (LSTM, GRU,
and RF) Models?

To answer RQ2, we optimized two models: a BERT model and an ensemble-GRL
(ensemble of GRU, LSTM, and RF) model using the Keras Tuner, focusing on
hyperparameter tuning to enhance individual and ensemble performance. Table 2
shows the results of the BERT model’s hyperparameter tuning and performance
when the models were combined in ensemble learning. The hyperparameter-
tuned BERT model demonstrated high test accuracy, highlighting the efficacy of
hyperparameter tuning. The precision for fake news detection is 99%, with recall
and F-measure at 100%. Table 2 shows that the ensemble-GRL model surpassed
individual models, reaching higher accuracy and F-measure. The ensemble-GRL
models’ superior performance suggests its ability to leverage strengths and com-
pensate for weaknesses in individual models through ensemble learning. These
results show that the hyperparameter tuning significantly influenced
model performance, optimizing accuracy, and balancing precision and recall
in the ensemble, displaying its effectiveness in improving the fake news detection
task.
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Table 3. The performance of individual and ensemble model ( that combines BERT,
RF, GRU, and LSTM) models

Method Model Class | Accuracy | Precision | Recall | F-Measure
Voting Ensemble | RF Real |94% 96% 92% | 94%
Fake | 94% 93% 96% | 95%
BERT Real | 99% 98% 100% | 99%
Fake | 99% 100% 98% | 99%
GRU real | 97% 95% 98% | 97%
fake | 97% 98% 95% | 97%
LSTM real | 93% 91% 94% | 93%
fake |93% 94% 91% 1 93%
Ensemble-All | real | 98% 96% 99% | 98%
fake | 98% 99% 96% | 98%

5.3 RQ3: What is the Effect of Ensemble Learning on BERT, GRU,
LSTM, and RF Models?

Ensemble learning, which combines multiple models, can help enhance the pre-
dictive performance of ML models [1]. In this RQ, we developed an ensemble-all
model that combines RF, BERT, GRU, and LSTM models. The goal was to
leverage their complementary strengths to improve fake news detection. Table 3,
shows the results obtained. The BERT model achieved the highest accuracy of
99%. The ensemble model, which aggregates predictions from RF, BERT, GRU,
and LSTM, achieved an accuracy of 98% for both real and fake news. This
ensemble model outperformed the individual LSTM, RF, and GRU
models.

Table 4. Confusion matrix for the individual and ensemble model performance

Model True Negative | False Positive | False Negative | True Positive
RF 3235 268 131 3525
BERT 3495 8 79 3577
GRU 3441 62 186 3470
LSTM 3300 203 327 3329
Ensemble-all | 3477 26 144 3512

Confusion Comparison for the Ensemble Model: The confusion matrix in
Table 4 outlines the performance metrics of each model, BERT, GRU, LSTM,
and the Ensemble model in distinguishing between real and fake news articles. It
details the counts of True Negatives, False Positives, False Negatives, and True
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Positives for each model. BERT demonstrated the highest accuracy, achieving
the lowest counts of both false positives and false ranked second, showing lower
false positives and negatives compared to individual models like GRU, RF, and
LSTM.

6 Conclusion and Future Work

In conclusion, our research assessed the efficacy of various models in detecting
fake news using the WELFake dataset. BERT emerged as the top-performing
model with an accuracy of 99%. Hyperparameter tuning further enhanced BERT’
s performance, achieving 100% accuracy, and emphasizing the importance of
meticulous parameter tuning. The ensemble-all model which is an ensemble of
(BERT, RF, GRU and LSTM) achived an accuracy of 98% and hence, surpassed
the individual model (except BERT), highlighting the potential of ensemble
learning to improve the fake news detection accuracy. The comparative analysis
ranked the models as follows: BERT, ensemble-all, GRU, Random Forest, and
LSTM. These results under-score BERT’s effectiveness in discerning fake news
and the complementary benefits of ensemble learning. Future research should
focus on further experiments and refinements to enhance the ensemble model’s
performance.
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Abstract. This study examines the use of social robotics in education,
focusing on reducing the gender biases child students may have in the
perception of their mathematical ability and potential. Our initial pilot
with twenty 7-year-olds provides insights into the potential of combining
AT with educational strategies. We discuss our findings, and experimental
setup involving ChatGPT4, and future research directions.

Keywords: Social robotics - Human robot interaction - Educational
science * Dialogues - Generative Artificial Intelligence

1 Paper in a Nutshell

In this paper, we explore the integration of Social Robotics [1] within educa-
tional contexts, particularly focusing on the pedagogical process for children
[2]. This pilot study investigated gender biases in mathematics, through guided
interactions with a robot that displayed explicit gender characteristics (e.g.,
pink skirt/dress and blue tie) to a group of twenty 7-year-old children. While
further large-scale research is necessary for statistically significant results, its
initial promising results lead to our proposition that such exploratory studies
could herald a new era of advanced technology-assisted pedagogy, merging the
most powerful techniques to-date, such as Artificial Intelligence or Robotics,
with education sciences. The significance of our work lies in the fact that nega-
tive self-bias in educational contexts can exert substantial influence on students’
academic outcomes and psychological health, often resulting in perpetuated neg-
ative cycles [7]. Hence, it is imperative to develop and apply effective methodolo-
gies to diminish these negative biases or, preferably, transform them into positive
self-perceptions and increased self-efficacy.
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The structure of this paper is divided into three main sections. The first
section introduces foundational concepts in social robotics and cognitive human-
robot interaction, contextualizing this research within child interactions. We
describe the robot designed specifically for child interaction, equipped with a
facial expression display on its screen. We also detail the technological workflow
that enabled interactions with a Large Language Model (LLM) - specifically,
ChatGPT4 - through verbal dialogues [3]. Additionally, this section discusses our
methods for accurately reflecting the emotions detected during the child-robot
conversations on the robot’s display screen. The second section elaborates on the
technical elements introduced previously and delineates the experimental setup
and the findings derived therefrom. Lastly, the discussion section contextualizes
this study within the broader scope of potential future developments in the field.

2 Detecting Emotions for Social Robotics

Artificial Intelligence, particularly with the rapid emergence and development
of generative text models, is profoundly revolutionizing the education sector
[9]. This advance enables personalized learning strategies, interactive tutorial
support, and makes educational resources more accessible and dynamic. Students
can benefit from instant feedback on their work, while teachers have additional
tools to assess and support each learner’s progress. Moreover, these technologies
facilitate access to quality education, regardless of geographical constraints or
available resources, thereby promising to democratize learning and open new
avenues for teaching and continuous training.

Embodiment serves as a crucial bridge between robotics, psychology [4] and
Al, endowing machines not only with the capacity to think or “understand”
abstractly but also to act and interact with the physical world. This integration
allows Al-equipped robots to perceive their environment, make decisions, and
execute actions autonomously, thus mimicking the intelligent behaviors of liv-
ing beings [8]. Advances in robotics are supported by several key technologies,
including sensors (motion, touch, sound) that allow robots to perceive their envi-
ronment, and verbal communication tools like TTS (Text-To-Speech) and STT
(Speech-To-Text), crucial for human-robot interactions.

Large Language Models (LLMs) represent a significant recent advancement,
designed to “understand”, interpret, and produce natural language extensively.
Among these models, we find GPT (Generative Pre-trained Transformer), devel-
oped by OpenAl since 2018, stands out for its revolutionary architecture and
exceptional text generation capabilities. This model is used in numerous appli-
cations in robotics [3,9] and opens promising horizons, especially in education by
personalizing learning, facilitating access to information, and stimulating learner
engagement through smooth and intuitive natural language interactions. The fol-
lowing workflow allows to engage in a dialogue with the robot, that will respond
using the LLM’s capabilities:

— The process begins with the recording of the user’s voice, which is processed
by the main program in main.py to create an audio file in WAV format.
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— This audio file is then processed by a class in the file whisper.py which
converts the voice to text via OpenAl’s Whisper API.

— The text is then analyzed to detect the corresponding emotion through a
class in the file emotion.py, which will allow us to display the corresponding
emotion on the robot’s face.

— Following this, the text along with all previous messages from the conversation
are sent to the ChatGPT API to retrieve the response to our text, via the
file assistant.py.

— We retrieve the response from ChatGPT, and then the file tts.py is used to
make the robot speak using voice synthesis.

— The cycle continues as long as “Goodbye” is not expressed by the user.

— If “Goodbye” is said, then we make a final round of our loop and the robot
will perform a farewell gesture as well, marking the end of our program.

2.1 Emotion Detection

To enhance our robot’s embodiment, we incorporated an emotional dimension
and aimed for the QT robot’s LCD face screen to reflect varying emotions
based on conversational context, mimicking human reactions. An experiment
[5] revealed superior results from fine-tuning the GPT-3.0 model over prompt
engineering on the GPT-3.5 model, with F1 scores of 0.90 versus 0.48, respec-
tively. We replicated this experiment to identify the best approach for our needs,
considering criteria such as execution time, computing power, cost, accuracy, and
setup duration.

Initially, we explored using a GPT-3.5 model, trained on a vast dataset via
the OpenAl API, for emotion analysis-known as fine-tuning. A challenge arose
when no suitable French datasets for emotion (as opposed to sentiment) analysis
were found, leading us to translate an English dataset from “dair-ai/emotion”
[6]. This dataset, that included 16,000 entries labeled with six basic emotions
(joy, sadness, anger, fear, love, and surprise), was adapted to our needs.

Fine-Tuning and System Implementation. We fine-tuned a selected model
(gpt-3.5-turbo-1106) on this translated dataset, a process that took about 90 min
and involved training over 563,922 tokens across three epochs. Once trained, the
model could be deployed via OpenAl’s API, similar to other models. However,
testing revealed an Fj score of only 0.20, which was insufficient for practical
use in the QT robot due to issues primarily stemming from data translation
challenges and the non-deterministic nature of large language models.

New Approach and Dataset Creation. Given the suboptimal results from
fine-tuning, we shifted to prompt engineering using GPT-4.0. We crafted a new
dataset of 100 texts with associated emotions, enabling more meaningful statis-
tical analysis. This dataset was developed with the help of ChatGPT, carefully
controlling the model’s response diversity by setting the temperature parameter
to 0.0 to maintain determinism.
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Our emotional analysis involved applying the analyse (text) method to each
text entry. Post-processing was necessary to standardize emotion outputs, which
involved converting emotions to lowercase and removing non-alphabetic char-
acters. To integrate the analyzer into the QT robot, we mapped the predicted
emotions to the robot’s displayable emotions. Comparative analysis of predicted
versus actual emotions indicated that while the model generally identified cor-
rect emotions, it struggled with certain categories like disgust and surprise. With
GPT-4.0, we achieved a much improved Fj score of 0.72, demonstrating the effec-
tiveness of our methodological adjustments.

3 Math Stereotypes: A Gender Study

In this section we explain the experiment we carried out in order to analyze the
gender stereotypes in the perception of mathematical abilities in another. We
brought the QT robot in a class of 7year olds and asked them to score a ques-
tionnaire that analyzed their gender stereotypes before and after the interaction
with the robot. The pupils had a quick introduction to artificial intelligence
(as shown below in Fig. 1) and chat bots, and had previous experience test the
chat bot capabilities by asking simple arithmetic questions (please note that the
pupils in the class were able to perform basic arithmetic operations themselves
i.e. additions and subtractions).

Fig. 1. Demonstrating QT in front of a class of 7 year olds.

Half of the class interacted with the robot dressed as a girl (with a pink
skirt) and the other half with the robot dressed as a boy (with a blue tie). The
robot was displaying emotions according to the emotion detection described in
the previous section and as shown in Fig. 2.

Before and after interaction with the robot the pupils were asked the following
questions: “Do you like robots?”; “Are you able to finish your math exercises?”; “Is
it important for you to succeed in mathematics?”; “Does doing a math assignment
make you anxious?”’; “Do you think boys are good at mathematics?”; “Do you
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Fig. 2. Emotional capabilities of QT and the chosen outfit to represent common gender
norms.

think girls are good at mathematics?”. These questions had to be answered
by a 5 point SAM (Self-Assessment Manikin) scale using non-verbal pictorial
assessment techniques. At the end of the experiment, the pupils were asked to
assess the gender of the robot, and were also asked to report their own gender.

Eighteen participants answered the questions before and after the interaction
with the QT robot. A quick overview of the main findings of the experiment
show that: 79% of students adore robots; 69% of students thought the robot was
a boy; 25% of students thought the robot was neither a boy nor a girl. Girls
were more likely to think this; Girls and boys, both consider the other to have
similar skills in mathematics (average of 3.6); Girls and boys, both have similar
perception of their own level of math (average of 4.4); 17% of students reported
being better able to finish their math exercises after the robot’s intervention;
78% of students reported being more capable to finish their math exercises after
the robot’s intervention; 72% of students reported that succeeding in math was
more important after the robot’s intervention; 66% of students in the “girl” robot
experiment increased their opinion about girls’ abilities in math; 66% of students
in the “boy” robot experiment increased their opinion about boys’ abilities in
math.

More “alarming” results, worth investigating further in currently undergoing
future work up, include the following;:

— Regarding the question “Is it important for you to succeed in mathematics?”
there is an effect, but the opposite of what was expected: less importance
was placed on succeeding in mathematics after the presentation of QT (Time
1 Mean 4.556 Standard Deviation 0.984 and Time 2 Mean 4.056 Standard
Deviation 1.211).

— The interaction did not reach statistical significance (p = .18), but after the
robot presentation, girls changed their views and rated boys as being better
at mathematics; boys also became more modest about their own abilities after
the presentation compared to before.
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4 Discussion

Several studies have shown that math gender stereotypes are formed very early.
Such stereotypes can yield important economic consequences, and thus address-
ing these stereotypes is one of the main challenges one has to face from an edu-
cational point of view. In this paper, we propose to fight such stereotypes using
Artificial Intelligence and Robotics that have made significant advancements in
recent years, revolutionizing various sectors, including education. Educational
robots, when combined with advanced language models like ChatGPT, can offer
personalized and engaging learning experiences. We show how young pupils can
be more sensitive to topics such as gender bias, mathematics performance and
auto efficiency by interacting with a robot carefully crafted for such interactions.

The current limitations of robotics - Al fusion for education are, however, evi-
dent on several fronts. On one side, the complexity of real environments poses sig-
nificant challenges in terms of perception and adaptability of Al systems, limit-
ing their effectiveness to very specific or controlled contexts. Moreover, although
progressing, the cognitive capabilities of Al are still far from the intelligence of
humans, particularly concerning deep contextual understanding, creativity, and
autonomous learning from diverse experiences.
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Abstract. Patient scheduling is a complex task that plays a crucial role
in the quality of care. Effective scheduling management mitigates dissat-
isfaction among patients and physicians, serving as a crucial indicator.
Traditionally, the approach to patient scheduling has been ad hoc, often
overlooking key factors that may influence scheduling.

In this paper, we propose a reinforcement learning approach that
utilises an early stopping mechanism which balances exploration and
exploitation to provide combinatorial optimisation from both theoretical
and experimental perspectives. Our study utilised datasets from NHS
Scotland and The First Affiliated Hospital of Anhui Medical University
to evaluate patient scheduling. Our results demonstrate that our Rein-
forcement Learning (RL) method with early stopping can successfully
conduct preliminary practice on realistic examples of the General Prac-
titioner (GP) Scheduling Problem and hospital scheduling issues.

Keywords: Scheduling - Reinforcement Learning - CO Problem

1 Introduction

Patient scheduling emerges as a pivotal component within the realm of health-
care management, involving allocating healthcare resources (like doctors, nurses,
equipment, and rooms) to patients based on their needs and the availability of
these resources. This intricate scheduling mandates a comprehensive consider-
ation of various factors, including the urgency of medical needs, the availabil-
ity of medical staff, the duration of appointments, and the operational hours
of the healthcare facilities. The inherently unpredictable nature of healthcare
demands necessitates a combinatorial optimisation (CO) strategy to enable flex-
ible scheduling. This adaptability is crucial for accommodating emergency situ-
ations or unforeseen events, such as the sudden unavailability of medical prac-
titioners. In this paper, we introduce an early stopping method in deep rein-
forcement learning approach to address the patient scheduling challenge as a
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combinatorial optimisation problem, aiming to generate optimal scheduling solu-
tions. This methodology can also be applied to other scheduling problems where
objective functions are not well-defined or difficult to model mathematically.

Most challenging problems in the real world are large-scale and often subject
to execution time constraints. Therefore, traditional algorithms encounter diffi-
culties when applied to real-world challenging tasks. Recently, Deep reinforce-
ment learning (DRL) has shown significant potential in overcoming the limita-
tions of traditional approaches [3]. Many CO Problems can be transformed into
sequence decision-making problems. For example, the TSP problem is to decide
in what order to visit each city, and the shop scheduling problem is to decide
in what order to process components on the machine. DRL is a very suitable
solution for sequence decision-making. The main difficulty is the definition of
the Markov Decision Process (MDP) in the CO problems. A diversity of rein-
forcement learning (RL) based heuristic method has demonstrated a promising
solution as it does not require pre-solved examples of these hard problems [1].
However, so far there is a lack of guidance on how to utilise reinforcement learning
(RL) to automatically learn good heuristics for various combinatorial problems
since RL relies on estimating Q-value to form policy.

This paper proposes a framework leveraging a Deep-Q Network (DQN) [2]
based reinforcement learning methodology to conceptualise healthcare manage-
ment issues as combinatorial optimisation challenges. By employing real-world
datasets, we demonstrate the feasibility of our approach in dynamically allo-
cating hospital resources, outperforming traditional methods that struggle with
the complexity and variability inherent in real-world scenarios. Significantly, our
method exhibits superior adaptability to temporal changes, a critical attribute
for effectively managing scheduling tasks in healthcare settings, where condi-
tions can rapidly change. Furthermore, the utilisation of a synthetic dataset
underscores our method’s capability to manage problems encompassing a large
number of variables and constraints, maintaining computational efficiency even
as the scale of the optimisation challenge expands.

2 Experiment

2.1 System Setup

In this section, we present experimental results from two real-world schedul-
ing tasks. For each experiment, we first clean and organise the data from real-
world tasks, and build simulation environments based on different experimental
datasets. We have two real-world tasks: the GP scheduling problem and the
hospital patient appointments. From the perspective of the task, the environ-
ment we built is a grid world environment, but its basic parameters are different
depending on the data (Fig. 1). Our datasets are provided by the National Health
Service and the First Affiliated Hospital of Anhui Medical University (Tables 1
and 2).
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Fig. 1. State structure of Scheduling Problem.

Algorithm 1. DQN with Early Stopping(EDQN)
Require: C <« a counter, k < the early stopping threshold, Q™ « the policy network,
Q”* «— the target network
Initialize experience replay buffer B = ()
In each episode:
Initialize state so
fort=1—T do

select action based on e-greedy

Observe s¢, ¢, S;

Store the transition (s¢, at, 7, s3) in the buffer B

if r, is not a good reward then

the value of counter C' add one

10: end if
11: Sample experiences {(s¢, at, ¢, s:')} from B randomly
12: Set y; = r + ymaz Q™ (s/7 a/)
13: Update weights of the neural network
14: if the counter C reaches threshold then

©

15: break
16: end if
17: end for

2.2 GP Scheduling

In the UK, the National Health Service (NHS) assigns patients to specific General
Practitioners (GPs), with data sourced from the NHS website. The challenge is
to efficiently schedule GPs for a group of patients, ensuring appointment slots
of varying lengths are arranged to minimize wasted GP resources, similar to
optimally placing blocks in a game of Tetris.

Task Description. The General Practitioner (GP) Scheduling Problem involves
managing limited GP availability due to pre-booked appointments, while accom-
modating new patient requests of varying duration’s. The challenge is to max-
imise time slot utilisation while allowing GPs to reserve time for other activities,
such as training. This study considers four types of consultations: face-to-face,
home visits, telephone, and video consultations, with relevant data presented in
Table 1.

Environment Settings. In our experiment, 100 GPs each work 8-h shifts
divided into 32 slots of 15 min. Consultation times vary, as shown in Tablel,
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Table 1. Appointments in the England by NHS statistics for one month.

scenarios face-to-face | home visits | telephone | video
Number of appointments 15404951 171669 9184791 | 115725
Proportion of appointments | 0.6192 0.0069 0.3692 0.0047
slots requirements 1 3 2 1

with ‘3’ indicating 3 consecutive slots needed. The problem is modeled as find-
ing optimal positions in a 32 x 100 grid to minimize gaps while accommodating
longer appointments. The GP environment has a 2 x 32 x 100 state space with
two layers: a booking layer showing occupied slots (‘1” for occupied, ‘0’ for empty)
and a position layer indicating the agent’s location. The agent moves in a finite
action space (up, down, left, right), with rewards based on the agent’s posi-
tion and the upcoming reservation status. Empty slots yield +0.5 rewards, while
occupied ones give —0.1. Extreme cases, like boundary movements or repeated
jumps, result in a —0.5 reward. The DQN with Early Stopping (EDQN) pseudo-
code is shown in Algorithm 1.

+0.5, if the position is empty
—0.1, if the position is not empty
—0.5, if the agent reaches the

boundary or goes back

reward =

2.3 Hospital Patient Appointments Scheduling

Unlike the UK, patients in China can book web-based appointments with spe-
cialists based on their requests. The hospital includes various specialized depart-
ments, such as internal medicine and surgery, allowing patients to seek treatment
according to their conditions. While these systems aim to reduce wait times and
improve efficiency, high demand limits access to specialists, potentially delaying
treatment. An optimized booking system can help reduce these delays. Table
2 shows appointment data from the First Affiliated Hospital of Anhui Medi-
cal University, indicating that Internal Medicine and Surgery have the highest
patient numbers, forming the basis for our experiment.

Task Description. Hospital patient appointment scheduling is similar to the
General Practitioner (GP) Scheduling Problem, aiming to optimize hospital
resource allocation. Based on data from The First Affiliated Hospital of Anhui
Medical University, we created two environments for the Internal Medicine and
Surgery departments. Each doctor works 8-h shifts, divided into 96 five-minute
slots. Patient needs are categorized into three types based on duration: 1, 2, or 3
slots. The goal is to find continuous sequences of slots to meet these requirements,
modeled as positions in a grid representing the number of clinics multiplied by
96.
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Table 2. Summary of data from the First Affiliated Hospital of An Medical University.

Department Internal Medicine | Surgical Paediatrics | Dermatology
Number of appointments 3220 3097 1694 1986
Proportion of appointments | 0.2439 0.2346 0.1283 0.1504
Number of departments 16 13 7 3
Department Ophthalmology | Otolaryngology | Stomatology | DTCM
Number of appointments 715 843 1019 228
Proportion of appointments | 0.0542 0.0638 0.0772 0.0173
Number of departments 2 2 4 4
Department oG AD Haematology
Number of appointments 228 79 92

Proportion of appointments | 0.0173 0.0060 0.0070

Number of departments 8 1 1

2.4 Results and Evaluation

We compared the performance of Deep Q-Network (DQN) and DQN with Early
Stopping (EDQN) on GP scheduling and hospital patient appointment data.
In our experiments, the neural network structure of the policy comprises three
convolutional layers and two linear layers which use the Kaiming initialisation
method to initialise parameters. The hyperparameter settings include a learning
rate Ir = le — 4, € = 0.3, €decay = 0.995 and dynamic . At the beginning of
exploration, the agent does not fully understand the environment. As the agent
further explores the environment, it is more in line with the learning process to
take the long-term future benefits into account in the value generated by the
current behaviour. Therefore, it is more appropriate to use a dynamic . The
dynamic +y is formulated as

vy=1-09x%x(1—7) (2)

Here, we set the initial v = 0.1, and the maximum value of v does not exceed
0.99.

Before the experiments, we need to establish the basic parameters of the
environment. These include the number of pre-booking slots, the constant C
representing the agent’s position in the position layer, and the patient demands.
For the GP scheduling problem, we set the number of pre-booking slots to 750,
and C' = 100. The early stopping rule is that the agent obtains 10 negative
rewards of —0.5 in total. For hospital patient appointments, we set the number
of pre-booking slot to 100, and C' = 100. The early stopping rule specifies that
the agent receives 10 consecutive negative rewards of —0.5.

The experimental results are presented in Fig. 2. Due to Early Stopping, the
rewards obtained by EDQN were higher than those obtained by DQN from the
beginning. Because the reward we set were relatively small, the curve of EDQN
does not show an obvious upward trend (Fig. 2(a)). Since there is no significant
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Fig. 2. Hospital patient appointment

difference in appointment data between Internal Medicine and Surgical depart-
ment in hospitals, the experimental results are similar. The performance in Inter-
nal Medicine is shown in Fig. 2(b), and the performance in Surgical department
shows the same trend. It is obvious that EDQN is better than DQN in the per-
formance of GP appointment and hospital appointment data. This is because we
eliminate redundant data and increase the agent’s learning of sparse experience.

3 Conclusion and Future Work

Patient scheduling is a critical aspect of healthcare management, necessitat-
ing the efficient allocation of resources such as physicians, nursing staff, equip-
ment, and facilities. This paper introduces a novel approach, conceptualizing
resource allocation as a combinatorial optimization problem. We propose a rein-
forcement learning methodology, incorporating an early stopping mechanism, to
optimize resource utilization and improve adaptability. By employing the Deep
Q-network (DQN) algorithm, we address practical scheduling challenges, includ-
ing the General Practitioner (GP) problem and hospital appointment scheduling.
A key innovation of this approach is the integration of early stopping to enhance
efficiency and accuracy. While our method may not achieve theoretical opti-
mality, it demonstrates high efficacy in large-scale applications. Future research
could extend this work by exploring continuous action spaces to address dynamic
resource allocation and real-time scheduling problems.
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Abstract. This paper introduces a concept for an assistance system
that enables nursing staff in real-life clinical settings to reduce the time-
consuming nursing documentation effort, e.g. from the morning routine.
The overall goal is an Al-based documentation assistant that pre-fills the
documentation record. An essential constraint in collecting and process-
ing data is the use of sensors and features that preserve people’s privacy
and the acceptance of being observed.

The selected sensors are known body-worn acceleration sensors as well
as far-infrared based thermal scans. During the training and evaluation
phase, the use of an Azure Kinect is foreseen as well. A crucial interme-
diate step within the AI based concept is the autonomous identification
and learning of actions that form an activity that is recognised as a part
of the entire routine added to the documentation. Both open data sets
and self-recorded material tailored to the use case are to be used for this
purpose. By checking the automatically generated documentation results
after each treatment by the nursing staff, additional training material is
to be constantly generated during the application operation in order to
improve the pattern recognition systems in the processing layer in the
long term.

Keywords: Human Activity Recognition - Data Privacy - Assisted
Documentation - Intelligent Agents

1 Introduction

In nursing care, it is important to document the performed actions. This docu-
mentation serves both as proof and for quality assurance. However, studies have
shown that the effort required for documentation amounts to approx. 20-30% of
working time [7]. It has also been shown that around 40 % of nursing staff suffer
from burnout, partly due to the high workload [3]|. There is consequently a high
demand for the reduction of documentation work in care settings.
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Therefore, an Al based concept shall be developed to establish an assistance
system that supports nurses in clinical facilities in documenting their actions
and activities, e.g. during the morning routine. Typically, these individually
planned nursing activities include actions such as making beds, helping with
personal hygiene, dressing, medical prescriptions (taking blood sample, apply-
ing wound dressings, changing bandages, measuring blood pressure, pulse and
temperature), serving breakfast, optionally helping to prepare the breakfast,
bringing morning medication and administering if necessary. A user study has
shown, that assistance systems in care settings will be accepted if they preserve
the users’ privacy and do not entail any additional workload [2]. This essential
requirement restricts the choice of deploy-able sensors, which do not have the
best recognition results.

The rest of the paper is organised as follows. In the next section, applica-
ble approaches for systems to recognise human activity in care scenarios with
different sensor modalities are briefly recapitulated. This is followed by a consid-
eration of the selection of suitable sensors and existing classification approaches.
The proposed concept for a multimodal recognition framework is then presented.
The paper concludes with a summary and the next steps.

2 Related Work

Research in the field of Human Activity Recognition (HAR) has grown in recent
years. In particular, the research on nursing activity recognition has been identi-
fied as research field and four Nurse Care Recognition Challenges (NCRC) have
been carried out as part of the Activity and Behavior Computing (ABC) series
[6]. Although there are similar approaches in this domain, a holistic approach
for the real-world task of documenting a care routine — with the restriction of
non-optimal sensors — has not been addressed to our knowledge.

An interesting approach using a multi-modal transformer for nursing activity
recognition, uses the modalities of video-based skeleton data and acceleration
data [5]. It has been evaluated on the publicly available database of the Nurse
Care Recognition Challenge from 2021 [6]. However, one limitation is the small
amount of activities and the use of image-based motion capture data. An attempt
was made to identify and correct missing entries in the care documentation based
on smartphone data. In addition, a prediction was implemented to determine
which upcoming activities are to be expected based on the missing entries. A
neural network was used for this purpose. However, the use of smartphone data
is a limitation [9].

Although transformer approaches and hierarchical or deep neural networks
have generally turned out to be a central trend in research, there is not enough
training material available for the recognition of care activities in a single-pass
approach, at least at the moment. Therefore, the proposed concept foresees the
use of sensors with machine learners that output their results to a knowledge-
based intermediate layer. This intermediate layer can be re-trained during the
application phase in a semi-supervised manner by incorporating user feedback
when inspecting the generated care protocol.
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3 Considerations on Sensor Selection

The acceptance of available sensors within a patient room in a clinical environ-
ment has to be ensured, which typically goes hand in hand with preserving the
privacy of the patient and the nurse. Therefore, video-based systems are not an
option due to the lack of acceptance. Sensor data must not be measured, stored or
analysed externally except for the desired documentation use-case. Additionally,
no complicated and expensive additional installation on-site should be required.
On the other hand, the installed sensors should cover the field of interest without
too many occlusions. In the best case, the hardware should be equipped with
passive sensors to be applicable in clinical settings aiming to avoid problems
with interference with other medical devices.

The use of acceleration or inertial measurement units (IMUs), image and
depth-image based sensors (Azure Kinect) and far-infrared or thermal imaging
sensors have received a lot of attention in the HAR research. It is important to
note that the Kinect sensor must only be used during the collection of training
data since it does not fulfill two requirements: it violates privacy by capturing
pictures and it uses active near-infrared light. However, it will be useful to allow
for a trans-modal learning approach to improve the performance of the two
remaining sensors.

4 Self-supervised and Reinforcement Learning

For each of the above mentioned sensor modalities, many different compet-
ing recognition approaches exist, each with a specific strength. There are also
machine learning approaches and specialized databases for each of the proposed
recognition techniques that can be used to train sophisticated, pre-built classi-
fiers for this use case.

However, besides the transformer approach mentioned above, there are cur-
rently only few databases that provide corresponding sensor data from two or
more modalities at the same time. This is especially the case for activities that
are less frequently classified and do not belong to the group of activities “stand-
ing, sitting, lying down”. Thus, there is a need to collect different data streams.
For this, the Azure Kinect data can be used as gold standard for motion recogni-
tion, since its accuracy has proven to be reliable [1]. With the help of the Kinect,
the other sensor modalities can be annotated using self-supervised learning.

In addition, reinforcement learning with user feedback can be used to further
optimise the model. Users provide continuous feedback on the model’s predic-
tions, for example by confirming or correcting the recognised activities. This feed-
back is used to adapt the model’s decision-making strategies and increase recog-
nition accuracy [8]. By combining these approaches, the self-supervised learn-
ing component of the system can pre-train models on large data sets, ensuring
robust initial performance. The reinforcement learning component then adapts
these models to the user’s behaviour and preferences in real time.
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5 Proposed Concept

The concept for modeling care activities is outlined by an example: The morning
routine consists of a varying sequence of many observable and (by the chosen sen-
sor) non-observable activities, whereby each activity consists of several actions.

At this point, a comparison is suggested: the complex activities to be recog-
nised during an entire morning routine can be interpreted analogously as a
sequence of individual words in a sentence. While words are further modeled
from a combination of phonemes, activities can be composed of a sequence of
individual actions. Therefore, semi- or fully automated annotation techniques
such as proposed by Florenc et al. [4] can be applied.

The level of self-care of a patient can gradually change for the same per-
son within a short period of time. It is assumed that a typical care routine is
accompanied by the use of a tablet. By entering the room, the nurse starts the
documentation. When leaving the room, the documentation will be completed.
With a low latency period, the monitored routine will be recapitulated and the
documentation form will be compiled, which is verified by the nurse on the tablet.
The result can be used later for re-training the system since the nurse can check
all entries at the end of the routine and correct them if necessary.

To ensure data privacy, sensors are used that cannot draw any conclusions
about the person, e.g. acceleration sensors or thermal imaging cameras. However,
as information is missing depending on the sensor, e.g. the position of the person
in the room, Al methods must be used to reconstruct the current situation and
the actions performed using several sensors.

From a functional point of view, the recognition framework has to process all
available inputs, i.e. acceleration data, thermal images, vital data (temperature
etc.) and direct input from tablet (touch gestures) as depicted in Fig.1. The
skeleton data (from Azure Kinect) is only used during the initial training phase
and therefore plotted with a dashed line.

| IMU data |- -| Pre-processing |- -| 1D CNN |-»

| Thermal images |-'| Pre-processing |--| 2D CNN |-->

i Skeletondata Hpt Pre-processing ‘-- 1D/2DCNN  H|

Direct input (HMI)
Vital signs

Data source Segmentation Action classification Scenario classification

Fig. 1. Overall holistic functional scheme of the proposed approach.

The proposed training of the documentation system will be carried out
in three phases. In the first phase, the classification modules for each of the
modalities (acceleration, thermal images and skeleton data) will be trained sep-
arately on several publicly available databases (e.g. from KAGGLE) on the
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pre-processing and segmentation unit. As training material, sample material of
isolated actions will be used. Supervised learning algorithms that classify the
activities will be used for training.

In the second phase, an embedded training using more complex data with
activities (consisting of sequences with actions) will be used. In this phase, it
is important that the activities are modelled autonomously by the pre-trained
actions. It is expected that the skeleton data from the Azure Kinect are the
most reliable and thus control the learning process and help to boot-strap the
classifiers during the supervised training. The parameters, i.e. the type of actions
as well as their temporal order for the activity classifier, are also learned in this
phase. The activities will then be modelled in a next step similar to a finite
state machine. The advantage with this approach is that the action sequences
can be hand-crafted and initialised manually at the beginning. Furthermore, an
inspection of the action frequency and sequence order can provide information
regarding the plausibility of a recognition result. This would be possible with
hierarchical networks.

The following example illustrates the idea: In the first phase, dynamic and
static models for the actions A are trained along with the segmentation unit
to find the action boundaries: A € [grasping, walking, standing away from the
patient, standing close to the patient]. The activity S Giving medication can
be represented by variants of the sequence S = {standing away from the patient
grasping walking, standing close to the patient}.

In the third phase, the remaining classifiers are re-trained using sample mate-
rial that is tailored to this use case.

During the application phase of the concept, the recognised elements are
summarised after each routine in the form of the care documentation, that has
to be verified by the nurse. By quickly correcting possibly wrong recognised
activities, additional training material is continuously created.

In order to train and test the machine learning models in the proposed
approach, sophisticated training material is needed. Therefore, twelve qualified
nurses have performed examples of morning routines on a high-fidelity manikin
instead of a human patient in a laboratory setting. Currently, we are focusing
on the following set of 13 activities: Addressing the patient, Checking vital signs
(measuring blood pressure, pulse, temperature), Brush teeth, Washing the face,
Dressing and undressing in bed, Removing and applying the infusion, Washing
the upper/lower, Changing bandages/plasters, Giving medication, Changing a
patient’s position.

The implementation and training of the proposed concept is ongoing.

6 Summary

This paper presents a concept for recognising nursing activities in the clini-
cal setting. To this end, the considerations for sensor selection were explained
and, based on this, three sensor modalities were presented for closer selection.
A scenario with the activities to be recognised and the overall scheme were
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then presented. In addition to the pre-processing and segmentation of the data
streams, this includes an action classification and then an activity classification.
An important part of the concept is the re-training of the model, in which the
carer checks the recognised activities. To evaluate the concept, data sets from
twelve nurses were recorded with different sensors.

The next step is to implement the concept presented. This involves imple-
menting the three phases of the HAR recognition pipeline, in particular the
segmentation unit and the reasoning layer. The final step of the implementation
is to ensure the ability to re-train the AI through user feedback. This provides
a semi-supervised self-improvement.
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Abstract. This paper evaluates four Reinforcement Learning (RL) algo-
rithms, namely, Proximal Policy Optimization (PPO), Policy Gradi-
ent (PG), Advantage Actor-Critic (A2C), and Asynchronous Advantage
Actor-Critic (A3C), for solving the Job Shop Scheduling Problem (JSSP)
using Lawrence, Dermikol, and Taillard datasets. Experiments show that
PPO consistently outperforms traditional dispatching rules and state-of-
the-art methods, achieving 6-9 times lower optimality gaps than tradi-
tional algorithms and 2-3 times lower than state-of-the-art approaches
across all datasets. These results demonstrate the potential of RL, par-
ticularly PPO, in enhancing scheduling optimization for the JSSP.

Keywords: Job Shop Scheduling - Reinforcement Learning + Proximal
Policy Optimization + Optimality Gap - Scheduling Optimization

1 Introduction

The Job Shop Scheduling Problem (JSSP) involves sequencing multiple oper-
ations across various machines to minimize the total completion time, or
makespan, in fields like manufacturing, healthcare, and beyond. Many stud-
ies in [10-12,19] have addressed the JSSP. Traditional mathematical optimiza-
tion techniques like mixed integer programming [12] and integer linear program-
ming [10] become impractical for large-scale or dynamic scheduling due to the
curse of dimensionality and lack of real-time modification. Instead, heuristic
methods such as simulated annealing [19], and genetic algorithms [11] provide
high-quality solutions quickly but are unsuitable for dynamic problems due to
their need for reapplication.

Reinforcement learning (RL) has recently gained significant attention in
addressing JSSPs due to its ability to learn effective scheduling policies through
environmental interaction. RL approaches excel in adapting to dynamic and
uncertain scenarios, making them particularly well-suited for real-world man-
ufacturing settings. Initially applied to the Traveling Salesman Problem using
Pointer Networks [1], RL has since evolved to encompass a wide range of tech-
niques, including heuristic learning [4], attention-based models [7], and effec-
tive production scheduling using Deep Q-Network (DQN) agents [17]. Recent
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advancements in Deep RL have further expanded its capabilities, incorporat-
ing graph neural networks [20], disjunctive graphs, double DQN, and priori-
tized experience replay [5]. These innovations have shown considerable promise
in job-shop scheduling, demonstrating improved performance and adaptability.
However, despite these advances, tackling large-scale, complex JSSP instances
remains a significant challenge, driving ongoing research in the field.

This study, supported by the EU Horizon 2020 “Rhinoceros” project [16] on
automating car battery dismantling, models the process as a JSSP. It validates
the approach by replicating prior experiments from [15] and compares different
RL algorithms to identify the most effective method for large-scale scheduling.
The goal is to improve scheduling efficiency and reduce makespan by training
a dispatcher agent to choose jobs sequentially using DRL techniques. In this
paper, we make the following contributions:

1. This study evaluates the applicability of several RL algorithms by conducting
a comparative study to solve a JSSP.

2. We conduct numerous experiments on hyperparameter sensitivity to opti-
mize the solution, and we identify a suitable model, namely Proximal Policy
Optimization (PPO), to solve the JSSP for a single agent.

2 Environment and Model Configurations

Each JSSP instance in its traditional form consists of two sets of constants,
jobs J and machines M. Every job J; € J is composed of n; operations
(01 — 02 — ... = O;,,) that need to be completed in a specific order,
where each element O; ; (1 < j < n;) is called an operation of J;. Every machine
M), € M can operate on an operation O; ; with the processing time p; ; € N.
Each job has a number of operations and the time taken to complete that opera-
tion by different machines may have distinct processing durations. The objective
is to ascertain which processes should be scheduled in what order to minimize
the makespan or overall execution time. Several constraints govern the problem:
machines can only handle one task at a time, operations within a job must follow
a specific order, and once started, tasks must run to completion without inter-
ruption. These constraints ensure efficient and orderly production scheduling,
crucial for optimizing manufacturing and operational processes.

Environment: The JSSP RL environment uses a single-agent dispatcher to
assign jobs to machines, with actions constrained by machine availability and
job completion. The agent either schedules jobs or uses No-Op to advance time.
Efficient scheduling is achieved by prioritizing non-final jobs and minimizing
delays through careful use of No-Op. In the JSSP, the reward function focuses
on active job processing time rather than minimum makespan to provide more
frequent feedback and accelerate learning. The reward is calculated as R(s,a) =

Dijk — ZMkeM empty (s, s'), where s represents the current state and s’ the

next state after action a. a is the jth operation of job J; with processing time
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Di,j,k for machine My, and emptyMk(&s’) is the amount of time the machine
M, being idle while transitioning from the state s to s'.

State Space: The state representation for the JSSP is represented by a matrix.
Each row in this matrix represents a job that includes seven attributes: whether
the job can be assigned to a machine, the remaining time for the current opera-
tion, the percentage of completed operations, the remaining time until job com-
pletion, the time until the next required machine is available, the idle duration
since the last operation, and the cumulative idle time throughout the job’s sched-
ule. These attributes collectively provide a comprehensive overview of each job’s
status, progress, and machine availability, helping the RL agent to understand
the job shop scheduling environment and make informed decisions, thus adhering
to the Markov property for effective scheduling optimization.

Action Selection: State representations are converted from tabular matrices
to vectors for simpler action distribution and state-value estimation via the
agent’s Multi-Layer Perceptron (MLP). A mask applied to neural network out-
puts assigns minimal negative values to invalid actions before the softmax func-
tion, guiding the agent towards feasible actions. This approach, highlighted by
Huang et al. [6], enhances performance in JSSPs by focusing the agent on opti-
mal, legal actions.

3 Experimentation

This section outlines the experimentation procedures used to evaluate the per-
formance of various RL algorithms and baseline methods on JSSP benchmark
datasets, namely Taillard [14], Demirkol [3], and Lawrence [8].

Baselines: The agent is evaluated against three dispatching rules: First In First
Out (FIFO), which processes jobs in the order they arrive; Most Work Remaining
(MWZKR), which prioritizes jobs with the highest remaining processing time; and
Shortest Processing Time (SPT), which favors jobs with the shortest processing
time. The benchmarks, namely, Zhang et al. [20], Han et al. [5], and Wu et
al. [18], help assess the agent’s performance. The Google OR-Tools CP-SAT
solver is used to obtain the optimal solution.

Implementation: The paper uses the open-source RL library RLlib and Ten-
sorFlow to implement RL on the JSSP environment. WandB [2] is utilized for
hyperparameter optimization and data logging. Four RL algorithms-PG, PPO,
A2C, and A3C-are trained on an NVIDIA H100 GPU server.

Evaluation Configuration: The model is trained on JSSP instances from Tail-
lard’s, Demirkol’s, and Lawrence’s datasets using distinct MLP architectures for
state-value prediction and action selection, each with two hidden layers of 256
neurons and ReLU activation. Optimized with PPO-specific parameters, these
networks feature clipping at 0.5, ten epochs for updates, and policy and value
function coefficients of 0.5 and 0.8. A linear decay scheduler adjusts the learning
rate from 6.6 x 10™* to 7.8 x 107° and the entropy coefficient from 2.0 x 1073
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to 2.5 x 107%. The Adam optimizer is used with a discount factor v of 1. The
experimental setup for PG, A2C, and A3C is similar, with MLP architectures,
linear decay scheduling, and the Adam optimizer. However, unlike PPO, these
algorithms do not require specific parameters such as clipping or loss coefficients.

Performance Metrics: To evaluate considered algorithms, two main met-
rics are adopted: Makespan and optimality gap. The average optimality gap
(Optgap) 9] is given by Optgap = M“ke‘“’]\’}‘y]gsj\g;:f“’a” x 100, where Makespan
is the makespan obtained from different algorithms, and Makespan™ is either
optimal or the best-known solution. The optimal solutions are derived using

Or-Tools [13]. This gap assesses how close the solution is to the optimal one.

Table 1. Makespan Comparison of considered RL Algorithms on Standard Benchmark
Instances.

Size Instance | PPO | PG | A2C | A3C
20 x 10 |1a30 1356 | 1567 | 1630 | 1759
30 x 10 |la3b 1895|2043 | 2113 | 2216
15 x 15 |1ad0 1323 | 1457|1519 | 1614
40 x 15 |dmu2l |4863 5598 | 5600 | 6363
40 x 20 |dmu26 |5835 6316|6235 | 7153
50 x 15 |dmu3l |6221 7189 7143|7729
50 x 20 | dmu36 | 6693|7487 | 7482|8250
30 x 20 |tad2 2146 | 2625 | 2631 | 3046
50 x 15 |tadb2 2957 | 3402 | 3425 | 3724
50 x 20 | ta62 3485 | 3776 | 3821 | 4211
100 x 50 | ta72 5860 | 6385 | 6082 | 6263

Results: First, the agent is trained using four RL algorithms across three bench-
mark datasets, addressing diverse problem instances. Results in Table1 reveal
that as instance size grows, so does the makespan, indicating increased diffi-
culty. PPO outperforms other algorithms, with PG second, and A2C and A3C
lagging behind. The clipped surrogate objective function, which stabilizes learn-
ing, helps PPO explore the action space and learn a precise policy, contributing
to its effectiveness.

We also present comparisons in Table 2 for different approaches, including the
baselines described above, in terms of makespan and optimality gap. Across this
tables, PPO consistently demonstrates superior performance compared with the
baseline heuristics, except “dmu26” and “ta72” where MWKR and FIFO is out-
performing respectively. The comparison with the other state-of-art approaches
is challenging because they often have different goals, settings, and algorithms.
These variations can make it difficult to assess their performance accurately and
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Table 2. Comparison of RL Algorithm and Baselines on Standard Benchmark
Instances: Makespan and Optimality Gap Analysis.

Instance PPO |FIFO MWKR | SPT |Zhang |Han Wu Or-
et al.|et al.|et al.|Tool
(2020) | (2020) | (2024)

1a30 Makespan | 1356 | 1648 | 1533 1775 - 1417 1395 1355
Optgap 0.07 [21.62 |13.14 31 - 4.58 2.95 -
1a35 Makespan |1865 |2138 |2073 2464 |- 1941 1896 1800
Optgap 3.61 |18.78 |15.17 36.78 |- 7.83 5.33 -
la40 Makespan | 1323 | 1435 | 1450 1481 |- 1336 1314 1222
Optgap 8.27 |17.43 |18.66 21.19 |- 9.33 8.26 -
Average Optgap |3.47 |25.95 |17.42 31.35 |- 7.65 5.92 -
dmu2l | Makespan | 4863 |5674 |5325 6378 | 5314 5255 - 4280
Optgap 11.03 |29.54 |21.58 45.62 |21.32 19.98 |- -
dmu26 | Makespan | 5835 |6125 | 5567 6725 | 6241 5695 - 4986
Optgap 17.03 |22.84 |11.65 34.88 | 25.17 14.22 - -
dmu3l | Makespan | 6221 |6817 |6523 7666 | 6639 6588 - 5642
Optgap 10.26 |20.83 |15.62 35.87 | 17.67 16.77 |- -
dmu36 | Makespan | 6693 | 7422 | 6837 7577|7328 6859 - 5973

Optgap 12.05 |24.26 |14.47 26.85 |46.52 14.83
Average Optgap |12.13 |25.39 | 16.54 34.83 [32.97 |16.32 |- -

tad2 Makespan | 2146 |2578 | 2401 2783 2664 2351 2305 2020
Optgap 6.23 |27.62 |18.86 37.77 | 31.88 16.39 14.11 -
tab2 Makespan | 3066 |3549 | 3585 3457 3599 3263 3155 2756

Optgap 7.29 |21.15 |25.22 25.47 |21.23 17.16 10.89

ta62 Makespan | 3485 | 3652 | 3489 4075 3722 3489 - 3042
Optgap 14.56 |20.05 |14.96 33.96 |22.35 14.69 |- -

ta72 Makespan | 5860 |5610 |5625 6506 | 5695 5746 - 5531
Optgap 595 |1.43 |1.70 17.63 |2.97 3.89 - -

Average Optgep |8.23 |17.56 |15.18 28.70 |19.61 |13.03 |12.5 -

meaningfully. But stated in paper [5], the agent was trained using the same
benchmark instances, allowing for a more direct comparison, their comparison
provides an improved evaluation. Analyzing the table with respect to optimal-
ity gap, it is evident that the PPO-based approach achieves a 6-9 times lower
optimality gap compared with traditional scheduling algorithms and a 2—-3 times
lower optimality gap than the state-of-the-art approaches in all three datasets,
underscoring its superiority in addressing the JSSP.

4 Conclusions

This study evaluated RL algorithms—PPO, PG, A2C, and A3C—in solving
JSSPs using instances from the Lawrence, Demirkol, and Taillard datasets.
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Results demonstrate that the PPO algorithm consistently outperforms other
methods across diverse instance sizes and datasets. PPO exhibited remarkable
robustness and adaptability, achieving 6-9 times lower optimality gaps than tra-
ditional algorithms and 2-3 times lower than the state-of-the-art approaches.
The study concludes that PPO offers a promising solution for dynamic and
complex scheduling tasks, with significant potential for industrial applications
through enhanced optimization and planning capabilities.
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Abstract. Respiratory diseases are the leading cause of many hospital
admissions and account for a significant portion of fatalities each year
in Europe. Long-term respiratory conditions such as asthma affect mil-
lions of people globally. A crucial element in diagnosing and monitoring
respiratory disease is assessing lung sounds known as respiratory auscul-
tation. Nevertheless, this process can be automated using Deep Learning
(DL) techniques to alleviate the strain on healthcare services. This work
offers a comparison of various State-Of-The-Art DL models’, namely
ConvNeXt, and Vision and Swin transformers for predicting respiratory
diseases asthma and COPD and healthy controls from a novel dataset
of lung sound recordings represented by melspectrograms. The research
concludes that using ConvNeXt in its’ Base configuration outperforms
other networks with metrics including accuracy, sensitivity, precision,
specificity and F1 score.

Keywords: Lung sounds - Respiratory diseases - Transformer models

1 Introduction

The World Health Organisation reports the third most significant cause of death
in Europe is respiratory disease [23]. The highest number of hospital admissions
are due to Chronic Obstructive Pulmonary Disease (COPD), Asthma, Pneumo-
nia, and Influenza [1]. The European Respiratory Society estimates that COPD
affects approximately 44 million people in FEurope, and the economic burden
of the disease is around €141 billion per year, considering direct and indirect
medical costs, and intangible expenses such as reduced quality of life [14]. Novel
solutions using Artificial Intelligence and deep learning could automate the pro-
cess of diagnosis and help to reduce clinician workload. Predictive models can
analyse respiratory recordings to distinguish respiratory diseases and identify
abnormalities. In this vein, this research investigates State-of-the-Art (SOTA)
deep learning techniques to recognise respiratory diseases COPD and asthma
from a novel dataset of lung sound recordings.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2025
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2 Related Work

Much of the literature investigating respiratory sound classification makes uses
the Respiratory Sound Database [21], a dataset of lung sounds with disease
labels. It can be used for Adventitious Lung Sound Classification (ALSC) or
Respiratory Disease Classification (RDC) with class labels healthy, chronic, non-
chronic. ALSC using this dataset is well explored within the literature, demon-
strating success using melspectrograms [10], and features extracted with algo-
rithms such as constant-Q transform (CQT), STFT, Mel-STFT, and empiri-
cal mode decomposition [4]. Deep learning techniques such as CNN have been
explored [15], compared to machine learning methods such as decision trees [3],
where using audio features achieves 85% accuracy, however this suffers signifi-
cantly when the same method is applied to RDC. CNNs have also been used to
predict spectrograms for RDC [19], and variations of Recurrent Neural Networks
such as LSTM, GRU, BiLSTM, and BiGRU [17]|. The impact of multiple spec-
trograms was investigated by [20], generating Morse and Amor scalograms to
capture high-resolution frequencies and variance over time. An inception-based
architecture achieved 87% and 85% specificity and sensitivity respectively for
RDC multi-class task. Transfer learning has been investigated for RDC multi-
class, demonstrating 92.57% an average sensitivity and specificity with ResNet
and melspectrograms [16]. Combining samples to reframe as a binary task, [1§]
use a Mixture-of-Experts method classifying gammatone spectrograms to reach
average sensitivity and specificity of 92%, making it one of the best in the domain
for this task. This dataset provides diagnosis for each subject, facilitating dis-
ease classification i.e. COPD, asthma, pneumonia. However, compared to afore-
mentioned tasks, there is a significantly smaller body of work investigating this
problem. Due to the huge imbalance between classes, SOTA research for this
task remove classes with the fewest instances, namely asthma and LRTI, result-
ing in a far more balanced dataset: in work by [2] an F1 score of 0.96 was
achieved modelling a GRU and temporal features. A benchmark study by [§]
combines this data and a proprietary dataset of lung sounds, increasing the num-
ber of asthma samples. Robust evaluation of CNN and long short-term memory
methods showed an average precision of 98.70% across six diseases. Emulat-
ing self-attention mechanisms from NLP transformers, the Vision Transformer
(ViT) [7] was developed to approach image classification as sequence prediction
using patching to create regions. ALSC using transformer-based methods is in its
infancy but has proven to be more effective than hybrid CNN-RNN models for
COVID-19 detection from melspectrograms [5]. Audio spectrogram transformer
models have been used to classify different types of cough [11] with good per-
formance (F1 score 0.80). Branch attention methods for feature enhancement of
time and frequency information have been exploited with a transformer, showing
good performance to identify healthy, asthma, COPD, and pneumonia [22]. In
the literature, fewer works are using this dataset to classify respiratory diseases.
Moreover, there are even fewer works investigating transformer networks for
this task. Research using this dataset demonstrate predictive capabilities tend
to suffer due to the significant class imbalance. Therefore, we propose respiratory
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disease classification using a novel lung sounds dataset, combined with limited
open access datasets and SOTA convolutional and transformer networks.

3 Experimental Setup

3.1 Data

This research creates a combined dataset from publicly available data and a novel
dataset of lung sounds. We use the Respiratory Sound Database [21], containing
lung sounds from healthy people, and those with various respiratory diseases,
including asthma and COPD. There are several issues with this dataset. Firstly
it is heavily imbalanced towards COPD class, and there are very few instances
of asthma and LRTI; it also uses different types of equipment to record lung
sounds, lacking consistency. With a focus on COPD and asthma diseases, this
work uses a subset of this data, using only samples from healthy, asthma, and
COPD classes that were recorded using stethoscopes. Secondly, asthma samples
from [9] are used to increase the size of this class. We combine these data with
our samples collected from healthy and asthmatic subjects. Recordings were
obtained using digital stethoscopes from chest and back auscultation points.
The combined dataset results in 147, 123, 104 samples for COPD, asthma, and
healthy classes respectively (total 374). We employ a 70:30 split for training and
testing sets respectively, reserving 10% for validation.

3.2 Feature Extraction

Librosa library was used to generate melspectrograms from time-series lung
sound recordings as feature representation. We use an FFT window length of
2048, and a hop length between successive frames of 512. Figure 1 shows a sam-
ple melspectrogram for each class.

(a) Asthma (c) Healthy

Fig. 1. Samples of Asthma, COPD, Healthy Lung Sounds

3.3 Predictive Models

We offer a comparison of a custom CNN architecture and various pre-trained
predictive models for lung disease classification. The CNN model contained four
convolutional layers, each followed by max pooling and a layer of dropout, result-
ing in a comparatively small network of 43,827 parameters. Then, we employed
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various previously SOTA pre-trained networks for image classification, namely
Xception [6] and ConvNeXtBase [13], which has shown competitive performance
with transformers in object detection and segmentation tasks. These models are
then compared with transformer networks, namely Vision transformer [24] and
Swin [12]. In all training, Adam optimiser was used with weight decay of 0.0,
and early stopping was configured to cease training when validation loss had not
improved for eight epochs, using a batch size of 32.

3.4 Evaluation Metrics

Given the intended application domain of disease diagnosis, we use numerous
evaluation metrics to provide a thorough picture of model performance. Loss
and accuracy are used, alongside sensitivity /recall and precision, specificity, and
F1 score.

4 Results and Discussion

The results for initial experiments are shown in Table 1. Using the training con-
figurations described in Sect. 3.3, the results show that our custom built CNN
architecture is inferior across all metrics for this task. It has a very modest ability
to identify positive cases of disease and healthy samples. It showed the largest
loss at 0.81 and a low 0.67 F1 score. Xception performed markedly better, reduc-
ing loss to 0.54, and significantly improving in accuracy, sensitivity, precision,
specificity, and F1 score. The performance demonstrated by Xception is on a
par with that of Swin transformer, achieving the same accuracy, sensitivity, and
specificity of 0.77, 0.78, and 0.89 respectively, although this network reduced loss
further to 0.52. The vision transformer model achieves the lowest loss value for
this task at 0.44, however ConvNeXtBase (CvN) outperforms other architectures
significantly with an F1 score of 0.87, meaning it is the most suitable network
for identifying positive cases of asthma and COPD, and accurately predicting
those without disease.

Table 1. Results of all models: Accuracy (A), Loss (L), Sensitivity (Se), Precision (Pr),
Specificity (Sp), F1 score (F1) expressed in decimals

A L [Se |Pr [Sp |F1

CNN|0.67 |0.81 |0.68 |0.68 |0.83 |0.67
Xcep|0.77 0.54 10.78 |0.78 |0.89 |0.78
CvN |0.86/0.47 |0.86/0.87/0.93/0.87
ViT |0.84 |0.44/0.84 |0.84 |0.92 0.84
Swin|0.77]0.52 |0.78 |0.80 |0.89 |0.77
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5 Conclusion and Further Work

This work offers a comparative performance in lung disease classification with
a custom built CNN and various SOTA image classification networks, including
Xception, ConvNeXtBase, and vision and swin transformer networks using novel
data combined with limited publicly available samples. We have demonstrated
superior performance for this task with ConvNeXtBase, where an F1 score of
0.87 is obtained. We recognise a limitation of this work to be the relatively small
dataset of 374 samples. However, the data is well distributed between classes; this
tackles a notorious problem in the field, in that lung sounds from asthmatics are
not readily available compared to recordings from people with COPD. Secondly,
this research fails to address data variety. Future efforts will look to improve
variety by exploring methods such as audio augmentation, namely frequency and
time masking in attempt to improve the robustness of the classifier, particularly
for classes with fewer samples. Finally, ablation studies will be carried out to
further understand the performance of the classifier when components of the
network are removed.
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Abstract. This paper evaluates the performance of different large lan-
guage models (LLMs) in translating textual data from Saudi Arabic,
a low-resource language, into English. In this investigation we employ
the state-of-the-art language models namely; ChatGPT-4, Claude-3 and
Palm-2. We assess the capabilities of these LLMs on the Arabic Semantic
Textual Similarity (STS) dataset. The evaluation covers different aspects,
including the standard evaluation metrics, prompt design, and compar-
ison with baselines systems namely; Google Translator, QuillBot Trans-
lator and Systran Translator. We conducted human evaluation on the
generated translation and analysis the most frequent translation error
using our sample dataset and different models. Our findings reveal signifi-
cant insights into the strengths of ChatGPT (GPT-4) model in handling
and translating dialectal Arabic with the highest Bilingual Evaluation
Understudy (BLEU) score among all participated models (46.56).

Keywords: ChatGPT - Claude - Palm - Large Language Models -
Evaluation of AI Systems - Machine Translation + Saudi Arabic Dialect

1 Introduction

Arabic presents unique challenges in the field of Machine Translation (MT) due
to its status as a low-resource language [3]. Unlike languages such as English,
French, or Spanish, Arabic lacks the extensive digital resources and large-scale
parallel corpora necessary for training effective machine translation models. This
scarcity of high-quality data significantly impacts the performance of machine
translation systems for Arabic, leading to inaccuracies, inconsistencies, and lim-
ited coverage in translated texts. The limited availability of standardized and
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annotated corpora further compounds these challenges, hindering the develop-
ment of robust machine translation systems for Arabic. Addressing the low-
resource nature of Arabic in the context of machine translation requires con-
certed efforts to collect, curate, and annotate large-scale datasets, as well as the
development of innovative techniques tailored to the unique characteristics of
the Arabic language.

Recent strides in the realm of natural language processing (NLP) have ush-
ered in a new era, marked notably by the emergence of large language models
(LLMs) [7,9].These groundbreaking models show their efficiency and strength
in solving challenges related to various NLP tasks including machine translation
[4].

However, to the best of our knowledge, no study has evaluated the perfor-
mance of LLMs when translating Saudi Arabic to English. Importantly, this
study represents the initial effort to assess the effectiveness of Claude Al in Ara-
bic machine translation in general and Saudi Arabic in particular. The main
objective of this work is to evaluate three state-of-the-art LLMs, namely Gener-
ative Pretrained Transformer (GPT-4) through ChatGPT by OpenAl the Path-
ways Language Model (PaLM) using Vertex AI' by Google and Claude Al for
machine translation task of Saudi Arabic dialect. For this task we used small
sub-set of the Arabic (STS) Corpus created by [2].

2 Related Work

The majority of studies concerning machine translation using LLMs have pri-
marily concentrated on English datasets, with very limited research conducted
in the for Arabic language. Consequently, our research aims to fill this gap in
machine translation studies for Arabic overall, and specifically for Saudi Arabic.

[10] demonstrate that ChatGPT can surpass Google Translate on many trans-
lation pairs. On another hand, [14] show that ChatGPToutperformed by No Lan-
guage Left Behind (NLLB) [12] on high percentage. In document-level translation
[13] prove that ChatGPT can match the performance of fully supervised models.
Moreover, [6] found that Claude-3 outperforms NLLB-54B and Google Trans-
late on a significant number of language pairs in the FLORES-200 benchmark.
Additionally, Claude demonstrates resource efficiency comparable to NLLB-54B,
offering promising prospects for cost-effective machine translation models.

For Arabic language using LLMs, [8] present a comprehensive evaluation
of machine translation performance of ChatGPT and Bard AI? on ten Arabic
Varieties.

3 Methodology

In this study, we conducted an evaluation of three LLMs - ChatGPT, Claude
3, and PaLM 2 - to assess their effectiveness in translating Saudi Arabic into

! https://cloud.google.com /vertex-ai.
2 https://gemini.google.com /app.
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English. The goal of the methodology was to provide a structured and consis-
tent approach for comparing the translation capabilities of these models using
a standardized dataset. We employed a set of 200 sentences from the Arabic
STS dataset, representative of dialectal Saudi Arabic. We do not apply any pre-
processing or post-procesing on the selected sentences. Each model was tasked
with translating the same set of sentences, allowing for a direct comparison of
their performance. During the translation process, we used the console interface
for all the LLMs. Both standard evaluation metrics and human evaluation were
applied to measure the quality of the translations and to identify the specific
strengths and limitations of each model in translating textual data from Saudi
Arabic dialects to English. We used the console interface for all the LLMs to
ensure consistency in inputs and outputs across the models during the evalua-
tion process.

Additionally, we selected three commercial translation systems as baselines:
Google Translate?, Systran*, and QuillBot®. We then compared the performance
of the LLMs with these three commercial translation systems using the same
dataset and evaluation metrics.

3.1 Datasets Description

The dataset utilized in this research originates from a subset of the Arabic STS
dataset. Initially introduced by [5] in the Shared Task: Semantic Textual Simi-
larity (*SEM 2013), the Arabic STS dataset was expanded by [2] to include an
additional 250 pairs of sentences in Modern Standard Arabic (MSA). Further-
more, translations of 1379 sentence pairs from the English STS dataset, initially
compiled by [1], were incorporated into the Arabic STS dataset, encompassing
translations into Modern Standard Arabic, Egyptian Arabic, and Saudi Arabic.

We have meticulously curated a subset comprising 200 pairs of sentences in
Saudi Arabic and English for the purpose of evaluating three selected LLMs.
This subset was intentionally selected to encapsulate the most representative
vocabulary from the Saudi Arabic dialect.

Examples of these words include: A bl ‘V"‘" and C»

which mean in English “brushing”, “potato”, “hugging” and “boy” respectively.
Table 1 shows examples from our sample dataset.

3.2 Prompt Design

Based on the results of MT using Language LLMs obtained by [8], among the
three prompts used, the most effective design was the concise English prompt.
Therefore, in this study, we adopted the same concise English prompt for all
three LLMs utilized. The prompt used was: “As a Professional Translator, Can
you please translate this sentence from Saudi Arabic to English?”.

3 https:/ /translate.google.com.
* https://www.systransoft.com.
5 https://quillbot.com /translate.



Evaluating the Performance of LLMs 267

Table 1. Examples of Saudi Arabic and English pairs in our sample dataset.

Saudi Arabic English
[FYREITCION A girl is brushing her hair.
bl | da.a] Lo > A woman is chopping a potato.

Lty &> o = Je A man is hugging and kissing a woman.

Lawge A s O C» Ag|A boy is playing an instrument.

3.3 Evaluation Metrics

Our evaluation framework involves a comprehensive assessment of translation
quality using standard metrics. In this study we use the following metrics: BLEU,
Translation Edit Rate (TER) and Character n-gram F-score (ChrF). We refrain
from employing model-based automatic evaluation metrics, like the Cross-lingual
Optimized Metric (COMET) for Evaluation of Translation [11], for two reasons.
First: the default COMET model® trained expensively in Arabic MSA as a result,
the model may fail to capture dialect-level nuances in the source text when
computing the scores. Second: as Saudi Arabic consider low-resource language,
precise evaluating is essential to our approach.

4 Results and Discussion
The results in Table 2 of our experiments reveal that the translation quality of

Google translator is the highest among other commercial MT systems. Followed
by QuillBot translator with BLEU scores 10.42 and 9.34 respectively.

Table 2. MT Evaluation results using commercial translation systems.

MT System BLEUTER |CHRF
Google translator(10.42(79.2 |34.24
QuillBot 9.34 10.14 |29.41
Systran 7.82 |77.33|29.4

From the results in Table 3, we can see that GPT-4 and Claude-3 both demon-
strate strong capabilities in translating Saudi Arabic text to English, with only
slight differences in BLEU scores. Claude-3 follows closely behind GPT-4. The
reason for this is that both GPT-4 and Claude-3 were trained on large datasets
that included dialectal Arabic. Although PalLM-2 shows lower performance in
the translation of dialectal Arabic in terms of BLEU score, it still performs much
better than any commercial translation system.

5 https://huggingface.co/Unbabel /wmt22-comet-da.
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Table 3. MT Evaluation results using LLMs.

LLM NameBLEU TER|CHRF
GPT-4 46.56 (36.59(62.87
Claude-3 |46.4 |37.76/60.94
PaLM-2 18.59 |61.3 |47.87

4.1 Error Analysis

An in-depth error analysis was conducted to identify common translation issues
across all models. We categorized errors into several types, including lexical
errors, grammatical errors, and cultural/contextual misunderstandings. Our
analysis revealed that while LLMs generally handled syntax well, they often
struggled with idiomatic expressions and cultural references unique to Saudi
Arabic. Commercial systems, on the other hand, frequently produced literal
translations that missed the underlying meaning of the proverbs. For example,
one of the most frequent error in the human evaluation of the transltion quality is
the translation of the word 2 in Saudi Arabic which means “woman” or “lady”
in English translated mistakenly into “hurmah” which considered as proper noun
instead of adjective. Another frequent error is the translation of the word

which means “little boy” in English mistranslated as “seed” which means &, iy
Arabic.

5 Conclusion and Future Work

We evaluate ChatGPT, Palm-2 and Claude-3 on MT of Saudi Arabic textual
data int English. The evaluation involved comparison between the performance
of the three LLMs and to three commercial systems. Overall, the performance of
the LLMs outperform those of commercial MT systems. In addition, ChatGPT
surpassed other models with slightly difference in BLEU score with Claud-3. Our
study highlights the potential and limitations of current LLMs in translating
low-resource dialects like Saudi Arabic. While these models show promise, there
is still room for improvement, particularly in handling cultural nuances and
rare dialectal expressions. Future work will focus on enhancing model training
with more diverse and representative datasets, exploring advanced techniques
for better prompt design and fine-tuning.
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Abstract. In this work, a bi-directional LSTM has been employed to predict the
future positions of a maritime vessel, known as the target, based on noisy estimates
of its previous and current positions. In a first set of experiments, plain trajectories
generated by a simulation were used for training and noisy trajectories were used
for testing. In a second set of experiments, noisy trajectories were used for training
and testing. The accuracy and the loss achieved in both sets of experiments have
demonstrated that this type of network is capable of solving the Target Motion
Analysis problem.

Keywords: Bi-directional LSTM - Target Motion Analysis

1 Introduction

The aim of Target Motion Analysis (TMA) is to estimate the current state, i.e. location,
bearing, and velocity of an object, known as the target, in order to predict its position at
a later point in time. This is of particular interest to military users, who, in the maritime
context, want to predict the future positions of unknown objects, such as submerged
submarines, which in turn try to avoid observations at all costs. In such a scenario, the
observer platform, also known as ownship, uses hydrophones, which are mounted at
some distance D on a cable towed by the observer, to detect signals that are emitted from
the target [1]. Here, the time of emission is not known. The range R and the bearing 6 of
the target can be determined by measuring differences in arrival time of short-duration
signals along the paths R}, R and R3, as shown in Fig. 1. In the maritime domain, the time
delay measurements are disturbed by noise, caused, for example, by the environment
or the cross-correlation function used for finding a common signal in a pair of sensors
[2]. Some errors might be caused by false readings or clutter, which is assumed to be
uniformly distributed over an area A. Location estimates are collected over time and
are subsequently used for trajectory prediction, for example by applying M-Estimators
[3], Kalman filters [4, 5] or Particle filters [6]. In previous work, artificial intelligence
methods, like LSTMs [7], Ant Colony Optimisation [8], or feed-forward artificial neural

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2025
M. Bramer and F. Stahl (Eds.): SGAI 2024, LNAI 15447, pp. 270-275, 2025.
https://doi.org/10.1007/978-3-031-77918-3_23



Bi-directional LSTM Applied 271

networks [9] were successfully applied to the TMA problem, achieving better accuracy
than traditional methods [7].

Target T
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Fig. 1. Target Motion Analysis problem.

Zhang et al. [10] used a bi-directional LSTM for trajectory prediction using data
provided by the Automatic Identification System (AIS). However, this data is actively
generated by vessels using global navigation satellite systems (GNNS). Hence, it is not
affected by noise and clutter as in the TMA scenario described above. In this work, a
bi-directional LSTM is trained to predict trajectories from noisiness data, not only for
straight trajectories but also for curved courses. For training and evaluation, a simulation,
which is described below, was developed, that generated target trajectories in a marine
environment.

2 Simulations

A simulation was developed, which generates target trajectories in relation to the own-
ships position. The parameters of the simulated targets are based on the limitations of
real-world vessels.

The speed of the target was the main parameter used for track generation. The
maximum speed is based on generally known speeds of ships, boats, or similar vessels.
These can reach up to 25 knots. Hence, for each target a constant speed v was chosen
randomly from the interval:

{v € R|5kn <v <20kn}. (1)

Due to the problem at hand, it cannot be guaranteed that observations are equidis-
tant in the time domain. Therefore, the time between two observations ¢ was selected
randomly from the interval:

{reR|]ls <t<10 s}. 2)
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Due to physical limitations of passive sonar systems, measurements up to 6 km are
assumed to be sufficiently accurate under most conditions [11]. The initial distance r of
the targets is chosen randomly from the interval:

{reR0 m <r <6000 m}. 3)

The initial position of the targets are determined by the radius r and the bearing ¢.
The bearing was also chosen randomly from the interval:

{p € R|—180° < ¢ < 180°}. 4)

The track data generated by the simulation was validated by human experts. Figure 2
shows a plot of 1,000 simulated target tracks. For training the artificial feed-forward
network, 10,000 of such tracks were generated and used, as discussed in the next section.

In order to test the reliability of the network, the simulation offers the possibility
of adding noise to the track data. In order to generate realistic error curves, the added
noise is randomly chosen from a Gaussian distribution with mean of zero and a distance
depending standard deviation. Figure 3 shows the trajectories from Fig. 2. Examples of
generated track data. After noise added.

vessel trajectories (cartesian) wessel trajectories (cartesian)

2000

weoordinate m]

-2000 2000

0] T VRETE e AN 0 N | s

o
X-<coordinate (m] Xcoordinate (m)

Fig. 2. Examples of generated track data. ~ Fig. 3. Trajectories with added noise used for
testing.

This data set was used for training and testing the effectiveness of the proposed
method for noisy trajectory estimates.

3 Network Type and Architecture

In this work, a bi-directional LSTM was used for trajectory prediction. Long Short-Term
Memory (LSTM) is a type of recurrent neural network (RNN) designed to efficiently
learn long-term dependencies in sequence data by using gates to control the flow of
information in a feedforward manner [12], whereas a bi-directional LSTM processes
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the input sequence forwards and backwards to capture information from past and future
states in the data, i.e. training it simultaneously in positive and negative time direction
[13]. The same bi-directional LSTM network was used as in [10], shown in Fig. 4. In
order to determine the optimum number of nodes of the network, experiments have been
carried out with 2, 4, 8, 16, and 32 nodes. Each experiment has been repeated 30 times
and the average accuracy and the average loss have been calculated. The results can be
found in Fig. 5.

Fig. 4. Bi-directional LSTM network, adopted from [10].
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Fig. 5. Accuracy and loss for different number of nodes.

It can be seen from the graphs that the average accuracy peaked when 16 nodes were
used. This corresponds to the average loss, which also has its minimum using 16 nodes.
Therefore, this network topology was used in the subsequent experiments described in
the next section.
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4 Experimental Results and Discussion

Two sets of experiments were carried out. In the first set, the plain trajectories were used
for training and the noisy trajectories were used for testing. In the second set, the noisy
trajectories were used for training and testing. Each experiment was repeated 30 times in
order to calculate the average accuracy and the average loss. The number of epochs was
chosen to be 50 with early stopping detection. The results for the first set of experiments
can be seen in Fig. 6. The results for the second set of experiments can be found in Fig. 7.
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Fig. 6. Average accuracy and standard deviation (left) and average loss and standard deviation
(right) over time, i.e. epochs, for the first set of experiments.
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Fig. 7. Average accuracy and standard deviation (left) and average loss and standard deviation
(right) over time, i.e. epochs, for the second set of experiments.

5 Conclusions and Future Work

It can be seen from the graphs in the section above that the average accuracy achieve
in the first set of experiments was 0.968 and the average loss was 0.003. The standard
deviation for the accuracy was 0.007 and the standard deviation for the loss was 0.003.
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In the second set of experiments, an average accuracy achieved was 0.983 with a

standard deviation of 0.005 and the average loss achieved was 0.003 with a standard
deviation of 0.001. Hence, it was shown that that bi-directional LSTM was capable of
approximating the trajectories of unknown targets by using noisy position estimates.

However, the experiments presented did not include clutter, i.e. observations that do

not originate from the target. This will be included into future work.
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