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1  Introduction

The goal of the project Q(AI)2 was to acquire a broader 
basis of quantum computing enhanced AI and optimiza-
tion algorithms for potential applications in the automotive 
industry. In particular, we strove to assess the potential for 
quantum advantage for specific use cases from the automo-
tive industry. For this, we developed quantum algorithmic 
solutions tailored both to the available hardware as well as 
to the industrial problems at hand. In addition, we ensured 
industrial relevance of the investigated applications by the 
constitution of the consortium, involving all three large Ger-
man car manufactures VW, Mercedes-Benz and BMW as 
well as Bosch as a central component supplier. Forschung-
szentrum Jülich and the German Center for Artificial Intel-
ligence (DFKI) provided the necessary expertise in AI and 
quantum computing methods.

In this work we will report on the results of the above 
approach and provide an outlook to the future of quantum-
accelerated AI applications in the automotive sector. We 
begin by reporting on our result on quantum supervised 
learning methods with a particular focus on quantum kernel 
methods in Sect. 2 applied to use cases from computational 
engineering and quality assurance. Next, we cover quantum 
reinforcement learning approaches applied to collision-free 
navigation of self-driving cars in Sect. 3, before we turn to 
the solution of planning and scheduling problems from the 
automotive industry, like flexible job-shop scheduling and 
ride-pooling with quantum optimization methods in Sect. 4. 
Lastly, we report on our findings concerning benchmarking 
use-cases and algorithms with a focus on the restrictions 
imposed by the inevitable noise of real quantum computer 
hardware on variational quantum algorithms in Sect. 5, 
before we conclude with a summary of our main lessons 
learned in the project.

2 � Quantum Supervised Learning

In order to investigate the applicability of quantum-enhanced 
supervised machine learning methods to applications from 
the automotive industry, we took a three-pronged approach. 
First, we report on our work on tensor network quantum 
circuit, before we move to quantum kernel methods. Then, 
we cover classical-inspired quantum models.

2.1 � Tensor Network Quantum Circuits

In this section, we consider tensor network quantum circuits. 
Designing circuits for quantum machine learning continues 
to present significant challenges. One potential solution that 
has recently gained attention is structuring the circuits based 
on tensor networks, a concept that has proven useful across 
multiple fields and particularly in classical machine learning. 
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A study we contributed to [1] provides an in-depth descrip-
tion of tensor-network quantum circuits and elucidates how 
to simulate their implementation. It incorporates a technique 
known as circuit cutting, which allows for the evaluation 
of circuits that contain a greater number of quantum bits 
(qubits) than those currently supported by existing quantum 
device technology. These methods were applied to the clas-
sification of welding defects.

To illustrate the computational necessities and potential 
applications, we performed simulations of various tensor-
network quantum circuits using PennyLane  [2], an 
openly available Python library that facilitates differential 
programming of quantum computers. Lastly, we provided 
demonstrations of these circuits’ application to progressively 
complicated image processing tasks. The study can be seen 
as an exploration of a versatile method for circuit design 
applicable to tasks of industrial-scale machine learning. We 
observed that variational quantum circuits based on tensor 
network architectures can be used to detect welding defects 
(cf. Sect. 2.2) with good accuracy. However, additional 
comparisons to state-of-the-art classical methods are needed 
to assess whether there can be quantum advantage for this 
application.

2.2 � Quantum Kernel Methods

The combination of quantum computing and kernel 
methods is a promising candidate for near-term quantum 
advantage and has provided a wide field for the design of 
quantum machine learning algorithms [3]. With the goal 
of determining whether kernel-based quantum machine 
learning methods can surpass classical ones on classification 
tasks based on actual data sets from the automotive industry 
in terms of classification results, we considered two 
challenging use cases.

The first use case was the quality estimation of FEM 
meshes as they typically occur in simulations of components 
based on the finite element method (FEM). For these, 
meshes of polygonal elements are created in an automated 
way whose quality is rated by domain experts as “good” or 
“bad” for potential manual rework. A supervised machine 
learning model is to learn these ratings based on geometric 
features of the elements in order to automatize the quality 
labelling [4].

The second use case we considered was similar to the 
first one but concerning welding dots. During the automated 
industrial welding processes, various physical parameters 
are recorded for each welding dot. For some of these dots, 
their quality is checked manually and labelled as “good” or 
“bad” in the training and test data. Note that due to the long 
history of refinements of the welding process, the recorded 
data sets are usually imbalanced and yield a low number 
of "bad" welding dots. A supervised machine learning 

model is to learn these labels based on said parameters as 
features to give hints on which newly welded dots to check 
predominantly. For these two cases, we considered three 
different quantum kernel methods.

The first method we investigated was Quantum Kernel 
Estimation (QKE)  [5, 6] where a quantum circuit V is 
devised, encoding the feature vector x of a data point into 
a quantum state by having V(x) act on the initial state with 
all qubits in state zero, �0⟩ . The kernel element �(x, y) is 
defined as the squared modulus of the inner product of two 
such states,

which can be evaluated on a quantum computer. To 
determine the encoding circuits V and in turn the kernel 
� , we varied several parameters in a combinatorial fashion: 
the number of repeated circuit encoding layers, the quantum 
gates out of which each layer is composed, and the scaling 
factor � for the feature vector x. As quantum gates, we used 
several data-encoding patterns inspired by [7].

As a second kernel method, we considered projected 
QKE (pQKE). This is similar to QKE, but after encoding the 
feature vector into a quantum state in the high-dimensional 
Hilbert state space, the state is projected into a lower-
dimensional subspace to reduce its expressivity [8], as too 
much of it can hamper classification success [9].

Lastly, Quantum Kernel Training (QKT) [10] was applied 
as the third method. In QKT, based on the analogous 
classical method of kernel-target alignment [11], the defining 
circuit V is equipped with additional gates dependent on 
trainable parameters. We have used the best circuits gained 
from the QKE and added a layer of Ry(�) gates right before 
it, where � is only one trainable number for all gates (due to 
resource constraints). The kernel thus becomes

For training, we have split the complete data set for each 
use case into natural subdivisions, e.g. the various FEM 
meshes. The total number of data points was about 6000 
FEM elements and 5100 welding dots. Using a 80/20 split 
between training and testing data for each subdivision, 
we have performed a combinatorial grid search on the 
parameters mentioned above, and for each parameter 
combination a stratified 3-fold cross validation training with 
balanced accuracy as metric. The best-performing classifier 
was retrained on the whole training set of the respective 
subdivision and tested on its testing set.

In Table 1 we display the mean and standard deviation 
of balanced accuracy and the F1 score on the minority class 
calculated across the subdivisions. For comparison, the 
results of the classical RBF kernel are also reported where 

�(x, y) = �⟨0�V†(y)V(x)�0⟩�2 ,

��(x, y) = �⟨0�R†
y
(�)V†(y)V(x)Ry(�)�0⟩�

2 .
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the grid search was performed over the kernel parameter � 
and an SVM regularization parameter C.

The results in Table  1 show that all three quantum 
methods range somewhat precisely on the same level as 
the classical reference SVM, irrespective of the encoding 
circuit and other parameters, although with a high standard 
deviation. For the FEM dataset, we have found with QKT a 
recall of 54% and precision of 63%. The best model for this 
problem in [4] was “extremely randomized trees” where, 
using a thresholding method for trading off, at a recall of 
54% a precision of only ∼50% was found, and at a precision 
of 63% a recall of only ∼20%. Thus, our model might seem 
to outperform this. However, we could use only 6000 data 
points compared to other works [4] where 1.6 million have 
been used. Therefore, no meaningful comparison between 
the two methods can be made.

Altogether, quantum kernel methods were found to 
be applicable to industrial use cases and show results on 
par with off-the-shelf methods. However, no practical 
advantages were found for dataset sizes accessible to mere 
simulations of the quantum circuits. On theoretical grounds 
there is indication that the situation will be similar using 
larger data sets [12].

2.3 � Classical‑inspired Quantum Models

The aforementioned limitations of existing approaches 
indicate the necessity to propose novel methods to unlock 
the potential of quantum models in machine learning (ML). 
In this regard, an interesting direction involves constructing 
a quantum architecture capable of generating a quantum 
state equivalent to the output of classical supervised 
models and comparing the results with existing quantum 
models. Crucially, the objective of this research line is not 
to test quantum models in real-world use cases but rather to 
methodologically explore the properties of quantum models 
whose architecture is inspired by classical algorithms.

In this context, some of the authors proposed a universal 
and efficient framework [13] that reproduces the outputs of 
various classical supervised algorithms by leveraging the 
advantages of quantum computation. This framework can 
integrate multiple and diverse functions and has the poten-
tial to serve as the quantum counterpart for models falling 

under the category of aggregating multiple functions, such 
as ensemble algorithms and neural networks.

From a computational standpoint, the proposed 
framework facilitates the generation of an exponentially 
large number of different transformations of the input, with 
the increase in the depth of the corresponding quantum 
circuit occurring linearly. As specific instances, the quantum 
counterpart of the classical single-layer perceptron [14] and 
quantum ensemble [15] have been introduced. Nevertheless, 
employing quantum models to implement parametrized 
functions typically estimated by classical methods 
introduces the necessity of estimating non-linear functions 
through parametrized quantum circuits. This challenge has 
been partially addressed through the proposal of a quantum 
algorithm for spline functions [16].

These contributions have undergone experimental 
testing using standard data commonly employed in 
classical supervised learning problems. In some cases, they 
have outperformed kernel methods and quantum neural 
networks on these datasets. This underscores the need for 
further investigation and the proposal of novel quantum 
architectures to fully leverage Quantum Machine Learning 
(QML) methods. However, it is important to note that 
several technical modifications are necessary for these new 
approaches to be effectively adapted for industrial use cases, 
and these adjustments have been deferred to future work.

3 � Quantum Reinforcement Learning

The application of reinforcement learning (RL) in automotive 
systems holds promise for enhancing autonomous driving 
capabilities, enabling vehicles to adapt and optimize their 
behavior based on real-time interactions with dynamic 
environments. This adaptive approach can contribute to 
improved decision-making and safety in complex driving 
scenarios. The recent adoption of quantum computing for 
RL has surfaced as an opportunity to surpass the limitations 
of classical methods by harnessing the potential advantages 
offered by quantum algorithms. In particular, the standard 
approach in quantum reinforcement learning (QRL) 
involves replacing a conventional deep neural network in a 
classical RL scenario with a parametrized quantum circuit 
to potentially enhance the learning capabilities of the agent.

Table 1   Results for three different quantum kernel methods and a classical reference method on several data sets of the use cases FEM meshes 
and welding dots 

Use case Balanced Accuracy (averaged)  F1 (minor class, averaged)

QKE pQKE QKT RBF QKE pQKE QKT RBF

FEM 0.73 ± 0.13 0.73 ± 0.13 0.72 ± 0.14 0.75 ± 0.14 0.54 ± 0.25 0.53 ± 0.26 0.52 ± 0.28 0.56 ± 0.25

WD 0.66 ± 0.14 0.67 ± 0.14 0.65 ± 0.10 0.65 ± 0.13 0.57 ± 0.30 0.57 ± 0.32 0.55 ± 0.28 0.56 ± 0.30
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A prevalent challenge in the current landscape is the 
reliance on benchmarks that involve fully observable 
and relatively simple environments that do not capture 
the complexity of real-world applications. In these 
scenarios, the quantum agent serves as an actor within 
the environment, a design choice that would necessitate 
a quantum computer during testing. As a result, the 
applicability of current QRL methods is very limited, 
highlighting the need for advancements that can 
handle more complex, partially observable, and diverse 
environments to broaden the practical scope of QRL. This 
limitation restricts the practical applicability of QRL 
methods and poses intriguing opportunities for future 
research.

Here, we present two algorithmic advances in 
quantum reinforcement learning achieved in Q(AI)2 . 
These advancements demonstrate the potential benefits 
of incorporating quantum computing into classical RL 
architectures, showcasing improved training performance 
for self-driving cars on real-world data using quantum 
simulation. Fur thermore, a second investigation 
emphasizes how specific geometric properties of the data 
can be used to infer new ansätze with higher trainability 
and enhanced performance.

3.1 � Quantum‑supported Reinforcement Learning 
for Collision‑Free Navigation of Self‑Driving 
Cars

The challenge of collision-free navigation (CFN) for 
self-driving cars is an NP-hard problem that is usually 
tackled through deep reinforcement learning (DRL). In 
this regard, we developed a quantum-supported DRL 
algorithm for CFN in self-driving cars [17]. The method 
leverages quantum computation to enhance the training 
performance of DRL agents without requiring onboard 
quantum hardware. Based on the actor-critic approach, 
the method implements the critic using a hybrid quantum-
classical algorithm suitable for near-term quantum 
devices. The performance was evaluated using the 
CARLA driving simulator, a benchmark for state-of-the-
art DRL methods. Empirical assessments indicated that 
our method might outperform its classical counterpart 
not only in terms of training stability but also, in some 
instances, in terms of convergence rate when analyzing 
the reward vs. episode curve. This enhancement is 
achieved without adversely affecting the learned policy 
by the agent. Furthermore, indicated performance in 
terms of effective dimension, uncovering that including a 
quantum component might result in a model with greater 
descriptive power compared to classical baselines.

3.2 � Equivariance Quantum Circuits

We designed a variational quantum algorithm that performs 
neural combinatorial optimization (NCO) by tuning the 
parameters of a quantum circuit with a classical optimization 
routine  [18]. Quantum and classically, a major design 
decision in this type of algorithm is the architecture of the 
neural network (NN) or the parametrized quantum circuit 
(PQC). Classically, model architectures based on geometric 
deep learning have been widely successful. One special type 
of geometric model that has been used for combinatorial 
optimization problems on graphs is the graph NN. A graph 
neural network (GNN) takes as input a graph instance, and 
then aggregates node and edge information iteratively in 
each layer to learn a new embedding of the graph that can 
then be used to solve the problem at hand. On the quantum 
side, there have been some approaches to translate the GNN 
formalism to PQCs, however, most of those works have not 
taken into account geometric properties of the resulting 
models. Models in classical geometric deep learning have 
been shown to be successful because they respect certain 
symmetries that are present in the training data, e.g. 
invariance under node permutation in case of graphs, and 
therefore yield provably more data-efficient models. In our 
work, we developed a PQC for NCO on weighted graphs 
that is equivariant under node permutations and show that 
it widely outperforms more unstructured quantum models. 
To quantify the performance improvements of a symmetry-
preserving model, we designed PQCs that gradually break 
the equivariance property, and show that the equivariant 
model outperforms all of them even on small problem 
instances. Additionally, we proved that even in the shallow 
regime, our ansatz is capable of producing the optimal 
solution for instances of arbitrary size, given the optimal 
setting of parameters can be found by the classical optimizer. 
Our work illustrates the fact that applications of QML can 
only be successful in the near-term if problem-tailored 
ansätze for PQCs are developed, and provides a successful 
ansatz for learning tasks on weighted graphs [19, 20].

4 � Quantum Optimization

Quantum optimization is the application of quantum 
algorithms to solve optimization problems known to be hard 
to solve classically (typically belonging to the complexity 
class NP-hard). There are multiple paradigms to construct 
such quantum optimization algorithms. The best-known 
such algorithm is Grover’s search, which exploits amplitude 
amplification as a subroutine to provide provable quantum 
speedups over classical algorithms. However, we focus on 
quantum annealing (QA) [21] and the quantum approximate 
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optimization algorithm (QAOA) [22], as these methods are 
amenable to near-term devices.

In the following we report on our efforts to solve two 
applications from the automotive industry, bin packing 
and the ride-pooling problem, with the above methods. 
Afterwards, we focus on quantum assisted solutions to 
coalition formation in multi-agent systems and flexible job-
shop scheduling, which are both applicable to a wider variety 
of optimization problems from the automotive industry. 
Finally, we report on an advanced method for handling 
hard constraints, as they typically occur in combinatorial 
optimization problems from industry.

4.1 � Bin Packing

Bin packing is an NP-hard problem that plays a crucial role 
in optimizing resource allocation and storage, making it 
particularly important to automotive manufacturing where 
efficient space utilization directly impacts operational 
efficiency. However, it poses significant challenges in finding 
efficient solutions using state-of-the-art classical algorithms. 
In this respect, we developed a formulation as quadratic 
unconstrained binary optimization (QUBO) that utilizes the 
augmented Lagrangian method to seamlessly integrate bin 
packing constraints into the objective function, concurrently 
enabling an analytical estimation of heuristic yet empirically 
robust penalty multipliers [23]. This approach establishes 
a more versatile and generalizable model, eliminating the 
necessity for empirically calculating instance-dependent 
Lagrangian coefficients-a common requirement in 
alternative QUBO formulations for analogous problems. 
The experimental findings using a real D-Wave device not 
only validate the correctness of the proposed formulation but 
also showcase the potential of our approach in effectively 
addressing the bin-packing problem, particularly with the 
evolution of more reliable quantum technology.

4.2 � Ride‑Pooling problem

The ride-pooling problem (RPP), is a combinatorial 
optimization problem centered around the efficient 
coordination and scheduling of shared transportation 
services [24]. In this problem, a fleet of vehicles is tasked 
with serving a set of users who request rides between 
specified origins and destinations, each with individual 
time constraints. The primary objective is to optimize the 
allocation of vehicles to passengers, considering constraints 
such as vehicle capacity, time windows, and minimizing total 
travel distance or time. The goal is to enhance the overall 
efficiency of transportation services by facilitating shared 
rides, thereby reducing congestion, fuel consumption, and 
overall operational costs. The RPP finds application in urban 
mobility, public transportation, and emerging ride-sharing 

services, where the aim is to enhance the sustainability and 
effectiveness of transportation systems. The investigation of 
RPP has gained increased interest in recent years through 
the emergence of car-sharing services such as Uber and 
Lyft, and is therefore of practical interest to both model 
and solve accurately in practice. We focused on solving the 
RPP using distance minimization of vehicles in the fleet to 
allow a straightforward motivation (and comparison) with 
alternative QUBO models. The basic methods developed 
in this paper can extend to almost any of these objective 
functions, and therefore are general enough to be used for a 
wide variety of applications. Specifically, we showed how to 
construct QUBOs that accurately represent the RPP problem 
through the inclusion of problem-specific constraints, 
compare this to canonical representations, and estimate the 
resources required to solve such RPP QUBOs using quantum 
processors and quantum algorithms [25]. We demonstrated 
how the methods we developed could lead to more resource 
efficient problem representations for quantum optimiziation 
algorithms.

4.3 � Coalition Formation in Multi‑Agent Systems

Coalition formation in multi-agent systems [26] has 
diverse applications in the automotive industry. It enables 
autonomous agents, representing vehicles or components, 
to form alliances and collaboratively address challenges. 
Examples include optimizing traffic flow, managing fleets 
efficiently, coordinating energy-efficient driving, ensuring 
cooperative collision avoidance, streamlining supply 
chains in manufacturing, facilitating autonomous vehicle 
coordination, and enhancing shared mobility services. In this 
area, three pioneering quantum-supported algorithms have 
been developed to address the intricate coalition structure 
generation (CSG) problem. Each algorithm provides 
distinctive contributions aimed at harnessing the power of 
quantum computing.

We developed a method for addressing the CSG problem 
by reformulating it as a QUBO  [27]. This approach 
facilitates the determination of optimal coalition structures 
through established quantum techniques, including QAOA 
and Quantum Annealing, applied to the most general 
formulation of coalition games and demonstrating potential 
advantages over classical baselines in terms of runtime. 
We performed small-scale experiments using IBM Qiskit 
and D-Wave machines, confirming its performance across 
various scenarios. Nevertheless, the algorithm displays 
elevated computational demands, as the required number 
of qubits scales exponentially with the number of agents, 
rendering it non-friendly to near-term quantum computers.

To address these limitations, two alternative quantum-
supported solutions have been proposed. These alternatives 
concentrate on a specific category of games known as 
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induced subgraph games, where coalition games are induced 
by connected, undirected weighted graphs [28]. First, [29] 
addresses the CSG by employing a quantum annealing device 
to iteratively split coalitions into two nonempty subsets, 
maximizing the coalition value. This quantum-supported 
approach exhibits good performance compared to state-of-
the-art classical solvers, showcasing a runtime quadratic in 
the number of agents and a worst-case approximation ratio of 
93% . Second, [30] adopts the same hybrid quantum-classical 
strategy of the former method, by reformulating the partition 
problem as a QUBO and solving it with QAOA. Still, this 
method not only demonstrates superior performance in 
terms of runtime and approximation ratio but also requires 
fewer qubits with respect to our original approach, enabling 
experiments on medium-sized problems. Collectively, these 
quantum approaches represent significant strides toward 
addressing the CSG problem, offering novel insights into the 
potential of quantum computing in optimizing rational agent 
coalition games. The experimental validations underscore 
the efficiency and effectiveness of these algorithms, laying 
the groundwork for further exploration and application in 
complex problem-solving domains.

Finally, the same algorithmic approach has recently 
been explored for quantum-supported unsupervised image 
segmentation [31]. In this instance, the utilization of 
quantum annealing for performing graph-cutting on a graph 
generated from images has demonstrated notable outcomes, 
surpassing current state-of-the-art optimizers in terms of 
runtime and worst-case approximation, achieving up to 95% . 
These results hold even when considering QUBO problems 
with up to 2000 logical variables.

4.4 � Flexible Job Shop Scheduling

The challenges of flexible job shop scheduling (FJSS) 
resonate significantly in manufacturing and automotive 
industries, where optimized resource allocation and efficient 
task scheduling are crucial for enhancing production 
workflows. The FJSS problem is renowned for its inherent 
complexity, characterized by the need to optimize the 
allocation of resources and tasks across multiple machines 
with varying processing times. Conventional methods often 
face challenges in providing efficient solutions due to the 
problem’s NP-hard nature. In the quest to address this 
complexity, quantum algorithms have emerged as potential 
candidates [32].

Notably, all the proposed quantum formulations introduce 
the concept of a timeline to facilitate the reformulation as 
a QUBO. However, this formulation imposes a substantial 
number of logical variables. To refine this approach, we 
explored a time-independent formulation that eliminates 
the concept of a timeline and facilitates the systematic 
derivation of fewer logical variables compared to other 

prevailing (quantum) methods. With this novel formulation, 
we were able to test small-problem instances to confirm the 
correctness of the proposed approach in providing near-
optimal solutions. Despite these advancements, addressing 
real-world industrial instances remains impractical with 
current quantum technology. Nevertheless, considering 
that state-of-the-art solutions for the FJSS problem 
predominantly rely on genetic algorithms, we posit that 
this avenue holds promise for advancing solutions to the 
challenging task of FJSS.

4.5 � Parallel Implementation of Variational 
Quantum Algorithms

We developed a method for decomposing quantum circuits 
of variational quantum algorithms (VQA) utilized to 
implement combinatorial optimization problems into smaller 
circuits amenable to parallel training [33]. Our method is 
based on the observation that the space of solutions of a 
combinatorial optimization problem can often be interpreted 
as Cartesian products of vector spaces. To illustrate, in the 
context of an optimization problem featuring two constraints, 
the set of feasible solutions is, at most, the product of the 
sets of feasible solutions for each constraint independently.

To apply our method we reformulated the optimization 
problem as independent slices, with each slice representing 
a sub-problem obtained by removing a constraint. For 
constrained optimization problems the construction of 
such slices can be done starting from the definition of 
the variables of the problem and, therefore, can be done 
a priori without having any knowledge about the quantum 
circuit. We collected the results from each smaller quantum 
circuit and we updated the parameters of the VQA using 
the complete problem definition, thereby enforcing the 
inclusion of the ’missing’ constraint. The solutions used to 
train the VQA are retrieved by multiplying the solutions 
from individual slices.

It is worth noticing that for various constrained 
optimization problems, the independent slices are essentially 
identical copies of each other. Consequently, it becomes 
unnecessary to simulate all slices; instead, simulating a 
single slice and taking the product of solutions with itself 
suffices as candidate solutions for the complete problem. 
For instance, we considered QAOA, its parallelized 
version as described above and the implementation of the 
former by using a single slice. We noticed that the single-
slice implementation exhibits a polynomial reduction in 
resource requirements compared to both standard QAOA 
and its direct parallelization. Our experiments revealed that 
employing the parameters trained by implementing a single 
slice in regular QAOA circuits yields results comparable 
to training the complete circuit with a significantly larger 
number of qubits. Thus, our findings suggest the existence 
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of redundancy in encoding the full problem Hamiltonian in 
QAOA, with not all components essential for computing 
relevant solutions to the original optimization problem.

In conclusion, we can see that our parallel implementation 
can match the performance of QAOA by using factorially 
fewer samples to train the hyperparameters. However, the 
effort required by the classical optimizer is increased and 
rules to select the slices must be chosen. Furthermore, more 
extensive experiments on real hardware or simulated noise 
must be conducted to validate the practicability of this 
parallelization method.

5 � Implementation and Benchmarking

Due to the inherent error prone nature of near-term quantum 
computing devices and the corresponding algorithms, 
hardware restrictions play a crucial, potentially inhibitive 
role for the performance of the outlined quantum algorithms 
for applications from the automotive industry. In addition, 
the heuristic nature of these approaches demand for a 
broad data base of representative test problems. Therefore, 
careful benchmarking and the consideration of noise etc., 
are necessary to truly assess the capabilities of quantum 
computers for applications in the automotive industry. In 
this section, we report on our efforts towards these topics 
in Q(AI)2.

5.1 � Benchmarking Framework

We contributed to the quantum application benchmarking 
framework QUARK [34, 35], which is covered in details in 
another article of this issue.

5.2 � Optimal Parameters for QAOA

When using QAOA to solve combinatorial optimization 
problems, finding parameters that maximize the expected 
value of solutions can present a barrier to its effective use. 
It is, therefore, of value to explore mathematical methods 
for determining optimal parameters by exploiting coarse-
grained properties of a problem or class of problems one 
wants to solve, without incurring the cost of either an 
iterative loop-optimization procedure on a noisy quantum 
processor or the inefficient classical simulation thereof.

While prior work in this direction [36, 37] has focused on 
computing the expected solution quality for specific problem 
classes, we take the approach of modelling problems as 
random variables with a given distribution of costs [38]. 
Through this formulation, and in combination with the use 
of a highly symmetric driver as used in Grover’s algorithm, 
it becomes possible to write a closed form expression for 
the expected solution quality, without a computationally 

prohibitive dependence on the size of the problem solved. 
Work in this direction could help the applicability of 
QAOA to industry problems by the provision of variational 
parameters to use, or start some optimization with, based on 
statistical properties of the problem in question.

5.3 � Noise‑induced Barren Plateaus

The performance of variational quantum algorithms depends 
on the ability of the classical optimizer to find suitable circuit 
parameters. Under certain conditions the gradient of the 
cost function with respect to the circuit parameters vanishes 
exponentially. This phenomenon is called a barren plateau 
and reduces the efficiency of the optimization process. 
Therefore it is crucial to understand the circumstances that 
lead to barren plateaus. For instance, it has been shown that 
highly expressive circuits induce barren plateaus [39], as 
does local Pauli noise [40]. Whenever noise is the reason for 
a barren plateau, it is referred to as a noise-induced barren 
plateau (NIBP).

In Q(AI)2 , we studied which other noise models give rise 
to NIBP [41]. To this end, we used layered noise models. In 
each layer � we applied a parameterized unitary U(�

�
) 

depending on K parameters gathered in the vector 
�
�
= (�

�1,… , �
�K) followed by a noise channel N  . We 

analytically proved the existence of NIBP when (i) a 
parameter shift rule holds for the gradient and (ii) the 
unitaries are given by random unitary 2-designs. Assuming 
N  to be a completely positive trace preserving map [42], we 
show that the gradient �C

��
�k

 vanishes exponentially in L − � . 
Considering the specific case of unital or weak Markovian 
noise in (ii) we find that �C

��
�k

 vanishes exponentially in L. As 
a more practical case, we consider QAOA circuits for 
MaxCut problems on d-regular graphs under weak amplitude 
damping noise. We find that the behavior of the QAOA 
circuits is well described by the toy model circuit, used in 
(ii). Thus, we also find indications of NIBP in the considered 
QAOA circuits. In summary, we found that NIBP are a 
significant challenge for the scalability of variational 
quantum algorithms as they are employed in Q(AI)2 , and 
further advances in algorithmic design seem necessary to 
push the field forward.

6 � Summary

In this project, we have investigated algorithms such as 
quantum enhanced machine learning and optimization 
algorithms for potential applications in the automotive 
industry. Our goal was to gain a better understanding 
of the value that quantum computing may bring to the 
automotive industry in the future. We found that although 
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there is potential for quantum advantage with regard 
to applications from the automotive industry, it is very 
challenging to assess future performance due to the limited 
capabilities of near-term quantum computing devices. 
However, the results obtained during this project are, in 
general, encouraging. Additionally, we found that expertise 
gained by implementation of concrete use cases into 
quantum algorithms can help any company to prepare for 
a future breakthrough in quantum computing technology. 
An overview of the scientific articles produced during the 
project can be found on our webpage [43]. The constitution 
of the project, in particular the open collaboration of the 
industrial research groups in a pre-competitive environment, 
as well as the involvement of focused research groups with 
expertise in quantum and AI methods, proved to be very 
fruitful.
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