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Abstract: Intelligent Transportation Systems (ITS) have significantly transformed the transportation domain by 
addressing critical challenges such as traffic safety, cost, and energy efficiency. However, the increasing 
complexity of ITS—arising from the extensive range of applications and technologies they encompass—has 
made their architectural design modeling time-consuming and challenging, particularly for modelers lacking 
specialized expertise. Recent advancements in the literature suggest that large language model (LLM)-based 
modeling assistants offer a promising solution to mitigate these challenges. In this context, this paper 
introduces the RAG for Intelligent Transportation Systems Architecture (RITSA) project, which seeks to 
develop a retrieval-augmented generation (RAG) system to support ITS designers/ modelers throughout the 
architecture design process. 

1 INTRODUCTION 

Intelligent Transportation Systems (ITS), such as 
autonomous vehicles, are defined as “those systems 
utilizing synergistic technologies and systems 
engineering concepts to develop and improve 
transportation systems of all kinds” (Giesecke et al., 
2016). The emergence of ITS has significantly 
transformed transportation, addressing critical 
challenges such as cost efficiency, traffic safety, 
speed, and user comfort (Waqar et al., 2023), (Elassy 
et al., 2024). However, the growing complexity of 
ITS stemming from the extensive range of 
applications and services they encompass (Damaj et 
al., 2022) has rendered their architectural design 
increasingly intricate. 

To manage this complexity effectively, Model-
Based Systems Engineering (MBSE) has been widely 
recognized as a pivotal approach (Friedenthal et al., 
2014). MBSE leverages models to define the 
composition and interfaces of a system’s architectural 
layers, including functional, logical, and physical 
layers (Haomin et al., 2021). These system models 
serve as central artifacts in the systems engineering 
process, providing comprehensive representations of 

the system and its environment. They incorporate 
multiple views to support activities such as planning, 
requirements specification, architecture definition, 
design, analysis, verification, and validation 
(INCOSE, 2023). 

Nevertheless, building these models is time-
consuming and challenging, particularly for modelers 
who lack expertise in the field of intelligent 
transportation. In this context, intelligent modeling 
assistants present a promising solution to address this 
issue. Against this backdrop, recent studies have 
investigated the potential of large language models 
(LLMs), such as OpenAI's GPT-4, in providing 
support for modeling tasks (Combemale et al., 2023). 
LLMs can assist in model development, particularly 
in an 'acceleration' mode, where an initial model 
already exists (Barke et al., 2023). In such cases, 
LLMs contribute by extending the existing model 
through the integration of new entities or 
functionalities, or by enriching specific elements with 
additional characteristics. Thus, the primary role of 
LLMs in this context is to enhance and complete pre-
existing models. 

However, it is well established that LLMs can 
‘hallucinate’ outputs—that is, generate false or 



misleading content—particularly when applied 
outside their domain of expertise or when addressing 
complex or ambiguous topics (Aslam and Nisar, 
2024). In safety-critical domains such as intelligent 
transportation systems, the consequences of 
inaccurate outputs can be significant. This highlights 
the importance of fine-tuning LLMs and grounding 
their responses using information derived from 
reference architectures specifically designed for 
intelligent transportation, such as ARC-IT 
(Architecture Reference for Cooperative and 
Intelligent Transportation) (ARC-IT Version 9.3, 
2025). This underscores the importance of developing 
a Retrieval-Augmented Generation (RAG) system to 
specialize large language models (LLMs) by 
incorporating information retrieved from domain-
specific sources in the field of intelligent 
transportation. RAG is an AI framework designed to 
retrieve facts from an external knowledge base, 
enabling LLMs to be grounded in accurate, up-to-date 
information while providing users with insight into 
their generative processes (Martineau, 2023). 

With this in mind, this paper provides an overview 
of our ongoing research project, RITSA (Retrieval-
Augmented Generation for Intelligent Transportation 
Systems). 

The remainder of the paper is organized as 
follows: Section 2 discusses the theoretical 
background and reviews related work. Section 3 
outlines the RITSA project, detailing its motivations, 
objectives, and solution architecture. Finally, Section 
4 concludes the paper and outlines future work. 

2 BACKGROUND 

2.1 ITS and Reference Architectures 

As previously noted, Intelligent Transportation 
Systems (ITS) are defined as 'systems utilizing 
synergistic technologies and systems engineering 
concepts to develop and improve transportation 
systems of all kinds' (Giesecke et al., 2016). ITS 
integrate advanced technologies, data analytics, and 
communication systems to enhance the efficiency, 
safety, and environmental sustainability of 
transportation networks (Khalid et al., 2019). By 
leveraging real-time data, sensor networks, and 
intelligent algorithms, ITS aim to alleviate traffic 
congestion, reduce travel times, enhance safety, and 
minimize environmental impacts (Barba et al., 2012), 
(Khalid et al., 2019). 

ITS encompass a wide range of applications, from 
traffic management and control to autonomous 

vehicles, all aimed at enhancing mobility experiences 
and addressing challenges associated with 
urbanization. Among the key components of ITS that 
contribute to improving transportation efficiency, 
safety, and sustainability are Vehicular Adhoc 
Networks, Intelligent Traffic Lights, Virtual Traffic 
Lights, and Mobility Prediction (Elassy et al., 2024). 

Given the complexity of ITS, designing their 
architectures poses significant challenges, 
particularly for designers unfamiliar with such 
systems. A reliable approach to address this issue is 
to leverage existing domain-specific reference 
architectures. A reference architecture represents a 
shared and agreed system description, used by a 
community of interest as a guide for the development 
and evolution of systems (ISO/IEC/IEEE 42020, 
2019). It is a key outcome of the domain design 
process (ISO/IEC 26552, 2019), encapsulating 
knowledge on designing system architectures within 
a specific application domain (Nakagawa et al., 
2011). By incorporating proven architectural 
elements, reference architectures help mitigate risks 
and enhance reliability (Martínez-Fernández et al., 
2015). 

A prominent reference architecture in the field of 
intelligent transportation systems (ITS) is ARC-IT 
(Architecture Reference for Cooperative and 
Intelligent Transportation). ARC-IT provides a 
common framework for planning, defining, and 
integrating (ARC-IT Version 9.3, 2025), offering a 
common language for describing the architecture of 
these systems. It is structured around four key 
viewpoints: enterprise, functional, physical, and 
communication. The scope of ARC-IT is delineated 
by a set of ITS services, which refer to transportation 
services enabled by intelligent transportation 
systems. ARC-IT employs the concept of Service 
Packages to define the portions of the architecture 
necessary to implement a specific service. These 
Service Packages encompass elements from each of 
the four architectural views required to describe the 
service comprehensively. The areas of Services 
include Commercial Vehicle Operations, Public 
Transportation, Vehicle Safety, Weather, Public 
Safety, Traffic Management, Traveler Information, 
Data Management, Sustainable Travel, Parking 
Management, Maintenance and Construction, and 
Support (Kotsi et al., 2020). 

Building on this foundation, an effective approach 
to assist in the architectural design of ITS is to 
leverage a RAG framework. This effectiveness arises 
from the framework's ability to combine the 
generative capabilities of large language models 
(LLMs) for producing comprehensive responses to 



needs with the accuracy and reliability of reference 
architectures, which offer proven solutions tailored to 
the domain. 

2.2 LLMs and RAG 

Unlike traditional AI systems, large language models 
(LLMs) are designed to process and interpret 
unstructured data—such as natural language, images, 
and complex sensor data—in a manner that closely 
resembles human cognition (Katz et al., 2024), (Liu 
et al., 2024), (Liu, 2024). LLMs are extensively 
utilized across various subfields of natural language 
processing (NLP), addressing diverse tasks by 
conditioning the models on a few examples (few-shot 
learning) or on instructions describing the task (zero-
shot learning). This method of guiding the language 
model is known as 'prompting,' and the development 
of effective prompts, whether manually or 
automatically, has emerged as a prominent area of 
research in NLP (Kojima et al., 2022). 

These capabilities enable LLMs to process the 
vast and diverse data inputs characteristic of modern 
transportation systems, enhancing their adaptability 
and responsiveness to the dynamic challenges 
inherent in transportation. Furthermore, the 
integration of LLMs into ITS represents a significant 
advancement, facilitating the development of smarter 
and more responsive transportation systems that are 
better equipped to address future demands (Wandelt 
et al., 2024). 

However, it is widely acknowledged that LLMs 
can generate hallucinated content—outputs that 
contradict established factual knowledge—when they 
lack sufficient information (Mondal et al., 2025). 
Such inaccuracies can have severe consequences, 
especially in safety-critical systems like Intelligent 
Transportation Systems (ITS). Safety-critical systems 
are defined as those whose failure can result in 
significant harm, including the loss of human life 
(Awadid et al., 2024). 

To address this limitation of LLMs, one solution 
is to ground them in existing proven references, such 
as domain-specific reference architectures. This can 
be achieved through Retrieval-Augmented 
Generation (RAG), a methodology that integrates the 
generative capabilities of LLMs with information 
retrieval (Lewis et al., 2020). RAG allows the model 
to dynamically access and incorporate relevant 
external information during the generation process 
(Xia et al., 2024). This approach has been recognized 
as a promising strategy, not only for mitigating 
hallucination but also for enhancing the domain-
specific expertise and temporal relevance of LLMs 

(Chen et al., 2024), (Zhao et al., 2024). By doing so, 
RAG improves the controllability and interpretability 
of model outputs, making them more reliable and 
aligned with the application domain. 

2.3 Related Work 

The immense potential of LLMs in the field of 
transportation has sparked significant interest, not 
only among the general public but also within the 
research community, as evidenced by a growing body 
of literature. One prominent area of research focuses 
on the applications of LLMs in Intelligent 
Transportation Systems (ITS), with a particular 
emphasis on Autonomous Driving (AD). 
Autonomous Driving refers to 'the technology and 
systems that enable a vehicle to perceive its 
environment and make decisions independently, 
using artificial intelligence, computer vision, and 
sensor technologies to ensure safe driving' (Li et al., 
2024). 

The integration of autonomous driving (AD) and 
large language models (LLMs) holds significant 
promise, with the potential to enhance both user 
experience (e.g., through in-vehicle voice assistants 
and driving-related decision-making) and vehicle 
performance (e.g., by enabling complex 
environmental perception, intelligent anomaly 
detection, and optimized battery management) (Lei et 
al., 2023), (Singh, 2023), (Yang et al., 2023). 

From the user perspective, large language models 
(LLMs) offer significant potential to enhance 
interactions with autonomous vehicles (AVs), 
including providing feedback on driving quality, 
incorporating personal preferences to influence 
driving behavior, and retrieving contextual route 
information such as traffic conditions or weather 
updates (Chen et al., 2023), (Du et al., 2023), (Xu et 
al., 2024). These capabilities are particularly valuable 
in scenarios where an autonomous driving (AD) 
system encounters uncertainties or requires user input 
to support decision-making. In such cases, LLMs 
could facilitate comprehensive dialogues with users, 
addressing safety, comfort, or route modification 
concerns in real time. Currently, communication 
between users and vehicles remains rudimentary, 
typically limited to keyword-based commands or a 
restricted set of predefined use cases. LLMs promise 
to enable more natural and intuitive interactions with 
broader functionality, potentially exceeding the 
original design intent of the vehicle manufacturer or 
operator. However, this expanded interaction scope 
raises potential security and safety concerns, as users 



may inadvertently interfere with the AD system in 
unintended ways. 

From the vehicle's perspective, integrating large 
language models (LLMs) holds significant promise 
for enhancing the performance and safety of 
autonomous driving (AD) systems (Wang et al., 
2023). As outlined in (Fu et al., 2024), AD systems 
aiming to emulate human driving require three key 
abilities: reasoning, interpretation, and memorization. 
To explore the feasibility of employing LLMs in AD 
scenarios, a closed-loop system was developed, 
demonstrating the exceptional reasoning capabilities 
of LLMs in addressing long-tail scenarios. In a 
similar vein, (Cui et al., 2023) introduced a decision-
making framework called DriveLLM, which 
integrates AD stacks with LLMs to enable 
commonsense reasoning in decision-making 
processes. DriveLLM’s cyber-physical feedback 
system allowed it to iteratively learn from mistakes, 
thereby improving performance. Additionally, (Wen 
et al., 2023) proposed the DiLu framework, 
leveraging the emergent abilities of LLMs and real-
world datasets to enhance AD tasks. Complementing 
this, (Sha et al., 2023) developed cognitive pathways 
and algorithms designed to bridge LLM-based 
reasoning with actionable driving commands. Their 
approach outperformed baseline methods in single-
vehicle tasks and proved effective for managing 
complex behaviors, including multi-vehicle 
coordination. 

(Deng et al., 2023) proposed an end-to-end test 
generation framework designed to automatically 
construct test scenarios within an autonomous driving 
simulator. The framework leverages ChatGPT-4 to 
extract key information from traffic rules, enabling 
the generation of targeted test cases. Experimental 
evaluations across diverse autonomous driving 
systems, traffic regulations, and road maps 
demonstrated the framework’s effectiveness in 
identifying rule violations and uncovering known 
issues. To address information barriers arising from 
system and module heterogeneity, (Tian et al., 2023) 
introduced a Transformer-based unified framework 
called VistaGPT. This framework integrates Modular 
Federations of Vehicular (M-FoV) Transformers with 
Automated Autonomous (AutoAuto) Driving 
Systems to enable seamless interoperability. 

Building on the preceding analysis of related 
work, existing studies have predominantly focused on 
the potential applications of LLMs and augmented 
LLMs in Intelligent Transportation Systems (ITS) 
from two primary perspectives: enhancing user 
experience and improving vehicle performance. 
While these perspectives are invaluable, they leave a 

critical gap in understanding and leveraging LLMs to 
support ITS architecture designers and modelers. 
Specifically, the role of LLMs in facilitating the 
design, evaluation, and evolution of ITS architectures 
has been largely unexplored. Addressing this gap 
forms a core motivation for our research project, 
RITSA (Retrieval Augmented Generation for ITS), 
which aims to pioneer the integration of augmented-
LLMs (RAG) into the ITS architecture design 
process, thereby extending their potential beyond user 
and vehicle-focused applications. 

3 RITSA PROJECT:  
AN OVERVIEW 

3.1 Motivations for RITSA Project 

The motivations behind our research project RITSA 
(RAG for Intelligent Transportation Systems 
Architecture) are twofold. 

3.1.1 Expanding Beyond the ITS end-User 
Perspective 

The existing body of research on LLMs and 
augmented LLMs in Intelligent Transportation 
Systems (ITS) demonstrates a growing interest in 
leveraging these technologies to enhance the user 
experience and optimize vehicle performance. These 
studies underscore the transformative potential of 
LLM-driven applications in addressing end-user 
needs, such as improving in-vehicle communication, 
personalizing driving behaviors, and supporting real-
time navigation. However, a critical gap remains: 
current research predominantly focuses on the ITS 
end-user perspective, overlooking other essential 
roles, particularly that of ITS architecture designers 
and modelers.  

From a systems engineering standpoint, the early 
stages of the ITS lifecycle—encompassing 
operational analysis, system specification, and 
architectural design—are fundamental to ensuring the 
system's efficiency, reliability, and adaptability. 
Despite their importance, these phases remain largely 
unexplored in the context of LLMs and Retrieval-
Augmented Generation (RAG) frameworks. 
Addressing this gap constitutes a primary motivation 
for the RITSA project. By integrating RAG into the 
ITS architecture design process, RITSA seeks to 
pioneer a new frontier where LLM-based tools 
empower designers and modelers, broadening the 
applications of these technologies to encompass not 



only end-user and vehicle-centric solutions but also 
system-level design and modeling. 

3.1.2 Bridging the Gap in Utilizing 
Reference Architectures 

The concept of "reference architecture" is well-
established and highly valued within the 
standardization community, where it is defined as “a 
shared and agreed reference system description used 
by a community of interest to achieve its business 
purposes. It is typically generic and instantiated as 
system architectures specific to individual business 
purposes” (ISO/IEC/IEEE 42010, 2022). Despite its 
recognized significance, feedback from joint research 
and industry projects conducted by our research 
institute —such as TAM (Trusted Autonomous 
Mobility)1, SCA (Secure Cooperative Autonomous 
Systems) 2 , and RTI (Resilience of Intelligent 
Transport)3 reveals that ITS reference architectures 
are often underutilized. 

 A key factor behind this underutilization is the 
lack of intuitive and interactive approaches for 
instantiating and tailoring these architectures in real-
world projects. This challenge highlights the need for 
tools that make reference architectures more 
accessible and user-friendly. The RITSA project 
addresses this gap by leveraging RAG 

methodologies, which promise to facilitate more 
natural and intuitive user interactions. By doing so, 
RITSA aims to empower ITS stakeholders to 
effectively exploit the full potential of reference 
architectures, meeting the practical needs of their 
users and enhancing their application in the ITS 
domain. 

3.2 A High-Level Overview of the RAG 
Framework for RITSA 

This section presents the high-level architecture of the 
RAG framework for the RITSA project, focusing on 
its role in assisting ITS designers during the early 
phases of the ITS development lifecycle. The RAG 
framework is designed to enable ITS designers to 
express their needs in terms of the desired ITS 
service, such as cooperative autonomous driving, 
traffic management, or vehicle-to-infrastructure 
communication. Based on this input, the framework 
retrieves and synthesizes relevant architecture 
elements to generate tailored architecture designs for 
the specified ITS service. The high-level overview of 
the RAG framework for the RITSA project is given 
in Figure 1.  

 
 

 
Figure 1: High-level overview of the RAG framework for the RITSA project.

 
1https://www.irt-systemx.fr/projets/tam/ 
2 https://www.irt-systemx.fr/en/projets/sca/ 

3 https://www.irt-systemx.fr/en/projets/rti/ 



The framework presented in Figure 1 is described as 
follows: 

1. ITS designer interface and prompt input: The 
framework begins with an intuitive user 
interface (UI), where ITS designers can 
express their needs as natural language 
prompts. Specifically, the designer articulates 
their query in terms of the desired ITS service 
that requires architectural design. For 
instance, the designer might request the 
architecture for a cooperative traffic signal 
system or a secure vehicle-to-infrastructure 
communication module. In this context, it is 
noteworthy that designers are not required to 
possess deep technical expertise in ITS 
architecture modeling, as prompts serve as the 
primary mechanism for initiating the retrieval 
and generation of architecture-specific 
elements. 

2. Query processing via the API: The designer’s 
prompt is transferred to the backend through 
the application programming interface (API), 
which acts as a communication bridge 
between the UI and the processing 
components. The API translates the natural 
language prompt into formats understandable 
by the retrieval and generation algorithms. It 
ensures compatibility between the user-facing 
interface and the underlying algorithms. 

3. Information retrieval algorithm: The 
Information retrieval algorithm is the first 
processing step. It identifies and extracts 
relevant information from reference 
architecture such as the ARC-IT (Architecture 
Reference for Cooperative and Intelligent 
Transportation) framework. It serves to match 
the designer’s query to the appropriate ITS 
service-related content to ensure that retrieved 
elements are relevant to the specific ITS 
service described in the designer’s prompt. 

4. LLM utilization algorithm: Once the relevant 
information is retrieved, it is processed by the 
LLM Utilization Algorithm, which leverages 
advanced Large Language Models (LLMs) 
like GPT-4 and BERT. It synthesizes the 
retrieved information with the context of the 
original designer’s query, and then generates a 
comprehensive response that outlines the 
architecture design elements for the specified 
ITS service. 

5. Generated response: The result of the LLM 
processing is a Generated Response, which is 
tailored to the designer's query. This response 
is passed back through the API to the UI, 

where the ITS designer can access it. The 
output is delivered as a generated architecture 
design, comprising a detailed description of 
the architecture elements for the specified ITS 
service, an explanation of how the elements fit 
together to support the desired service, and 
references to the ITS reference architecture for 
traceability and verification. 

4 CONCLUSIONS AND  
FUTURE WORK 

Due to the inherent complexity and evolving nature 
of Intelligent Transportation Systems (ITS), their 
architectural design and modeling remain challenging 
and time-consuming, particularly for modelers with 
limited expertise in these systems. This highlights the 
need for intelligent assistants to support the ITS 
architecture design and modeling process. In response 
to this need, and to address the research gap in this 
area, this paper introduces the RAG for Intelligent 
Transportation Systems Architecture (RITSA) 
project. RITSA aims to assist ITS designers and 
modelers during the architectural design process by 
leveraging a Retrieval-Augmented Generation 
(RAG) framework. By integrating the generative 
capabilities of large language models (LLMs) with 
information retrieval from proven ITS reference 
architectures such as ARC-IT, RITSA seeks to 
pioneer a new frontier in ITS design. This approach 
broadens the applications of LLM-based tools beyond 
end-user and vehicle-centric solutions to encompass 
system-level design and modeling. Through this 
innovative integration, RITSA empowers ITS 
stakeholders to effectively exploit the full potential of 
reference architectures, addressing practical needs 
and enhancing their applicability within the ITS 
domain. 

This paper provided a comprehensive overview of 
the RITSA project, covering its background—
including Intelligent Transportation Systems (ITS), 
reference architectures, large language models 
(LLMs), Retrieval-Augmented Generation (RAG), 
and related existing work—along with its motivations 
and the high-level architecture of the underlying RAG 
framework. The project is driven by two key 
motivations: (1) extending the application of LLM-
based technologies beyond the ITS end-user 
perspective to encompass the ITS designer and 
modeler perspective; and (2) addressing the 
underutilization of ITS reference architectures by 
providing intuitive and interactive means for their 



instantiation and tailoring. Building on the high-level 
RAG framework architecture presented in this paper, 
the immediate next steps for the RITSA project will 
focus on two main objectives: (1) implementing the 
RAG system and (2) evaluating its performance based 
on well-defined criteria. 
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