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Abstract
As online communication continues to expand, participants often
face cognitive fatigue and reduced engagement. Cognitive augmen-
tation, which leverages technology to enhance human abilities,
offers promising solutions to these challenges. In this study, we
investigate the potential of generative artificial intelligence (GenAI)
for real-time music generation to enrich online meetings. We intro-
duce Discussion Jockey 2, a system that dynamically produces back-
ground music in response to live conversation transcripts. Through
a user study involving 14 participants in an online interview set-
ting, we examine the system’s impact on relaxation, concentration,
and overall user experience. The findings reveal that AI-generated
background music significantly enhances user relaxation (average
score: 5.75/9) and concentration (average score: 5.86/9). This re-
search underscores the promise of context-aware music generation
in improving the quality of online communication and points to
future directions for optimizing its implementation across various
virtual environments.

CCS Concepts
• Human-centered computing→ Human computer interac-
tion (HCI);Collaborative and social computing; Interaction paradigms;
User studies.
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1 Introduction
Cognitive augmentation leverages technology to enhance human
cognitive abilities [1, 13]. This concept is particularly applied in
mobile computing devices [5, 13, 19, 20]. Our society now operates
in a hybrid mode, where offline and online communication blend
physical and virtual interactions. This transition is driven by tech-
nological advancements and the growing need for flexible ways to
connect and collaborate. In this new era, cognitive augmentation
holds significant potential for enhancing communication. For ex-
ample, in online communication, cognitive augmentation tools are
used to support memory retention [10], boost engagement [16, 17],
facilitate smooth interactions [8, 15], and assist in decision-making
processes [7]. These tools range from simple note-taking applica-
tions [14] that enhance memory retention to advanced AI-driven
systems providing real-time feedback and suggestions [12], trans-
forming how we conduct and participate in meetings.

Recent generative artificial intelligence (GenAI) advancements
offer new possibilities for augmenting meetings [11, 12]. For exam-
ple, Son et al. [14] investigated real-time transcript summarization
during meetings using large language models (LLMs) like BERT [6].
The goal was to see if such summarization could help participants
focus on the meeting content. The results show that real-time tran-
scription summarization with LLMs helps participants maintain
focus. Another GenAI application is presented by Rajaram et al. [12],
who developed a system called BlendScape that uses GenAI to per-
sonalize video-conferencing environments. This application collects
transcripts during meetings and uses them as prompts to generate
background images, creating a customized video-conferencing en-
vironment for an immersive experience. Among these approaches,
real-time music generation remains unexplored in the context of
augmenting meetings.

Music profoundly impacts human emotions and can be a pow-
erful tool for healing and relaxation [2, 3]. The right music can
create a calming atmosphere, reduce anxiety, and improve over-
all mood [9]. Background music can also help improve focus and
concentration [18]. Concerning the previous findings, our study
aims to use music GenAI to consider the context for creating a
personalized and practical auditory experience—the strategic use
of music in online interviews and discovering how beneficial for
humans.

In this study, we focus on evaluating the effectiveness of GenAI
for music generation in online meetings. Our target scenario is an
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Table 1: Comparison of related work for augmenting online meetings. The “Context Aware” column represents a checklist
indicating whether the research utilizes the meeting transcript. The “GenAI” column represents a checklist indicating whether
the research use GenAI technology. The “Music” column represents a checklist indicating whether the research focuses on
using music in meetings.

Author Context Aware GenAI Music Performance Detail
Son et al. [14] ✓ ✓ ✗ Real-time summarization of the meeting transcripts using LLMs (BERT).
Park et al. [11] ✓ ✓ ✗ Introduce CoExplorer2D and CoExplorerVR managing meeting progress.
Han et al. [4] ✓ ✓ ✗ Collaborative creation of concept-based image generation (Midjourney).
Rajaram et al. [12] ✓ ✓ ✗ Real-time generation of a meeting background images.
Feng et al. [3] ✗ ✗ ✓ Collaborative music creation for therapy using the prototype ComString.
Suzawa et al. [15] ✗ ✗ ✓ A different metronome (BPM) is sounded in real-time for each participant.
Ours ✓ ✓ ✓ Real-time generation of a personalized music using transcript as a prompt.
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Figure 1: Proposed architecture of Discussion Jockey 2. The
application uses Whisper API to collect speech transcripts.
The transcript and template prompt are input in GPT-4 to
generate amusic description prompt optimized forMusicGen
API. The generated music is then feedback to the application
and played in the participant interface.

online interview setting where the interviewer and interviewee are
in different locations. By collecting transcripts during the online
interview, we generate music that considers the context of the
interview and personalizes the music. Our demonstration aims
to explore the following research questions: (RQ1) Does context-
aware music generation make participants feel relaxed in online
meetings? (RQ2) Does context-aware music generation enhance
participants’ concentration in online meetings?

2 Related Work
Table 1 highlights the uniqueness of our research in comparison to
existing studies. Several researchers have explored context-aware
meeting augmentation [4, 11, 12, 14]. For instance, Son et al. [14] and
Park et al. [11] concentrate on summarizing or facilitating meetings
through transcripts, utilizing LLMs to generate summaries or assist
in meeting progression. Conversely, Han et al. [4] and Rajaram et al.
[12] employ image generation to enhance meetings. Specifically,
Han et al. [4] use GenAI for real-time collaborative image creation
during discussions, while Rajaram et al. [12] generate background
images based on speech context to enhance immersion. Although
these studies utilize GenAI, none focus on context-aware music
generation for online meeting augmentation.

In the realm of music used during online meetings, Feng et al.
[3] propose the collaborative creation of therapeutic music using
ComString, which involves Collaborative Digital Musical Instru-
ments (CDMIs) for real-time music composition. Their work aims
to generate music for therapy, not general meeting contexts, and
does not incorporate transcripts. Our research closely relates to
Suzawa et al. [15], where metronome (BPM) music is produced
based on participants’ speech data, with higher BPM for more ac-
tive speakers and lower for quieter ones. This study aims to balance
speaking time among participants but does not focus on the context
or content of the transcripts. Both research uses music as a target
in the meeting, but neither work uses transcripts nor GenAI.

In conclusion, while various researchers have explored context-
aware online meeting augmentation and the use of music in meet-
ings, the context-aware generation of music for meeting enhance-
ment remains underexplored. Therefore, our research aims to in-
vestigate the impact of applying context-aware music generation
in online meetings.

3 Methodology
Figure 1 illustrates the architecture of Discussion Jockey 2, a system
that generates real-time background music based on live conver-
sation. The client-side, built with React and WebSocket, facilitates
seamless user-server interaction. The workflow of the server-side
consists of three stages: (1) transcribing real-time audio usingWhis-
per API 1, (2) generating a music description via GPT-4 after ac-
cumulating three minutes of transcription, and (3) creating a cus-
tomized music track with MusicGen API 2. The description defines
tempo, style, and instrumentation, ensuring dynamic adaptation to
conversation context. To reduce music generation time, the music
length was set to 10 seconds and looped for 3 minutes. For instance,
when the transcription includes “My dream destination is Paris...”,
the system generates a fitting music description, as shown in Fig-
ure 1: “A gentle accordion waltz drifts through the air, capturing the
romance of Paris. Soft piano and guitar melodies paint a dreamy stroll
along the Seine under a golden sunset.”.

We conducted a 20-minute one-on-one interview experiment
with 14 participants, as shown in Figure 2. Only the interviewee’s
voice data was processed. Background music was introduced six
minutes in and changed every three minutes, allowing participants

1https://openai.com/research/whisper
2https://replicate.com/meta/musicgen/api
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Figure 2: Experiment Design

to experience five different pieces. To maintain a natural and engag-
ing conversation, they were asked casual questions about hobbies,
travel, and favorite foods. After listening to all five pieces, they
evaluated each based on three criteria: whether it helped them
relax, improved concentration, and whether they liked it.

4 Result & Discussion
To explore the research questions (RQs) and identify the most ben-
eficial scenarios for the proposed system, we analyzed subjective
evaluations of the generated music. The average ratings were 5.75
for relaxation (1: very nervous, 9: very relaxed) and 5.86 for con-
centration (1: very distracted, 9: very concentrated), indicating a
tendency to enhance both. In this experiment, the system generated
music that matched the conversation content (Figure 1, LLM Input).
However, modifying the prompt can generate music tailored to
enhance relaxation or concentration.

The average response to “Did you like the music?” (1: hated, 9:
liked) was 5.67, indicating a generally positive reception. A follow-
up survey collected 15 responses, with eight citing musical prefer-
ences (tune, tempo, melody, mood) as key factors. Participants also
wanted their preferences for personalized music to be considered
in advance. The next prototype will incorporate genre, nationality,
gender, and age to assess the impact on concentration and relax-
ation during meetings. Three participants prioritized relaxation,
while two emphasized the importance of situational and emotional
alignment. Currently, the system generates music based on tran-
scriptions from two chunks earlier (each three minutes long) to
allow for processing time. However, enhancing real-time perfor-
mance will be a critical area for future improvement. Additionally,
two participants prioritized concentration, underscoring the need
for non-disruptive music. As for volume, responses to “How loud
was the sound played?” (1: too quiet, 10: too loud) averaged 6.60,
indicating that the volume was relatively high and may have in-
fluenced responses. Meanwhile, “Did you find the frequency of
music transitions comfortable?” (1: very uncomfortable, 10: very
comfortable) received an average score of 6.65, suggesting that the
three-minute update interval was generally well-received.

To understand suitable usage scenarios for this system, partic-
ipants were asked: “In what situations would you like to use this

system?”. A total of 13 responses were collected. The most common
category (six responses) involved individual tasks like working,
studying, driving, and meditating, with an emphasis on using the
system for boring tasks. Reading was specifically mentioned, sug-
gesting future research on generating music based on book content.
Four responses favored using the system in meetings, with two
highlighting its role in setting the mood for casual conversations
with friends. Two respondents offered potential educational uses:
one suggested using it for relaxation during presentation, and the
other advocated for maintaining focus during lectures—both under-
scoring its value in an educational context.

5 Conclusion
This study introduced Discussion Jockey 2, a novel approach to aug-
menting online meetings through real-time, context-aware music
generation. By leveraging GenAI technologies, our system person-
alizes background music based on meeting transcripts, aiming to
improve relaxation and concentration during virtual interactions.
Our findings suggest that AI-generated music can create a more
engaging and comfortable environment, with most participants
reporting positive effects. However, personalization and real-time
processing remain key factors in optimizing user experience, as in-
dividual preferences significantly influence perception. Future work
will focus on refining music customization based on user-specific at-
tributes, such as nationality, age, and music preferences, to enhance
the adaptability and impact of AI-driven auditory augmentation in
virtual meetings.
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