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Abstract. The advent of Federated Learning (FL) has brought about
a revolutionary change in the field of machine learning, enabling the
decentralised training of models across a multitude of devices while si-
multaneously maintaining the confidentiality of the data. In contrast to
conventional centralized methodologies, FL. maintains the localisation
of data, with only model updates being shared. This methodology en-
hances model generalisation and stability without compromising data
sovereignty. A variety of machine learning techniques, including support
vector machines (SVMs) and decision trees, can be effectively utilised
within the context of FL frameworks. SVMs offer efficient solutions for
classification tasks with minimal computational overhead, while decision
trees provide interpretable models for both classification and regression.
This paper explores the application of these methods in FL settings,
highlighting their advantages and potential use cases in diverse indus-
tries, particularly in manufacturing. Furthermore, it discusses the inte-
gration of reinforcement learning with FL, emphasising its potential for
enhancing intelligent and adaptable decentralised systems.
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1 Introduction

Federated Learning (FL) represents a paradigm shift in machine learning by fa-
cilitating a decentralized learning approach [21]. Unlike traditional centralized
learning models, where data is consolidated on a single server for training [6]
[15], FL enables model training across multiple decentralized devices or nodes
while keeping all the training data localized. One of the primary objectives of FL
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is to utilize a broad, heterogeneous database without the need to share sensitive
or proprietary information [16]. This method ensures that only model updates,
such as network weights, are shared between nodes, rather than raw data like
sensor data or images [12]. Such an approach preserves data privacy and ben-
efits all participants by combining the advantages of data sovereignty with the
collaborative power of model training, thereby enhancing model generalizability
and stability [30].

The introduction of Federated Averaging (FedAvg) by McMahan et al. [21]
established a structured approach for applying FL through an iterative process.
Initially, a central server initializes a global model and distributes it to all par-
ticipating devices or nodes. Each node then independently trains the model on
its own local dataset. After local training, nodes send their model updates, such
as weights, back to the central server. The server aggregates these updates, typ-
ically by averaging, to update the global model. The updated global model is
then sent back to the nodes. This process, known as a communication round,
repeats until the model reaches the desired level of accuracy or meets other con-
vergence criteria (see Figure 1). This iterative cycle leverages distributed data
sources while maintaining the privacy and security of the data handled by each
node.
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Fig. 1. This illustration depicts the federated learning process where a global model is
distributed to multiple clients. Each client independently trains the model on their local
data without exchanging data with other clients. The locally trained models’ updates
are sent back to a central server, which computes the aggregated update, typically
through averaging. [18]
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2 Machine Learning Methods in Federated Settings

While neural networks are known for their ability to handle complex and high-
dimensional data, they are not always the most efficient or necessary approach
for every problem. This is particularly true in FL settings, where the primary
objective is to perform decentralized machine learning effectively and efficiently.
Neural networks, especially deep learning models, are resource-intensive in terms
of both computational power and data requirements [9]. Their high dimension-
ality increases communication overhead, potentially leading to inefficiencies and
delays in the FL process [32].

Moreover, many real-world problems do not require the extensive modeling
power of neural networks. Simpler approaches, such as Support Vector Machines
(SVMs) or tree-based models, can often achieve comparable or sufficient accu-
racy with significantly less computational overhead and complexity [2]. SVMs
are particularly well-suited for scenarios where the margin of separation and
generalization to unseen data are more critical than capturing complex data
patterns.

2.1 Support Vector Machines

SVM are a class of supervised learning algorithms used for classification and
regression tasks. They are based on the concept of finding a hyperplane that
best separates the data points of different classes in a high-dimensional space
[26]. The main idea is to maximize the margin, which is the distance between the
hyperplane and the closest data points from each class, known as support vec-
tors. This margin maximization leads to better generalization and robustness of
the classifier. SVMs can handle both linear and non-linear classification by using
kernel functions, such as polynomial, radial basis, and sigmoid function, to map
the input data into higher-dimensional spaces where it becomes linearly separa-
ble [17]. The theoretical foundations of SVMs are rooted in statistical learning
theory, particularly in the concept of Structural Risk Minimization, which aims
to find a balance between model complexity and fitting the training data to min-
imize the generalization error [29]. In a federated setting, the solution calculated
by SVM must accommodate not only one dataset, but multiple subsets as acces-
sible per client. This may result in a slightly different angle of the hyperplane,
as illustrated in Figure 2.

The applications of SVM in manufacturing are numerous and diverse. The
following are a few illustrative examples: In [1], SVMs are used to diagnose me-
chanical faults in motors by analyzing vibration signals collected from accelerom-
eters. The SVMs classify the transformed vibration data to identify specific issues
such as unbalance, misalignment, and mechanical looseness. In [28], SVMs pre-
dict anomalies within the manufacturing process. Upon detecting an anomaly,
the system dynamically reconfigures itself to mitigate the issue, rerouting jobs
to different machines or adjusting processing paths to maintain optimal opera-
tion and prevent overloading any single machine. In [19], SVMs are employed to
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Fig. 2. Illustration of SVM Classifiers. The subfigures show a linear SVM classifier
with a straight decision boundary and support vectors along the margins. The SVM
aims to maximize the margin between the two classes, represented by red squares and
blue circles.

predict manufacturing lead times. The model categorizes the total manufactur-
ing time of products into different duration ranges, using production and work
order data that undergo preprocessing and feature selection to enhance model
performance.

A summary of the applications of SVM as referenced in the literature is pre-
sented herewith [25] [22]. By analyzing historical data, SVM models can identify
the relationships between various input parameters and quality metrics, thereby
enabling the prediction of product quality during production. By accurately cat-
egorizing products, SVMs assist in maintaining consistent quality standards and
in the identification of batches that meet or fail to meet the required specifica-
tions. SVMs are also employed for the optimization of manufacturing processes,
whereby the optimal settings for various machine parameters that result in the
highest product quality are identified. Fault diagnosis, as previously mentioned,
is also a key application area. By classifying the condition of machines as normal
or faulty, SVMs enable the implementation of predictive maintenance strategies,
which serve to reduce downtime and prevent catastrophic failures. This process
entails training SVM models on historical data to ascertain the impact of varying
parameter settings on the output quality. Manufacturers can subsequently utilize
these models to simulate diverse scenarios and identify the optimal combination
of parameters. To illustrate, in a machining process, SVMs can optimize cutting
speed, feed rate, and tool geometry to minimize surface roughness and maximize
material removal rate. This optimization not only enhances product quality but
also improves process efficiency and reduces costs.

The aforementioned applications can be addressed and extended with FL, as
the benefits are consistent across the board: It enhances SVM-based solutions
by improving generalization by aggregating model updates from different units,
creating a model that better predicts faults across different machines and en-
vironments. It enables scalable training across distributed locations, efficiently
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handling large datasets and allowing local models to quickly detect faults and
take corrective action, reducing latency compared to centralized approaches. In
addition, FL facilitates continuous learning, where local models are updated
with new vibration data and these updates are periodically aggregated to refine
the global model, ensuring that the system is always up-to-date with the latest
patterns.

2.2 Decision Trees and Random Forrest

A Decision Tree (DT) is a widely used method in machine learning and data anal-
ysis for classification and regression tasks [5]. It operates by recursively splitting
a dataset into subsets based on the most significant attribute, creating a tree-like
structure where each internal node represents a test on an attribute, each branch
corresponds to the test’s outcome, and each leaf node signifies a final decision
or prediction [24]. The selection of the best attribute to split on is typically de-
termined by metrics such as Gini impurity, entropy, or information gain. They
have also been employed to summarize associative classification rules, providing
a more readable and compact classification mode [4]. They are valued for their
simplicity, interpretability, and ability to handle both numerical and categorical
data. However, they are prone to overfitting and can be unstable with small data
variations. When employed in an ensemble, as is the case with random forest,
the disadvantage of overfitting is mitigated [31].

In addition to similar areas of application as mentioned for SVM [23], DT
can be used for decision support, e.g. for spare part configuration [3] as they
are additionally better to interpret.[11] trained an incremental decision tree in a
federated manner. For this they utilize "Very Fast Decision Tree’ (VFDT) as pro-
posed in [7] and trained it in a vertical FL setting. [27] proposed a subtree-based
horizontal FL. method that accelerates model convergence and reduces commu-
nication costs while maintaining accuracy. Their FS-Boost approach learns one
level of the tree at a time.

2.3 Reinforcement Learning

In distributed and decentralized systems, FL combined with reinforcement learn-
ing (FDRL) leverages the strengths of both methodologies to tackle complex,
distributed learning tasks, such as in robotics. This powerful combination en-
sures data privacy while enabling seamless knowledge transfer between entities,
thereby enhancing overall system intelligence and adaptability. FDRL frame-
works, like FDRL, facilitate secure information sharing to build high-quality
models while maintaining privacy protections [33]. Techniques such as reward
shaping improve training efficiency and policy quality without compromising
client confidentiality [14]. Furthermore, frameworks like Lifelong Federated Re-
inforcement Learning (LFRL) enhance robot navigation by fusing and transfer-
ring prior knowledge, allowing robots to quickly adapt to new environments [20].
This collaborative approach also supports multi-robot systems, enabling efficient
task scheduling and improved learning performance across various applications
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[13], [8]. In a modular factory setup, where each robot module is independent, as
exemplified by the configuration depicted in [10], each module can be regarded
as a FL client and train on their own objects when separated. However, upon
connection, they share their updates and form a new global model. The poten-
tial for transferring learned skills across different entities using FDRL remains
an open question, highlighting the need for further research in this area.

3 Conclusion and Outlook

This paper demonstrates the extensive potential applications of Federated Learn-
ing (FL) in manufacturing, with significant opportunities yet to be fully explored.
Our exploration highlights numerous applications for Support Vector Machines
(SVM) in areas such as defect detection, quality prediction, and parameter op-
timization. Additionally, Federated Distributed Reinforcement Learning shows
considerable promise within robotics, particularly for path planning and grasp
optimization. Our findings reveal that FL extends beyond neural networks, ef-
fectively incorporating a variety of machine learning methods. By combining
different machine learning techniques with FL, robust, scalable, and privacy-
preserving data analysis can be achieved. Each method offers specific strengths
and alternatives that are computationally less demanding and more suited to
particular types of data or tasks. The increasing awareness and concern over
personal data usage, coupled with the enforcement of stringent data protec-
tion laws worldwide, underscore the necessity of privacy-preserving methods. By
adhering to principles of data minimization and locality, FL aligns well with
regulatory requirements and public sentiment, making it an indispensable tool
in our data-driven world.

Future work will build on these findings, focusing on the combination of FL
and SVM for planning optimization, and FL and Reinforcement Learning for
robotics applications such as path planning and grasp optimization. This study
underscores the versatility and potential of FL. across a wide array of applica-
tions, paving the way for its broader adoption and integration into modern manu-
facturing environments. The continuous evolution of FL. methodologies promises
to further enhance data-driven decision-making processes while ensuring privacy
and regulatory compliance.
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