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Abstract. Small batch sizes and individualized products are managed
with the concept of Cyber-Physical Production Systems (CPPS), en-
abling flexibility through interchangeable constellations, but increases
complexity, especially when dealing with dependencies between decen-
tralized subsystems. To increase the resilience and self-healing capabili-
ties, greater automation of fault detection and diagnosis (FDD) is a key
factor. It is a challenge to gather knowledge about faults, as these rarely
occur compared to normal behavior. The flexibility in skill-based pro-
duction systems makes this situation even more difficult. To overcome
this challenge, data and knowledge about faults and their context from
several Cyber-Physical Production Modules is used, which leads to fed-
erated knowledge databases. The knowledge databases are modeled in
the Capability-Skill-Service-Fault-Symptom model (CSSFS model). To
achieve the goal of high availability, resilience and autonomy of CPPS,
automated decision-making for FDD using CSSFS applications is re-
quired. Therefore, automatic communication between FDD components
is necessary. Therefore, focus of this paper is on the development of a
communication scheme, which models participants using Asset Adminis-
tration Shells and the I4.0 Language to model their interactions to enable
automated communication and makes distributed knowledge accessible.
To ensure decentralized control of these services, functionalities from sev-
eral factory levels are encapsulated by Multi-Agent Systems (MAS) that
follow a holonic structure.

Keywords: Fault Diagnosis · Holonic Manufacturing Systems · I4.0
Language · Asset Administration Shell.
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1 Introduction

Greater automation of FDD is a key factor in increasing the resilience and self-
healing capabilities of manufacturing systems. However, the demand for individ-
ualized products requires small batch sizes down to batch size one, that leverages
the challenge of FDD. One solution to increase flexibility in factory automa-
tion is a modular factory structure and skill-based production. The concept of
Cyber-Physical Production Systems (CPPS) enables flexibility through multi-
ple, interchangeable constellations of production subsystems, but on the other
hand increases complexity, especially when dealing with the decentralization of
models and knowledge bases[1,2]. Even in non-decentralized production envi-
ronments, it is a challenge to gather experience and knowledge about so-called
faults and failures, as these rarely occur compared to the normal behavior of such
systems. The increased flexibility in skill-based CPPS makes this situation even
more difficult. Individualized tasks and small batch sizes lead to small amounts
of individual data and knowledge, which extends the challenge of overall data
usage.

One way of overcoming this challenge is to use data and knowledge from
several Cyber-Physical Production Modules (CPPM), which lead to federated
knowledge databases in which faults are stored with their context. Knowledge
databases about faults and their context are modeled in the Capability-Skill-
Service-Fault-Symptom model (CSSFS model).

In order to achieve the goal of high availability, resilience and autonomy
of CPPS, automated decision-making for FDD using CSSFS applications is re-
quired. This requires a communication option that is as autonomous as possible
between the components required for FDD.

Against this background, the research objective of this work is on the de-
velopment of a communication scheme that enables automated communication
between FDD components for a decentralized control structure and makes dis-
tributed knowledge accessible. Therefore, on the one hand the topic of Asset
Administration Shell (AAS) for modelling of CPPMs as communication partic-
ipants is focused. On the other hand the modelling of the messages between
the participants using Industrie 4.0 language is examined. For this purpose, the
required FDD components and their tasks and services are defined, which encap-
sulate distributed forms of knowledge. In order to ensure decentralized control of
these services, various functionalities from several factory levels are encapsulated
by MAS, that follow a holonic structure. For each task, a heuristic communica-
tion scheme is defined to retrieve the corresponding knowledge.

The paper is structured as follows. Section 2 gives an overview of related
work in the field. In Section 3 an architecture describes the modelling of com-
munication participants and the messages between them using I4.0 components
and AAS as well as I4.0 Language. A prototypical implementation of the con-
cept is shown in Section 4, whereas Section 5 discusses the results and gives an
outlook for further research.
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2 State of the Art

Following the introduction a brief state of the art in the identified main topics
of modular and skill-based production, AAS and I4.0 language as well as fault
diagnosis based on multi-agent systems is given in this section.

2.1 Modular, Skill-Based Production

A main element of a modular and flexible production environment is the topic of
CPPM, which can provide standardized interfaces for their functionalities and
be combined to build CPPS [3]. The CPPMs thus encapsulate their functionality
by using the skill-based approach for usage in a flexible production structure [4].
Production skills are part of the information model for capabilities, skills and
services (CSS-Model), in which capabilities are described as abstracted func-
tions that are required in a production process and skills as the implementation
of such a function and deployed on a specific production resource [5]. Skills can
be implemented with industry standards such as OPC UA, to realize a generic
interface that can be accessed and executed on higher control levels of a produc-
tion system [6].

Skills of production resources are useable in a distributed organized control
software, enabling their application into an agent-based setup within a MAS [7].
The integration of production skills of production modules into a MAS using re-
source agents and the design of skills for agent functionality is shown in [8]. In the
current contribution, the fault diagnosis in skill-based production environments
using agent-based communication is focused.

2.2 Asset Administration Shell and I4.0 Language

The Asset Administration Shell (AAS) is a standard provided by the I4.0 plat-
form and standardized by the Industrial Digital Twin Association with the aim
to implement a vendor-independent Digital Twin [9]. In the context of this ar-
ticle, AASs are used as a standardized interface between different subsystems
of the CPPS for data exchange, as proposed in [10]. Thereby, AASs extend and
represent production assets and leverage them in that way to I4.0 components.

These I4.0 components are accessed by an agent as a part of a holonic multi-
agent system (MAS) [11]. This approach uses the agent definition of [12], in
which agents are autonomous, problem-solving and goal-driven entities, observ-
ing and acting upon an open and dynamic environment. AASs configure and
parameterize these agents and represent a standardized interface enabling a het-
erarchical communication between agents, which enables agents to act and react
dynamically to changes in the environment. By the usage of holonic MAS, in the
sense that agents can access, dynamically spawn and kill other agents along the
ISA-95 factory hierarchy, the AASs of the respective I4.0 components are also
hierarchically structured.

Accordingly, the AAS can be used to describe a standardizable structure of
interfaces that can also be linked with semantic technologies. For example, the
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use of knowledge graphs and RDF stores offers potential for applications in the
context of Industry 4.0, as presented in our approach in the following sections.

Complete AASs and AAS elements are sent through messages in the I4.0
language. VDI/VDE 2193 standardizes this message format. This guideline is
divided into two parts. The first part [13] describes the vocabulary and structure
of messages, and the second [14] the semantic interaction protocols. An I4.0
message consists of a message frame and the message content defined by AAS
elements [9,10].

First, the frame contains several required elements: the message type, the
AAS ID of the sender, the message ID, and a semantic protocol depending on the
message type. Specifically, the message type defines the intention of the message,
e.g., data inquiries, while the AAS ID and message ID ensure unambiguous
tracking and order integrity. In addition, the semantic protocol describes the
standardization of message intentions. Secondly, the message content is specified
by the interaction elements, for example, the referenced AAS element.[9,10]

The interaction protocol of the I4.0 language is defined through a bidding
procedure in which external participants communicate with internal participants
(AAS sender/recipient) that communicate in the I4.0 language. This communi-
cation is supported by an I4.0 language handler, that transforms data elements
into the I4.0 message format.[9,10]

2.3 Fault Diagnosis based on Multi-Agent Systems

In the field of fault diagnosis in manufacturing, the role of MAS is the incorpo-
ration of different entities that cover different tasks each. The use of such MAS
increases the flexibility in encapsulating multiple resources, tasks and knowledge
sources that enable an automated FDD in flexible production systems. For the
task of fault diagnosis that is encapsulated in a holon, that is in this work re-
alized by a MAS, a knowledge-based approach is used. The related work in the
fields of FDD based on MAS and knowledge based FDD is shown in the following
subsection.

For the automation of a fault diagnosis system in power systems, McArthur
et al. use a combination of MAS and intelligent systems. Different intelligent
decision support systems based on SCADA data and fault records are wrapped
within agents to enable automated communication between the systems [15].

In [16], the KARMEN MAS is introduced that covers the task of process
monitoring and notification. Component Agents are used that provide opera-
tional data of each process component, as well as Condition Monitor Agents
that contain logical expressions to evaluate the conditions of the components.
The logical expressions are manually defined by the user and can include data
of multiple components. After evaluation of the Condition Monitor Agent, a
Notification Agent handles the notification and escalation process [16].

The concept of leadership in MAS brings advantages of centralized and decen-
tralized architectures together. Therefore, a set of agents observe sensor values
and evaluate them for normal and anomal behaviour. The leader agent is the
agent that firstly detects the anomal behaviour. The information of the other
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agents are aggregated and a spatio-temporal pattern is generated. The patterns
are compared with existing fault patterns for fault identification [17,18].

The safety monitor is realized with a hierarchical MAS including a federated
monitoring model and handles multiple system levels. Agents locally reason at
subsystem level and collaborate for global reasoning. For monitoring, a model
of hierarchical state machines is used for behaviour modelling. This model is
combined with a fault propagation model, that consists of numerous fault trees
[19,20,21,22].

A hybrid reinforcement learning MAS is proposed in [23] focusing the iden-
tification of anomalies in industrial microservices. Local outlier determination
is executed by agents for each microservice using reinforcement learning. After-
wards the local results are merged to extract global outliers by an intelligent
communication strategy.

In the area of knowledge-based fault diagnosis a semantic framework, that de-
scribes the manufacturing domain is introduced in [24]. Manufacturing resources,
processes and their context are used in combination with system observations to
enable stream observations to diagnose situations potentially leading to failures
[24]. In [25] connection and component models are developed, that calculate
fault symptoms based on components behaviour and their relations. Once a
faulty component is identified, the system is reconfigured to bypass it. The new
configuration is then fed back as a system update [16]. A general overview of the
state of the art of fault diagnosis on CPPS is given by Niggemann and Lohweg
in [26].

Although, the stated work in this subsection covers fault diagnosis in CPPS
it still lacks the integration of the CSS-model and AAS for knowledge represen-
tation and the combination with holonic MAS for automated communication
to enable fault diagnosis. Therefore, in this work the focus is on the CSSFS-
Model presented in [27] and its usage as a basis for knowledge representation
and communication schema introduced in [28] for automated communication.
The communication schema is extended with modelling its participants as ac-
tice AAS and the message based on I4.0 messages paving the way to higher
interoperability, resilience and autonomy of the concept.

3 Structure for Automated Communication for Fault
Diagnosis in Flexible Production Systems

For the integration of FDD in flexible production systems, three components
are required to be implemented on suitable hierarchy levels of CPPS: A fault
detection component, a fault diagnosis component and a knowledge base.

In general, the Fault Detection component triggers a request for a diagnostic
task in the event of a deviation from the target behavior. It must therefore trans-
mit the required information to the fault diagnosis component, which queries the
knowledge base for possible solutions.

The main task of the fault detection component is the determination of one or
multiple faults present in the system. Therefore, a set of symptoms is generated
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that relates to a fault class. A detailed description of the applied fault detection
task can be found in [29]. The fault diagnosis component uses the input of the
fault detection component to elaborate analysis on fault classification, root cause
analysis and recommendations on the handling of faults. Accordingly, a heuristic
communication scheme for the FDD components to execute the different tasks
is presented in [28].

In this work, the focus is in the modelling of the communication partici-
pants as I4.0 components based on AAS and the messages on I4.0 language (see
section 2.2) to enable a knowledge-based approach for fault diagnosis. The prop-
erties of a fault and its context are modeled in an information model and made
accessible via knowledge graphs. Each fault is modeled at least with its symp-
toms, the resource on which it occurred, the product produced and the skill that
was executed when the fault occurred. This follows the concept of the CSSFS
model [27]. Both, the production context and the faults themselves are initially
modelled in corresponding AASs to have the knowledge available in a standard-
ized, structured format. To increase searchability and accessibility, these AASs
are transformed into knowledge graphs. Doing this, the I4.0 components rep-
resentation can be used for communication purposes and the knowledge graph
representation for analysis and searchability purposes.

In the following, the I4.0 components representation of the communication
participants are described. Afterwards, the message structure is described based
on the I4.0 language standard.

3.1 Communication Participants

For the usage of I4.0 language, the communication participants need to be mod-
elled as I4.0 components. Therefore, the physical asset is extended with a digital
representation to act as a I4.0 component. In this work, type 2 AAS are used
as a form of digital representation. AAS of type 2 are reactive AAS, that can
be used as an interface. I4.0 components are modelled on the CPPM and CPPS
level, whereas multiple CPPM belong to a corresponding CPPS.

On both hierarchy levels submodels are added that contain general informa-
tion about the asset that are not FDD related in the first place. The mentioned
submodels are a minimal configuration and can be extended, depending on the
domain and use case. For the FDD use case the modelled information can be
used for further analysis.

A digital nameplate submodel, that contains information as usually found on
physical nameplates in an interoperable manner, is added to the AAS. Addition-
ally, a submodel for the Bill of Material structure is introduced. This submodel
contains the hierarchical structure of industrial equipment that can be composed
of different subsystem levels. On the CPPM level, the components of the CPPM
are described, whereas on the CPPS level the topology of the corresponding
CPPM is modelled. Each CPPS subsystem can have its own AAS. The informa-
tion about the hierarchical resource structure is required for FDD tasks. Finally,
the manufacturing skills that a system can provide is modelled in a submodel.
There, the required information about each offered skill is modelled separately in
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Fig. 1. Overview of the system including participants and messages

a submodel element collection. The information includes an ID for identification
purposes and properties for parametrization of the skill.

Additionally to the AAS modelling of the physical components the tasks of
FDD need to be integrated in the CPPS hierarchy. The Fault Detection com-
ponent with its task to monitor executed skills, simulate nominal behavior and
generation of symptoms is integrable in a MAS on the CPPM level. A detailed
description of the Fault Detection tasks can be found in [29]. Consequently, a
submodel is added containing the information about the symptoms that are
generated by the symptom generation task. Since the fault detection, and ac-
cordingly the symptom generation, is executed on the CPPM level, the symptom
submodel extends the CPPM AAS.

Based on the introduced concepts, an integration of a detection agent into
a MAS can be proposed, that executes the corresponding tasks and triggers
communication with the other agents on CPPM and CPPS level.

Depending on the tasks of the Fault Diagnosis component, further submodels
need to be added to extend the information of the AAS. Since information of
all CPPMs of the CPPS is available on the CPPS level, the diagnosis is located
there. For the tasks of fault classification and root cause determination, a sub-
model containing fault classes and root causes can both be added. Analog to the
CPPM level, a Diagnosis Agent can be suggested for integration in a MAS that
handles the tasks and communication.
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For a better accessibility and searchability, the AAS are transformed in a
knowledge graph, like described in [27], that can be accessed by the Diagnosis
Agent. The use of a knowledge graph representation ensures a higher accessibil-
ity and enables more sophisticated analysis like similarity analysis. The system
overview is shown in Figure 1.

3.2 Message Structure

After modeling faults and their context, the knowledge graph must be queried to
access the stored knowledge that is used to answer the fault diagnosis tasks. Each
task requires a separate definition for the queries used. As different scenarios are
possible, a hierarchical query schema is developed for each task.

Both, the communication between the fault detection and the fault diagno-
sis component and the access between the fault diagnosis component and the
knowledge graph are modeled according to the I4.0 language.

Using the I4.0 language full AAS or AAS elements can be sent in a standard-
ized format. I4.0 messages consist of a message frame and content, that needs
to be defined by a list of AAS elements.

In the frame message, type and ID as well as the AAS ID of the sender are
mandatory. Since the message type defines the intention of the message, the
message type “fault diagnosis” is used. The AAS ID of the sender is the AAS
ID of the CPPM that triggers the interaction with the Diagnosis Agent. The
message ID is automatically set and ensures unambiguous tracking and tracing
of the messages.

The content of the message is specified by interaction elements in form of
AAS or AAS elements. In the FDD use case the symptoms that have been
detected as well as information about the resource and the executed skill need
to be submitted.

Therefore, the submodel element collections of the generated symptom as
well as the submodel element containing the skill ID are added to the message
content. The required information about the resource is already part of the
message frame in the form of the AAS ID of the sender.

4 Proof of Concept and Results

The system will be implemented as a holonic MAS in the SmartFactoryKL

demonstrator environment. This demonstrates the application of a holonic man-
ufacturing system to encapsulate the intricacies of systems consisting of multiple
individual subsystems that are essential for managing complexity in distributed
capability-based manufacturing.

Therefore, the entities responsible for FDD along with their respective tasks
are defined individually and then integrated into the already existing holonic
MAS. Both direct and indirect manufacturing tasks are managed for the CPPS
demonstrator, which can ensure a holistic view of the integration of the FDD
components in the manufacturing context.
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The AAS were modelled using the Eclipse AASX Package ExplorerTM 1 and
then deployed using Eclipse BaSyx middleware 2. For the implementation of
the holonic MAS in this work SARL language running on Janus Agent and
Holonic Platform 3 is used. The communication between the agents follows the
standardized structure of Industrie 4.0 language.

4.1 Agent communication for fault detection and fault diagnosis

The functionality for fault detection and diagnosis is encapsulated as own agents
in the prototypically implemented MAS of the SmartFactoryKL and realized with
the Janus Framework, which is an open-source framework for the development of
holonic agents, based on the agent-oriented programming language SARL [30].
The agent communication is shown in Figure 2.

The relevant communication part in the system begins with a request for a
production skill execution by a resource agent, which controls the skill execution
of a production module. The resource agent informs the fault detection agent
about a scheduled skill execution on this production module to prepare a skill
monitoring. The fault detection agent monitors the behavior of corresponding
production modules during the skill execution and considers the result of this
monitoring activity. Detected fault-related data are prepared by the fault de-
tection agent for further analysis by the fault diagnosis agent. The request for
fault diagnosis is then used in the fault diagnosis agent to prepare a request to
the knowledge base, in which the diagnosis is processed. As a knowledge base,
a knowledge graph is used as presented in [27], so that the fault diagnosis agent
encapsulates and provides the functionality to build a query for accessing the
stored information of this knowledge graph.

4.2 Asset Administration Shell and Agent based Structure and
Communication Implementation

For the implementation, one AAS for the Resource Agent of the running pro-
duction module and one AAS for the SmartFactoryKL demonstrator are applied.
Both in Figure 3 displayed AASs are modelled and implemented in AAS version
3.

The CPPM agent AAS contains all described standardized submodels such
as Nameplate, BOM, Skills, Technical Data, Asset Interface Description, Mon-
itoring, and Symptoms. During the execution of the production module, the
detection agent detects new symptoms and adds them to the AAS. As soon as
the execution stops, aborts or gracefully ends with a monitoring result, the de-
tection agent sends all newly detected symptoms together with the respective
skill ID of the agent to the central diagnosis agent to request a fault diagno-
sis. The diagnosis agent then checks the detected symptoms via the knowledge
1 https://github.com/admin-shell/aasx-package-explorer
2 https://eclipse.dev/basyx/about/
3 http://www.sarl.io/runtime/janus/
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Fig. 2. Sequence Diagram for Agent Communication for Fault Detection and Fault
Diagnosis

graph, like describe in [27], and adds references to known faults stored on the
CPPS AAS to the symptoms submodel on the production module AAS.

For communication between different agents, messages are sent via inter-
action protocols. For this purpose, all agents of the MAS have the ability to
communicate event-based in the same event space inside the MAS, which is pro-
vided by the Janus framework for agent communication. This works perfectly for
agents running on the same or closely connected event spaces. This is the case for
the CPPM agent and the detection agent, since the CPPM agent dynamically
spawns the detection agent on starting a production task and both agents thus
share the same agent context. The same situation appears between the CPPS
and the diagnosis agent. However, the detection agent and the diagnosis agent
might not be deployed on the same device and take part in the same event space.
This is why all messages between the agents are embedded into an industry 4.0
message framework, adding more meta-information. Based on the specification
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Fig. 3. Asset Administration Shells of a CPPM agent (left side) and the CPPS agent
(right side)

of the I4.0 message in [12], a metamodel for I4.0 Messages is defined in Java
which contains all mandatory and optional fields of I4.0 messages.

5 Discussion and Conclusion

An agent-based communication structure for the integration of FDD in skill-
based production environments is elaborated. The involved participants are de-
scribed and modelled using type 2 AAS whereas the communication is realized
by a MAS and a message structure on the basis of the I4.0 language. Type 2
AAS and the corresponding agents act together similar to the concept of the
active type 3 AAS.

In the first step, the FDD tasks were integrated into the different hierarchy
levels of CPPS. The Fault Detection Tasks are executed on the CPPM level due
to the monitoring and simulation tasks of the behaviour of the CPPM during the
execution of manufacturing skills. The tasks are modelled as agent behaviours
and encapsulated in a Fault Detection Agent, that covers the communication
with other participants. The CPPM as well as the fault symptoms are modelled
as AAS and AAS submodels.

The Fault Diagnosis tasks are integrated on the CPPS level, since the access
to the information of the whole CPPS is available there. The CPPS is modelled
as type 2 AAS as well and required submodels for fault diagnosis are added. A
Fault Diagnosis Agent is introduced that manages the internal elaboration of
the requested tasks and the communication with participating agents.

The message structure is based on the I4.0 Language standard defined in
[9,10]. Therefore, the needed information and its AAS representation is defined
and integrated in the message structure.

Finally, the defined structure is prototypically implemented as part of the
holonic MAS of the SmartFactoryKL demonstrator environments. Besides the
proof of concept the basic interactions between the existing agents in the MAS
are shown. In this work, the focus was on the detection and diagnosis of a priori
known faults. In this case, it is possible to get existing matches of instances,
that are already in the knowledge base. In the case of a priori unknown faults,
further analysis needs to be executed to elaborate suggestions on possible fault
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classes and root causes. Future research can tackle the topic of similarity analysis
for suggestions on a priori unknown fault cases. Machine Learning techniques,
especially graph learning, can be used for the similarity analysis as well as graph
completion in future work.

Additionally, the scenario of the usage of knowledge across company borders
is especially interesting in the FDD case, since faults in industrial environments
occur rare compared to nominal behaviour. The challenge of sharing data and
knowledge of multiple companies using data spaces can be developed in future
research.
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