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Abstract. Recognition of human hand gestures in industrial environ-
ments is gaining popularity, especially in the context of assistance-systems,
thanks to advancements in AI-based vision methods. Also, head-worn
devices with cameras are becoming more popular especially for smart
assistance using Extended Reality (XR) technology, even for industrial
use cases. Employing sensors from head-worn devices such as HoloLens
enhance the communication between human and robot hereby providing
interaction using ego-centric vision. This study delves into human-robot
interaction by investigating ego-centered hand gesture recognition for
commanding robots. A pipeline is developed for collecting these HoloLens
video frames and to detect hand landmark labels on them using Medi-
aPipe library by Google. Then, a Long Short-Term Memory Network
(LSTM) model for hand-gesture recognition was developed that classi-
fies the hand-gesture from the given hand landmarks in near real-time,
which can then be translated into robot commands. We also present re-
sults for our network’s performance and implementation pipeline using
ROS communication.

Keywords: Egocentric Gesture Recognition · Hand Gesture Recogni-
tion · Human-Robot Interaction.

1 Introduction

Hand gestures are a natural and intuitive method humans use to communicate.
These human-gestures can be translated into related robot commands [14] and
enable hand gesture-based interface for human-robot interaction (HRI). Gesture-
based control is a type HRI system that allows a human worker to control the



2 S. Walunj et al.

robot’s movements using gestures in a factory environment. Vision-based recog-
nition systems enable workers to command robots which offers exciting possi-
bilities for collaboration between human workers and machines [15]. Extended
reality (XR) is also gaining popularity in the context of worker assistance system
on account of its ability to augment information on to real-world to support hu-
man workers. These XR based assistance systems can be coupled with a robotic
assistance system [6], [11], which together can supports workers in a Smart Fac-
tory environment. The head-mounted devices such as HoloLens2 consist of a
camera that provide the egocentric view [13], [10] of the person using it. This
data could potentially be used for Robot Interaction. Since it is a head mounted
camera, it is capable of providing a constant data from the moving human,
unlike a fixed camera. Also unlike Robot mounted cameras where the human
must necessary be in the field-of-view, robots and humans can collaborate and
co-operate at various scenarios in smart factories. However, the aim of this re-
search is to leverage hand gesture to interact with robots in smart-factories using
First-Person-View(FPV) cameras. Firstly, we need a method for data collection.
Second, after collecting the required data, a machine learning model to classify
the hand gestures should be developed. So, in the end, a pipeline can be estab-
lished that includes data collection module, hand-gesture recognition module,
robot-communication module.

2 Literature Review

Ambient cameras or fixed cameras (third-person view) offer the advantage of
observing the entire scene, including the humans, their full-body gestures, and
their environment. However, ambient camera-based hand gesture recognition
(HGR) systems are often restricted by the sensor’s range, requiring users to be
near and/or directly in front of the cameras to perform gestures. On the con-
trary, wearable camera-based HGR systems overcome this limitation due to their
portability [7], [2]. Wearable cameras such as head mounted cameras provide an
egocentric view of the users that makes the users easily obersvable. However
egocentric videos come with unpredictable movements and low quality due to
constant motion blurs, which has been tackled using slow and fast pathways
based on the frame rates of input videos in [2]. Other than only RGB sensors,
different kinds of data sources such as depth information can be used to enhance
the quality of recognition. In [5], authors proposed a novel architecture which
combines RGB and Depth modalities evaluated on MECCANO dataset [12] that
contains various hand gestures to mimic industrial settings. The paper by [8] in-
troduces a mobile humanoid robot that can assist humans in public spaces by
following hand gestures recognised using RGBD data from a robot mounted
camera. Robot Operating System (ROS) which is an open source platform for
robot control is used as middleware [8]. It consists of modules for human detec-
tion, tracking, and gesture recognition, based on neural network architectures.
The paper [9] focuses on development and evaluation of a multistage spatial
attention-based neural network for hand gesture recognition which are gaining
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popularity. There two type of gestures , the static ones and the dynamic ones
[2], also they can be further classified as single-handed or two-handed gestures.
Static gestures can be easily detected using Mediapipe library for hand pose
tracking in real-time [16]. Mediapipe is used with a supporting algorithm based
on Support Vector Machine (SVM)for hand-gesture recognition in [4]. It is pos-
sible to detect static gestures using a single image frame and libraries such as
Mediapipe, however in dynamic gestures the hand poses vary with time, hence
for which Recurrent Neural Networks (RNN) are used which considers the re-
lationship between consecutive frames. LSTMs are type of RNNs that capture
spectral, spatial as well as temporal features in a dataset [3]. Thus, it would be
interesting to explore LSTMs together with CNN based models for static as well
as dynamic hand gestures using single or both hands for real-time interaction
with a robot, especially in a smart factory setting.

3 Implementation

The objective of this research is to develop and implement a comprehensive
workflow for human-robot interaction using a combination of dataset creation,
deep-learning model training, and evaluation on text data. A method for recog-
nizing and classifying hand gestures in an egocentric perspective is being devel-
oped, utilizing a Long Short-Term Memory (LSTM) model, with the Microsoft
HoloLens2 device camera. Our aim is to enable seamless communication be-
tween humans and robots, with a focus on recognizing and responding to human
gestures in a factory setting. The project also emphasizes the importance of
data pre-processing, evaluation on both recorded and real-time data. Alongside
this work, an effort is made to implement gesture-based interaction between the
factory worker and the robot using ROS communication.

3.1 Data Collection

Three classes of gestures needed to be classified. The "stop", "continue", and
"come" hand gestures are defined, all being dynamic gestures. The "stop" and
"come" gestures are both-handed, whereas the "continue" gesture could be done
with either of the hands. The intention behind this setting was to have diverse
type of gesture to be recognised. For which 1000 short videos of 39 frames for each
class are recorded for the training dataset. For single handed gesture, around 500
samples were collected using the right hand, and the rest were collected using
the left hand.

An important aspect of dataset collection process is to what extent can be
automated,in order to save manual efforts. Since supervised-learning based deep
learning models depend heavily on data. And large quantity of data needs to
be collected in least possible efforts and time. For collecting egocentric data,
Microsoft HoloLens2 is used. To save video data for further processing on a
computer using HoloLens2 Sensor Streaming [1] application is utilized which
transmits sensor data via TCP.
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During data collection phase, different randomization techniques were in-
cluded such as variable hand poses. Lighting conditions were also varied, as
shown in Figure 1. The RGB data was not relevant in dataset collection phase,
since the RGB data is used by the Mediapipe to give hand landmarks. Moreover,
during certain data collection sessions, intentional hand tilts were introduced to
simulate real-world scenarios and data with motion blur was also introduced, as
depicted in Figure 1. Hand overlapping or occlusions is common, so various hand
overlapping conditions were included. Moreover, the dataset was collected from
8 different individuals with varying hand sizes and gesture styles. These efforts
aim to enhance future model training and improve the model’s robustness and
generalization.

Fig. 1. Recorded data samples with different conditions of illumination, backgrounds,
angles of hand poses and occlusion.

Fig. 2. Hand-gesture recognition pipeline

Throughout this work, two primary concerns need to be addressed. Firstly,
the model must be lightweight to fulfill real-time requirements, allowing it to run
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efficiently on the robot. Secondly, the aim is to define our own set of gestures,
necessitating the creation of a custom dataset and data collection method.

MediaPipe3 already propose a CNN based approach trained on high quality
and diverse dataset for hand landmark detection. It also performs very well and
meet the real-time requirements. Based on the mentioned concerns and the fact
that the MediaPipe hand-landmark detection model is powerful enough, a mod-
ular hand-gesture recognition approach, consisting of two modules, considered in
this project. First, recorded video frames are fed to the MediaPipe CNN model
to extract the hand keypoints, and save the keypoints for each frame. Then, these
keypoints will be fed into a LSTM model for gesture detection. Each video con-
tains 39 Numpy arrays of hand landmarks.Thus a complete gesture recognition
pipeline was chaled out as shown in Figure 2.

3.2 Hand Landmarks

In the feature extraction phase, MediaPipe is used to extract hand landmarks. As
illustrated in Figure 3, MediaPipe applies a robust model based on CNN to deter-
mine the keypoint localization of 21 hand-knuckle coordinates inside the detected
hand regions. Mediapipe model was trained using around 30K real-world images
as well as synthetically created hand models with a variety of backgrounds [16].
A palm detection model and a hand landmarks detection model are included in
the MediaPipe hand landmarker model bundle. The palm detection model de-
tects hands inside the input image, while the hand landmarks recognition model
recognizes specific hand landmarks on the palm detection model’s cropped hand
image.

Fig. 3. From left to right, the stop, continue, and come hand gesture data labelled with
hand landmarks

3.3 Classification Model

Recurrent Neural Networks (RNNs) are a specific type of neural network de-
signed to retain information from previous states, and consider context and
3 https://github.com/google/mediapipe
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dependencies between time steps. The difference between RNNs, Long Short-
Term Memory (LSTM) networks, and Gated Recurrent Unit (GRU) networks
lies in the manner in which they manage memory and dependencies between
time steps. To train an RNN, the network is back-propagated through time, and
at each step, the gradient is calculated. If the gradient of the previous layer is
smaller, the gradient of the current layer will be even smaller. This causes the
gradients to shrink exponentially as they are back-propagated, which is known
as the vanishing gradient, or short-term memory. To overcome this issue, a spe-
cialized version of the RNN was developed: Long Short-Term Memory (LSTM)
network. LSTMs are highly effective at storing and accessing long-term depen-
dencies, whereas RNNs are better suited to short-term dependencies and learn
more quickly.

For the classification model a LSTM model was used. A stacked LSTM archi-
tecture was created, meaning that several LSTM units were concatenated. SGD
optimizer with learning rate = 0.001 used as optimizer and the activation func-
tion is softmax for last dense layer and ReLu for other units. Also Categorical
Cross-Entropy was used as the loss function. The corresponding model in block
diagram is shown in Figure 4.

Fig. 4. Model architecture block diagram

4 Results

The final dataset was divided into 2186 samples for training, 243 for validation,
and 608 for testing. The training phase is for 200 epochs, however after 10
epochs without significant improvement, training phase will stop. The model
was trained in total for 82 epochs. The final test loss is 0.1287 and accuracy is
96%. In Figure 5, the model loss and accuracy is depicted over all epochs. The
loss over all epochs is shown in Figure ??. From the graphs, it can be derived
that the training happens without overfitting or underfitting.

In table 1 the precision, recall, and f1-score is depicted for each class on the
test dataset. The performance of all classes are mostly similar with f1-score being
0.97 for ‘stop‘, 0.98 for ‘continue‘, and 0.95 for ‘come‘.

The confusion matrix, as depicted in Figure 6, summarize the performance
of the classification model. Based on the confusion matrix, the model performs
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Fig. 5. Model loss and accuracy for train and validation set in 82 epochs.

Label Precision Recall F1-Score # Samples
Stop 1.00 0.93 0.96 439
Continue 0.96 1.00 0.98 390
Come 0.93 0.96 0.95 386

Table 1. Classification report on test dataset.

Fig. 6. Confusion matrix on test dataset.
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better on ‘stop‘ and ‘continue‘ in comparison to ‘come‘. For the ’come’ gesture
there was false classification as ’stop’ gesture. This can me improved with more
data.

5 Robot Communication

In order to send commands to robot and inform the robot about worker’s re-
quests, ROS communication was selected. 4 illustrates how the detected hand
gestures are communicated to the robot. A publisher node has been developed
on the PC, which publishes the recognized hand gestures into a ROS topic
"HandGesture". On the other side, a subscriber node was also implemented,
which will be informed in case of new messages in the topic. Depending on the
received message the corresponding action will be executed on the robot.

Fig. 7. ROS communication to send commands based on recognised gestures to robot

6 Conclusion and Future Scope

In this research we explored the potential of ego-centric hand gesture-based
human robot interaction.Google’s MediaPipe library was used as the basis for
extracting hand landmarks. These sequences of hand landmarks were then used
for a classification of dynamic hand-gestures using an LSTM neural network.
The performance of the model was promising (accuracy= 0.96, loss = 0.1287)
and both the total accuracy as well as classification report, for each class as an
evaluation metric, were considered. Although the results seem good, the amount
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of false positive classification of come gesture with stop gesture can be corrected
using more dataset. Also experiments with videos with varying lengths could be
used for training. More classes could be added to see how the model performs
on more classes. Additionally, the potential of this gesture recognition model for
hand-pose based action and activity recognition can be explored.
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