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Abstract

Image captioning is an Al-complete task that bridges computer vi-
sion and natural language processing. Its goal is to generate textual
descriptions for a given image. However, general-purpose image
captioning often does not capture contextual information, such as
information about the people present or the location the image was
shot. To address this challenge, we propose a web-based tool that
leverages automated image captioning, large foundation models,
and additional deep learning modules such as object recognition
and metadata analysis to accelerate the process of generating con-
textualised and personalised image captions. The tool allows users
to create personalised and contextualised image captions efficiently.
User interactions and feedback given to the various components
are stored and later used for domain adaptation of the respective
components. In a user study comparing our system to a proprietary
baseline, the latter received slightly higher scores; however, our sys-
tem demonstrated competitive performance while offering greater
transparency and user support. Our ultimate goal is to improve the
efficiency and accuracy of creating personalised and contextualised
image captions.

CCS Concepts

« Human-centered computing — Interactive systems and tools;
User studies; - Computing methodologies — Natural language
generation; Computer vision tasks.
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1 Introduction

Image captioning involves automatically generating textual de-
scriptions for visual images, leveraging advancements in computer
vision and natural language processing. Recent advances, partic-
ularly large-scale, pretrained models, have led to significant im-
provements in generating factual and syntactically correct captions
[26, 29]. These systems have enabled applications ranging from
accessibility for visually impaired users to automotive scene under-
standing and digital content generation [16, 24].

Despite strong performance on general benchmarks, image cap-
tioning models often struggle to incorporate user-specific or situa-
tional context not directly encoded in the image [9]. This challenge
is not unique to captioning, but reflects broader limitations of large
foundation models such as ChatGPT when used in isolation from
real-world context [12]. In practical scenarios—such as generating
captions for social media posts, personal photo albums, or assistive
tools for users with diverse cognitive needs—contextual relevance
and personalisation are often essential. This limitation is particu-
larly pertinent when integrating user-specific details or external
context, prompting the consideration of interactive and human-in-
the-loop approaches that engage human participation [4].

Building on this line of work, we present CUTIE, which stands
for Contextual Understanding and Tailoring for Image Explanations,
a novel interactive system for contextualised image captioning.
CUTIE combines deep learning-based object detection, optional
metadata extraction, and large language models within an intuitive,
photobook-style user interface that supports user-driven input and
caption refinement. We introduce an interactive captioning tool
that enables users to incorporate contextual and personal infor-
mation into Al-generated captions. We propose a hybrid interface
design that blends automated caption suggestions with editable,
user-guided input. We conduct a user study comparing CUTIE with
a proprietary baseline (GPT-40-based tool) to evaluate usability,
creativity, and user experience, of which we derive insights from
qualitative feedback to inform future research on context-aware
captioning interfaces. The findings, discussed in detail later, suggest
that while the baseline system received slightly higher quantita-
tive scores, CUTIE offered unique strengths in user support and
scaffolding for caption refinement.
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—
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Corrected Caption:

"Festive fun with Eenie, Minnie, Miney, and Moo as they snap a
5 merry seffie in front of the sparkling Christmas tree at the lively
market!"

make the caption more playful

Figure 1: Screenshot of our intelligent user interface for personalised/contextualised image captioning.

2 Related work

Previous approaches in interactive image captioning have focused on
improving general-use captions by integrating various interactive
components: Peris and Casacuberta [19] present an interactive-
predictive system for generation tasks, including image captioning,
which considers user feedback and integrates online learning for
adaptation. Jia and Li [17] involve the human-in-the-loop by provid-
ing incomplete sequences as input, in addition to each image, during
inference time. Biswas et al. [8] extend the Show, Attend, and Tell
[28] architecture by combining high-level and low-level features,
which provide explainability and beam search during decoding time.
Anagnostopoulou et al. [4] propose an interactive image captioning
pipeline integrating data augmentation and continual learning to
avoid overfitting and catastrophic forgetting during repeated train-
ing. Wang et al. [27] integrate interactive prompts for improved
caption inference. More recently, Cai et al. [13] extend LLaVA by
creating a model that allows users to mark images and interact with
them with visual prompts.

Contextualised image captioning considers additional context to
generate an image caption that describes the image’s content and
includes relevant external information. The context provided is, in
most cases, in text form. Biten et al. [10] and Tran et al. [25] use
news articles as context; the former uses a template-based archi-
tecture, and the latter uses an end-to-end architecture, considering
additional features such as face and object detection. A modified
version of the model proposed by Tran et al. [25] is used in Nguyen
et al. [18] for image captioning on Wikipedia [23]. However, these
methods typically operate in a fully automated manner and do

not incorporate user interaction. They are designed to generate
captions based on a predefined image—-text pair (e.g., an article or
snippet) without accounting for user-driven input or contextual
adaptation. In contrast, CUTIE is explicitly designed to support user
agency, allowing individuals to influence and tailor the contextual
inputs considered during caption generation.

3 System design

We demonstrate a web-based tool for interactive image captioning.
Human-in-the-loop is essential for generating personalised and
contextualised image captions. The tool allows users to process
images in a photo-editing-like interface (Figure 1). We integrate
various deep learning modules to extract information that the user
needs to provide. Contextual information and user feedback are
incorporated via large language models (LLMs) and stored for fine-
tuning the deep learning components (Figure 2).

The interface was designed through an internal, iterative pro-
cess guided by our team’s experience and the specific requirements
of the project No-IDLE [22] for which the system was developed.
Rather than employing a participatory design methodology, we
based our initial prototype on anticipated user needs, informed
by prior work from our department related to user interfaces and
human-Al interaction [5, 7], common practices in image captioning
workflows [19], and the practical constraints of the project con-
text. Design decisions were made with an emphasis on usability,
responsiveness, and seamless integration with captioning models
and LLMs. Informal internal evaluations and ongoing adjustments
helped refine the interface throughout the development process.
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Although formal user studies were not conducted at this stage, the
design aligns pragmatically with the goals and constraints of the
intended use case.

User interface. The user interface includes four main compo-
nents, as seen in Figure 1: the left bar for uploading new images or
selecting old ones for captioning, as well as choosing the models for
image caption generation and contextualisation; the top central box,
showcasing clickable object detections, which the user can then
use to enter person names; the middle central box for metadata and
temperature selection; and the bottom central boxes for the man-
ual addition of context information, caption rating, and feedback
incorporation. The generation of a contextualised image caption
occurs in three stages. In the first stage, the user uploads an image
(users can also re-caption existing images) and selects a model com-
bination for captioning and contextualisation. The image is then
processed for (a) object detection and (b) image captioning. In the
second stage, the user can provide more information for personalisa-
tion and contextualisation, as well as feedback: The uploaded image
is displayed on the interface, along with detected objects marked
with a red bounding box. Users can click on detected persons to
initiate annotation. After selecting a detected person, a text input
field appears in the designated annotation panel on the right. Users
can then enter the name of the person being annotated. Each time
a new person is selected for annotation, an additional text input
field is dynamically generated within the annotation panel. This
allows multiple persons to be annotated simultaneously. The base
caption generated by the image captioning component is displayed
below. The user can edit and save the improved version if the initial
caption contains errors. The detected metadata, namely date, time,
and location, are shown in the central component. Users can adjust
the generation temperature on the right part before generating
the personalised and contextualised caption. Additionally, they can
provide additional information relevant to the captioning process.
During the third stage, personalised and contextualised image cap-
tioning occurs, based on person names, base captions, metadata,
and further context. The initial generated caption is displayed in
the left section of the bottom central component. Users can rate
the quality of the generated caption on a scale from 1 to 10 and
propose improvements, which are incorporated into the updated
caption shown in the bottom-right section of the interface.

Implementation. Our presented tool employs multiple deep learn-
ing components to generate personalised and contextualised im-
age captions. The two main components are an image captioning
system, which extracts visual information from the input image
in the form of a base caption, and an LLM, which leverages con-
textual information to transform the base caption into a person-
alised/contextualised caption. We follow the two-step contextualised
caption generation procedure proposed by [3], with additional com-
ponents to extract and elicit relevant information not present in
the image. While this two-stage approach can, in theory, be substi-
tuted by using visual/multimodal LLMs, we argue that it provides
increased controllability and interpretability and lower inference
costs. Initially, the input image is processed by both the object detec-
tion component and the image captioning one. For object detection,
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we utilise a Faster R-CNN model' [20] provided by Torchvision.
For image captioning, the user can select between two pre-trained
models: BLIP-2? and ViT-GPT23, both provided by Huggingface.
Furthermore, if the image file contains metadata, this is extracted
using the EXIF library in Python3. To convert the information for
latitude and longitude into an exact location, Geopy is additionally
used. After the user inputs information about the people present,
the correctness of the base caption, the necessity of metadata in
the caption, and the temperature for generating the caption, the
user feedback is used as input into the LLM chosen by the user.
The user can choose between GPT-4o, provided by the OpenAl
API, and llama3 [14], provided by Ollama®. An initial caption is
generated, conditioned on the image description from the image
captioning component, people’s names, and additional information
inferred from the image metadata or manually entered by the user.
The user can rate the quality of the caption and suggest improve-
ments or changes. The first version of the caption is passed to the
LLM, along with the proposed changes, and an updated caption
is generated. In parallel, user input and corrective feedback are
stored in the backend. In the future, this information can be used to
fine-tune the deep learning components individually. To improve
scalability and performance, the system parallelises computations
using a ThreadPoolExecutor, which reduces redundant tasks with
Flask-Caching backed by an in-memory cache, ensuring faster re-
sponse times for multiple simultaneous image processing requests.

4 Evaluation: User Study

The proposed interface was used as a testbed for studying cap-
tion personalization and contextualization. We selected OpenATI’s
ChatGPT (GPT-4-turbo®) as a baseline for comparison. To imitate
our tool’s two-step approach, users first had to generate a descrip-
tion of the given image and then formulate a prompt to generate a
contextualised and personalised caption.

4.1 Participants

We conducted a small study with seven users. The users were
between 21 and 46 years old (M=30.3, Std=8.40). Two participants
were female (28.6%) and five participants were male (71.4%).

The participants rated their subjective experience with genera-
tive Al as average to low, with a mean of M=2.86 on a scale from
1 (minimal experience) to 5 (a lot of experience) (SD=1.35). The
participants reported how often they use generative Al: Never, less
than once a month, a few times a month, a few times a week, or
almost every day. The participants’ experience with generative Al
is balanced, with two participants reporting that they use it less
than once per month, three who use it a few times a month, and two
who even use it a few times per week.

The participants’ attitude towards Al was measured using an
adapted version of the 9-item Affinity for Technology Interaction
(ATT) scale [15]. The term technical systems was adapted to Al system
to fit the context of our tool. The participants showed an average to

Lhttps://pytorch.org/vision/main/models/generated/torchvision.models.detection.
fasterrcnn_resnet50_fpn_v2.html

https://huggingface.co/Salesforce/blip2-opt-2.7b
3https://huggingface.co/nlpconnect/vit-gpt2-image-captioning
*https://ollama.com/

5https://chat.openai.cnm, last access: July 23rd 2025.
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Figure 2: Overview of the architecture of our interactive image captioning system.

slightly higher affinity towards Al systems with a mean of M=3.70
(SD=0.72). The results suggest that participants tend to interact
with such systems naturally and are open-minded towards them.

4.2 Methods & Measures

This study included measures to observe participants’ perception
of the quality and creativity of the generated captions, as well
as their user experience and perceived usability when interacting
with CUTIE, the caption generation tool, and a baseline tool. The
perceived quality and creativity of captions were assessed with a
5-point Likert scale (1 = very low; 5 = very high). The SUS was
used to assess the subjective usability of the caption generation
tool [11]. The SUS contains a total of 10 items, which are mea-
sured by a 5-point Likert scale. An example item is: "I found the
system unnecessarily complex". The score ranges from 0 to 100, with
higher values representing better usability. The short version of
the User Experience Questionnaire (UEQ-S) was used to assess the
subjective user experience of the caption generation tool [21]. The
UEQ-S contains a total of 8 items on a 7-point Likert scale. While
the mean value of the eight items will be given as an overall UX
value, the questionnaire can be split into two sub-scales: The first
four items form the pragmatic quality scale, which focuses on goal-
orientation, and the last four items represent the hedonic quality
scale, which focuses on how interesting, and stimulating the users’
experience with the tool was. A higher mean-score represents a
better user experience. Furthermore, the study included a question-
naire with open-ended questions to gain further insights into the
users’ experiences and perceptions of the baseline and our caption
generation tool, CUTIE. To analyze the open-ended questions, an
affinity diagram was applied.

4.3 Results

The findings from our user study are reported in Table 1 and elabo-
rated upon in the subsequent discussion.

Metric CUTIE GPT-40
Quality M=3.29 (SD=0.62) M=4.00 (SD=0.50)
Creativity M=3.66 (SD=0.52) M=4.00 (SD=0.50)
Usability M=64 (SD=16.63)  M=81 (SD=10.5)
Overall UX M=4.61 (SD=0.92) M=5.79 (SD=0.64)
- Pragmatic Sub-Scale M=5.00 (SD=1.27) M=6.14 (SD=0.67)

- Hedonic Sub-scale M=4.21(SD=1.02) M=5.43 (SD=0.81)

Table 1: Comparison of CUTIE and GPT-40 across user eval-
uation metrics

Quality & Creativity. Regarding the perceived quality captions
generated by CUTIE received a medium rating. In comparison, the
captions generated by the baseline tool received a rating of slightly
above medium. These findings align with the results of the open-
ended questionnaire. The quality of captions generated by CUTIE
was described as mixed by participants, rating them “sometimes
good, sometimes bad” (P3), or “Okay. Not bad. Could be far better”
(P4). Three participants highlighted that after adapting the caption,
the quality was “good” (P2, P4, P5). However, the captions were
critiqued with P3 stating that “some captions don’t make sense and
sometimes” (P3), that they do not “reflect the emotional state” the
participant would like to have (P4), or that they were “too detailed”
(P7) with including all the contextual information. In comparison,
the quality of the captions generated by the proprietary tool were
rated “very high” (P1, P3, P4, P5, P6, P7), and described the captions
as being “not to detailed” (P7) and “That it was close enough with
what [they] had on [their] mind” (P4). One participant stated that it
“could be more fitting”.

Furthermore, in terms of perceived creativity, the captions gen-
erated by CUTIE received a medium to above medium rating, while
the captions generated by the baseline tool received a slightly above
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medium rating. These findings align with the results of the open-
ended questionnaire. The creativity of captions generated by CUTIE,
was rated mixed by the participants. While some participants de-
scribe a “very high level of creativity” (P1, P2, P5), others felt over-
whelmed by the amount of creativity. Yet another participant shows
an opposite opinion by describing the captions as “bland” (P4). In
comparison, the creativity of captions generated by the proprietary
tool was rated “very high” (P1, P3, P4, P5, P6, P7). At the same
time, two participants highlighted that “creativity decreased after
the adaptation” (P2) and that it “could be more creative” (P6).

Usability. The SUS score of CUTIE, the caption generation tool,
is M=64. Based on Bangor et al. [6], a score between 52 and 73
represents “ok” usability. Thus, CUTIE receives a marginal low
score. The baseline tool receives a SUS score of 81 and reaches a
“good” score, which is defined from 73 up to 85 points [6]. These
findings align with the results of the open-ended questionnaire.
The baseline tool was described as intuitive and simple to use (P3,
P4, P5). The complexity of the tool was perceived as not complex
at all (P1, P3, P4, P5, P6, P7), and participants required little to no
time to become familiar with the tool. For CUTIE, participants
showed mixed thoughts: Most participants share that they did
not experience difficulties with the tool and had a good initial
understanding (P1, P3, P4, P5), and most participants described the
tool “not too complex” (P1, P2, P3, P4, P5, P6). It was highlighted
that “the order and the specific things you can adapt make sense”.
However, some participants were not sure “what aspects need to be
adjusted” (P2), and how to use it initially (P1, P3, P4, P7), or disliked
that they “had to cl[iJck the save and create buttons every time” (P7).

User Experience. The overall user experience with CUTIE was
rated medium to rather high based on the UEQ-S. In comparison, the
participants rated the user experience with the baseline tool rather
high. This pattern can be seen for the pragmatic and hedonic sub-
scales as well: CUTIE receives rather high ratings for the pragmatic
and a medium to high rating for the hedonic sub-scale The baseline
tool achieves scores that are approximately one point higher for
both scales.These findings align with the results of the open-ended
questionnaire. Participants expressed that the baseline tool “adapted
well” (P2, P3) to the orders. Especially the communicative feature of
the tool was highlighted: P7 stated that “it felt nice, because it asked
you questions back” and P1 liked that it “also [said] what we can
make better”. However, it was pointed out that “the does not support
[them] actively” (P3) and that manually inputting the prompts felt
like “[not] having enough support” (P4). In comparison, participants
user experience with CUTIE was more mixed. Some participants
pointed out that “the tool was intuitive” (P2), that most of the times it
“reacts in a useful way” (P3). They ‘liked the ability to have a quick,
prewritten captions” and that “it had some nice Ideas of describing a
scene” (P7). Other participants reported that the tool only helped
minimally (P4) and that “some captions don’t make sense” (P3).

5 Discussion

The results of our study yield meaningful insights into both the
strengths and limitations of our proposed approach, and highlight
promising avenues for future work. Notably, the relatively small
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sample size may limit the generalisability of our findings. Addi-
tionally, participant feedback occasionally revealed inconsistencies,
particularly regarding subjective evaluations. These limitations are
addressed in the following discussion.

Participants rated the baseline tool, where users inputted their
own prompts, as more conducive to creative expression. In contrast,
CUTIE received mixed qualitative feedback, suggesting that system-
generated prompts may not always align with users’ expectations
or mental models. This points to the need for future iterations to
explore adaptive or user-influenced prompt generation mechanisms.

Usability evaluations also presented divergent perspectives. Sev-
eral participants reported confusion regarding the expected se-
quence of operations. These findings highlight a need for clearer
interaction affordances and keyboard-first design considerations.

While the baseline tool was described as lacking adequate sup-
port, CUTIE’s inclusion of prewritten captions was positively re-
ceived. However, participants noted that some auto-generated cap-
tions lacked coherence or relevance. To address this, we propose
enabling iterative refinement and increased user control over gener-
ated content in future versions of the system.

6 Conclusion

We designed and implemented CUTIE, a novel tool for Al-assisted
caption co-creation that integrates deep learning-based image anal-
ysis with an intuitive user interface to support collaborative human-
Al interaction. The system generates initial captions based on object
detection outputs, while allowing users to refine and adapt these
captions through direct feedback iteratively. By reducing the man-
ual effort associated with image annotation, CUTIE aims to enhance
both the efficiency and accessibility of the creative process. To eval-
uate its effectiveness, we conducted a user study comparing CUTIE
to a proprietary baseline system (ChatGPT). While the baseline tool,
which enabled free-form prompt entry, was rated slightly higher in
terms of perceived creativity, CUTIE was favorably received for its
supportive features, including prewritten captions that some partici-
pants described as helpful scaffolds. Despite the modest participant
sample size, qualitative feedback suggests that CUTIE provides
tangible user support during the captioning process—particularly
for users who benefit from structured starting points rather than
open-ended generation. To build on these findings, future work will
focus on (a) developing a prompt manipulation interface that sug-
gests refinements for improved caption generation and (b) enabling
repeated caption editing to better support iterative workflows. Addi-
tional avenues include the integration of structured concept-based
reasoning and retrieval-augmented pipelines, as shown by Alam
et al. [1, 2], to improve interpretability and domain alignment in
specialised captioning contexts such as medical imaging.
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A User study results

We include the results of our user study for the scales we used
in our user study, along with the questions from the open-ended
questionnaires.

A.1 Rating scales: Quality and creativity, SUS,
ATI

Table 2 and Table 3 show the results for perceived quality and
creativity of the captions generated with CUTIE and the proprietary
baseline tool, accordingly, while Table 4 and Table 5 show the results
for the SUS [6]. Finally, Table 6 presents the participants’ responses
to the ATI scale.

A.2 Qualitative evaluation: Open-end
questionnaire

We include open-ended questions following each condition and
scale evaluation, as well as the final questionnaire, which assesses
demographics, technological affinity, and additional general ques-
tions.

Following the quality/creativity rating scales:

(1) Please describe your experience with adapting the caption
with the tool.

(2) Does the tool support you with adapting the caption? If yes:
Why so? If no: Why not?

(3) What did you like in the caption adaptation tool?

(4) What did you dislike in the caption adaptation tool?

(5) How did you perceive the quality of the captions generated
by the captioning tool after your adaptation?

(6) How did you perceive the creativity of the captions generated
by the captioning tool after your adaptation?

Following the SUS..

(1) Did you experience difficulties in adapting the image cap-
tion? If yes: Why?

(2) How complex is the tool for you and what is causing this
complexity for you?

(3) How was your initial understanding of using the captioning
tool?

(4) Did you need time to understand the design? Why?

(5) Did you find any inconsistencies in the captioning tool? If,
yes: Which ones?

Final questionnaire:

(1) How old are you?

(2) As which gender do you identify?

(3) How do you rate your experience with generative AI?
(4) How often do you use AI?

MuC’25, 31. August - 03. September 2025, Chemnitz, Germany

Condition: CUTIE
Participant-ID Q1 C1 Q2 C2 Q3 C3

Q4 C4 Q5 C5

1 + 0 0 + - 0 - + + +
2 + 0 0 0 ++ ++ + + 0 +
3 - ++ - + + + - + o+
4 + + 0 0 - - + + - -
5 ++ 4+ 0 (ns) ++ (ns) ++ ++ ++  ++
6 + 0 - + + + - - 0 -
7 0 0 - + + + - - - +

Table 2: Quality (Q) and creativity (C) results for each test
image (1-5) caption using CUTIE. P. = participant.
++ = very high, + = high, 0 = neutral, - = low, - = very low.

Condition: proprietary (gpt-40)
Participant-ID Q1 C1 Q2 C2 Q3 C3 Q4 C4 Q5 C5

1 ++ o+ + o+ o+ - ++  +  (ns) (ns)
2 + 0 0 - + ++ 0 - 0 +
3 ++  H+ ++ 0+ e+ ++ +
4 + + 4+ ++ 0 0 ++ ++ - -
5 ++ o+t o+ + ++ ++
6 + + 0 + 0 0 + + + 0
7 + + + + + + + + - +

Table 3: Quality (Q) and creativity (C) results for each test
image (1-5) caption using gpt-4o. P. = participant.
++ = very high, + = high, 0 = neutral, - = low, — = very low.

(5) In your opinion, how suitable is the captioning tool CUTIE
for the adaptation of image captions?

(6) In general, how does the captioning tool CUTIE compare
to captioning with traditional tools like ChatGPT in the
adaptation of image captions?

(7) Would you like to add something?
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Condition: CUTIE

Participant-ID 1 2 3 4 5 6 7
1. I think that I would like to use this system frequently. 13 11 2 3 0
2.1 found the system unnecessarily complex. 11 1 0 2 1 4
3.1 thought the system was easy to use. 33 2 4 3 3 1
4.1 think that I would need the support of a technical person to be able to use this system. 0 2 1 1 1 3 1
5.1 found the various functions in this system were well integrated. 2 4 3 3 3 2 0
6. I thought there was too much inconsistency in this system. 111 0 3 2 3
7.1 would imagine that most people would learn to use this system very quickly. 4 3 3 4 3 3 2
8.1 found the system very akward to use. 1 0 1 0 3 1 4
9.1 felt very confident using the system. 3 3 2 4 2 3 2
10. I needed to learn a lot of things before I could get going with the system. 13 10 2 1 1

Table 4: SUS questionnaire results for CUTIE. The numbers range from 0 (strongly disagree) to 4 (strongly agree).

Condition: proprietary (gpt-40)

Participant-ID 1 2 3 4 5 6 7
1. I think that I would like to use this system frequently. 3 2 3 3 4 3 3
2.1 found the system unnecessarily complex. 110 0 0 1 0
3.1 thought the system was easy to use. 4 3 4 4 4 3 3
4.1 think that I would need the support of a technical person to be able to use thissystem. 0 0 0 0 0 3 0
5.1 found the various functions in this system were well integrated. 3 2 3 2 4 3 1
6. I thought there was too much inconsistency in this system. 210 1 1 1 1
7.1 would imagine that most people would learn to use this system very quickly. 4 3 4 4 3 3 4
8.1 found the system very awkward to use. 10 0 0 0 1 1
9. Ifelt very confident using the system. 3 2 3 4 4 3 0
10. I needed to learn a lot of things before I could get going with the system. 03 0 0 1 1 1

Table 5: SUS questionnaire results for gpt-40. The numbers range from 0 (strongly disagree) to 4 (strongly agree).

Participant-ID 1 2 3 4 5 6 7 AVG  SD
1. I like to occupy myself in a greater deal with Al systems. 4 4 2 2 4 5 6 3,86 1,46
2. Tlike testing the functions of new Al systems. 5 5 4 2 5 5 6 457 1,27
3.1 predominantly deal with AI systems because I have to. 2 4 5 6 5 5 5 4,57 1,27
4. When I have a new technical system in front of me, I try it 4 2 3 4 4 4 5 371 0,95
out intensively.

5.1 enjoy spending time becoming acquainted with a new Al 2 2 5 5 5 3 5 3,86 1,46
system.

6. It is enough for me that an Al system works; I don’t care how 1 2 4 2 4 2 2 243 1,13
or why.

7.1try to understand how an Al systems exactly works. 2 4 3 2 4 5 4 343 1,13
8. It is enough for me to know the basic functions of an Al 3 2 2 3 4 5 2 300 1,15
system.

9.1 try to make full use of the capabilities of an Al system. 3 3 3 2 5 5 6 3,86 1,46
AVG 2,89 3,11 344 3,11 444 433 456 3,70 0,72

Table 6: ATI scale results. The replies range from completely disagree (1) to completely agree (6). Average scores (AVG) and
standard deviation (SD) are included.
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