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Judging similarity is a key human skill and at the heart of many pattern recognition methods:
good models of similarity allow us to extrapolate to novel data from fewer samples. Similarity
has been studied extensively in areas such as pattern recognition and adaptive nearest neighbors
[10, 6, 1], character recognition, text-based information retrieval [4, 7], and case-based reasoning
[5]. Closely related to models of similarity is the problem of multitask learning [3], where we
attempt to use information learned from one task to improve performance on a related task.

In this talk, I explore the relationship between Bayes optimal classification, similarity mea-
sures, and multitask learning. The key for making the connection is the conditional distribution
P (S|x, x′), where S is a boolean variable indicating whether samples x and x′ come from the same
class.

One of the interests in using P (S|x, x′) for determining similarity is that it can be viewed as
a two-class classification problem using the single concatenated feature vector (x, x′). This means
that a large number of known classification methods (logistic regression, multilayer perceptrons,
hidden Markov models, etc.) can be used for modeling P (S|x, x′); previous approaches to pair-
wise probabilities (like [5, 8]) have relied on joint probability distributions, attempting to model
P (x, x′|S). Another practical advantage is that training data for P (S|x, x′) does not require class
membership to be known–it only requires us to be able to identify samples known to come from
the same class. This allows us to train P (S|x, x′) in some situations (e.g., 3D object recognition)
in which hand-labeled data is unavailable.

I review and prove connections of P (S|x, x′) with posterior densities P (ω|x). First, I show
that under simple assumptions, classification with P (S|x, x′) and a set of prototypes is Bayes-
optimal and hence equivalent to classification using posterior densities P (ω|x). Furthermore,
even if P (S|x, x′) is not estimated correctly, as long as the estimate is sufficiently smooth, it
has the same asymptotic performance guarantees as Euclidean nearest neighbor methods. These
properties suggest that we do not lose classification performance by using P (S|x, x′) instead of
nearest neighbor classification methods or classifiers based on estimates of the posterior densities.

A particularly important class of classification problems are those in which samples for each
class are generated from prototypes together with a noise model (dependent or independent of
the prototypes). Many OCR and object recognition problems are at least approximately of this
form. I show that learning P (S|x, x′) allows considerable transfer of knowledge between different
problem instances. Furthermore, for the case of Gaussian noise, I show direct equivalence to
nearest neighbor methods using a quadratic form.

I describe applications to handwriting recognition and OCR problems [2, 11]. In these ap-
plications, font, image degradation, or writer identity give rise to classes of related classification
problems. I show how collections of prototypes can be recovered using nearest neighbor methods
and hierarchical Bayesian methods. I demonstrate severalfold improvements in error rates relative
to standard classification methods (mixture discriminant analysis, multilayer perceptrons, style
modeling, hierarchical mixtures of experts).

Another important application area is the problem of 3D generalization in object recognition.
Most previous methods for learning 3D object models, or for generalizing from given views, have
required multiple training or sample views per object (e.g., [13, 12]). However, human observers
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show significant ability to generalize from a single view of a previously unseen object to novel
views (single view generalization). It has been argued in the literature [9] that combinations
of multiple views are required to account for human recognition performance. I demonstrate
that learning of Bayesian similarity models results in single view generalization that exceeds that
previously demonstrated in the literature (error rates are reduced severalfold), both on simulated
wireframe objects and on a published database of real images (COIL-100). I also show how models
of P (S|x, x′) for 3D object recognition can be acquired in an unsupervised manner from motion
sequences and demonstrate object class-specific recognition effects similar to those observed in
humans.

Overall, these results show that the use of P (S|x, x′) give us a powerful tool for modeling
similarity: classifiers based on Bayesian statistical similarity provide solutions to multitask classi-
fication problems, can be acquired from unlabeled training data in some cases, and provide novel
models of 3D single view generalization.
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