
Genetic Algorithms for syntactic
and data-driven Question
Answering on the Web

Alejandro G. Figueroa A.

Thesis Advisors:

PD Dr. rer. nat. Günter Neumann

Prof. Dr. Hans Uszkoreit

A Thesis presented for the degree of
Master in Speech Science and Language Technologies

LT-Lab - D.F.K.I.
Department of Computer Science

University of Saarlandes
Saarbrücken
July 2006



Dedicated to....

Through my short life, my Father and I liked to talk tall to each other and tried
to solve the problems of the whole world in a couple of hours. One can imagine, any
conversation which people usually hold while they are on the booze on the streets,
in bars. I secretly relished the thought of being alone talking with him, I guess he
also particularly savoured those precious moments. I always treasured the abiding
memory of our time together.

My father utterly dedicated his entire life to doing research into mathematics, he
was constantly pointing out the egocentric world of the research communities around
the world. One of my most cherished possessions is one of those fleeting moments.
We were sitting in our conventional family living room, and he suddenly started
pointedly talking about how their colleagues often referred to each other in their pub-
lications. My father was an old-fashioned researcher. By old-fashioned, I mean,
lucky owners of a different outlook on science and life, like Nikola Tesla or Albert
Einstein. He was always confidently expecting that his work were a real contribu-
tion to science and people. By old-fashioned, I also mean that he was an outspoken
person, he was always sharply criticizing his work and the work of others. As a nat-
ural consequence, he was always between the thin line of love and hate with his peers.

That night, I came up with the wacky and exciting idea of annoying him and I
brought up the controversial topic of the usefulness of the current research around
the world. Obviously, my deliberate intention was to directly question the useful-
ness of his work. Contrary to my expectation, the straight answer I received that
night was: “Well, I live with the fervent hope that someone else, someday, will do
something useful from my work; one day, probably after I depart this life. For the
moment, it only feeds my ego.”. Later, he added: “Nowadays, authorship seems to
be more important than contribution”. That night the conversation ended focusing
on the two sides of the coin of the authorship and the impact of publications.

Taking into account these inherent attributes of our human nature, I truly ded-
icate my small work to the families, friends and all the people behind the scenes
who help researchers to present their work -with an unknown impact- around the
world. I strongly believe that those persons are like small heroes of science, like my
mother. If their contribution to science would be published, there would be no journal
or conference suitable to assess their work, and not enough sheets of papers, which
could contain the necessary words for explaining how they solve their every day life
problems. I dedicate this work then, to my gutsy mother, who patiently misses me
badly while I am away. Maybe there is no mark or publication that could pay me for
all the time that I have missed looking at her sweet eyes. Sometimes, when I fondly



iii

gaze at the sky, starring at the stars unblinking, they repeatedly remind me of the
sparkles in her puffy and velvety eyes, when I left. I also dedicate my work to my
father who died while I was pursuing my studies here. To whom I eternally thank
for all his invaluable pieces of advice.

I would like to dedicate my work to my friends, who tremendously helped me to
start this long journey: Gonzalo, Arturo and Alejandro. Last but not least, I also
thank God for making it possible to bring me to the land, where sapphires come from
its rocks, and its dust contains nuggets of gold. No bird of prey knows this hidden
path, no falcon’s eye has ever seen it.

July 14, 2006



Genetic Algorithms for syntactic and data-driven
Question Answering on the Web

Alejandro G. Figueroa A.

Submitted for the degree of Master in Speech Science and Language
Technologies
June 2006

Abstract

This thesis describes a question answering system, which takes advantages of Genetic
Algorithms for extracting answers from web snippets. These GA learn the syntactic
alignment between pairs {sentence, answer} obtained from past QA cycles in order to
identify and extract the most promising answers to new natural language questions.
The answer extraction strategy is strongly data-driven using only language specific
stop-lists and thus, the whole approach has a high degree of language independency.
In this thesis, ideas of how to add linguistic processing to this data-driven search are
also discussed. The strategies were assessed with different sets of pairs {question,
answer}. Results show that this approach is promising, especially, when it deals
with specific questions.
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Introduction

This thesis presents a question answering system, which takes advantage of the re-
dundancy existing on the Web in order to extract answers from web snippets. This
extraction process is guided by a purpose-built Genetic Algorithm, which learns
patterns from previously annotated tuples {question, sentence, answer} and aligns
these patterns in order to readily identify answers to new natural language questions.

The answer extraction strategy is strongly data-driven, and it takes advantage
of only language specific stop-lists and thus, it guarantees a high degree of lan-
guage independency. In this system flows strategies from different fields: Linguis-
tics, Machine Learning and Artificial Intelligence. Results show that this approach
is promising, especially, when it deals with questions aiming for a location or name
of persons. Our approach lessens the dependence upon external lexical resources
such as lists of locations, names, etc.

Main Contribution

This work presents a data-driven approach to question answering which takes ad-
vantage of syntactical distributional patterns for discovering answers to new natural
language questions on the web. These syntactical distributional patterns are directly
learnt from the relative position of words with respect to the expected answer type
from previously annotated pairs {sentence, answer}. These patterns are aligned
with sentences presented in retrieved snippets in order to extract answer candidates
to new questions. This alignment is performed by purpose-built Genetic Algorithms
(GA), which efficiently test the most promising alignments.

Additional Contributions

This work also presents two other contributions: (a) a baseline for Question An-
swering on the Web based largely on a well-known metric for measuring the power
of terms as an index, this metric is Term Frequency - Inverse Document Frequency,
(b) a strategy for balancing the contribution of data-driven and linguistic processing
to the answering process.

1



List of Tables 2

Improvements

The main drawback to the model presented in this work is that different expected
answer types behave in a similar way. It is therefore perfectly clear that this model
will not be able to deal efficiently with all kinds of questions and languages. Conse-
quently, semantic processing is a key tool for the answer extraction process, specially,
for tackling this problem head-on.

Another drawback to our strategies is that Genetic Algorithms do not absolutely
guarantee to test the best individual while they are extracting answers. That is, the
possibility exists that GA will not detect the answer on the text. The impact of this
disadvantage is mitigated by the large-scale redundancy of the Web.

Thesis organization

This thesis is organized as follows: chapter one to three go over theoretical foun-
dations and relevant previous work, chapter four to seven clearly present the new
strategies, and chapter eight and nine show results and draw conclusions.

Each chapter focuses its attention on a special issue: chapter one describes the
relevant state of the art concerning the Web Question Answering problem, chapter
two describes at a greater length strategies for learning the syntactical behaviour of
words from raw text, chapter three goes over the foundations of Genetic Algorithms
(GA), chapter four discusses evaluation issues and the design of the Baseline, chapter
five presents our Web Question Answering System and the Core Genetic Algorithm,
chapter six describes a data-driven improvement to our system, chapter seven deals
at a greater length with the enrichment of the extraction process by adding linguistic
processing, chapter eight shows and discusses experimental results, and chapter nine
draws some conclusions.

Conclusions

This thesis focuses special attention on data-driven methods for Question Answering
on the Web. Two important issues are pointed out in this work: a learning model
and an alignment heuristic.

July 14, 2006



Chapter 1

State of the Art

In the last three decades, substantial advances in different areas of computer science
have had a significant impact on our every day lives. Thirty years ago, computers
could not do most of the demanding tasks that they currently do (i.e. Image Pro-
cessing, Internet, etc), because they were enormous, slow and expensive electronic
devices. At that time, nobody imagined that almost everybody could have one at
home and/or at work. In the last years, the remarkable reduction of their size has
made it possible to not find them only everywhere, but to bring them everywhere
as well. In addition, the vast improvement in the speed has also contributed to
this impact, Computers are much faster and the scope of applications grows every
day. Nowadays, we find applications that cover tasks like calendars, word proces-
sors, movie players, networking, and much more. Today, there is no room for doubt
Computers are a necessary tool in our lives, due to their coverage of applications
and reasonable price.

The rapid increase in the use of computers and storage capacity led us to con-
nect them in such a way that users were able to easily transfer information from one
computer to the other. In the beginning, small home-oriented, low-speed networks
were developed, whereas today we find computers connected to each other around
the whole world in what we know as internet.

Internet is a tremendous source of information, which demands computers to
process a huge amount of data from all over the world in an efficient way. Every
time a user has a need for a particular piece of information, a computer -or a set
of them- must match his/her request with the right source. However, this matching
task involves dealing with many challenges such as understanding a particular user
request, choosing relevant documents and/or picking reliable sources. This is far
from being a trivial task, matching the need of the user with the right source means
dealing with information sources in many languages and in many formats: web-sites,
documents, web documents, videos, pictures, etc.

3



1.1. Question Answering Systems 4

1.1 Question Answering Systems

Question Answering Systems (QAS) try to find answers to natural language ques-
tions submitted by users, by looking for answers on a set of available information
sources, which can be spread on a single machine or all over the internet. Broadly
speaking, QAS have two major components [16]:

1. A search engine which retrieves a set of promising documents from the collec-
tion along with a brief description of relevant passages called snippets.

2. An answer extraction module which gets answers from relevant documents
and/or snippets.

The former involves the efficient indexing of documents and the design of a fast
algorithm that computes snippets. The latter has to do with identifying correctly
the answer to the request of the user on the previously selected set of documents.
For the efficiency sake, extracting answers from snippets is clearly desirable, in that
way, QAS avoid downloading and processing a large amount of documents. Cer-
tainly, this is not an easy task. On the one hand, snippets provide: (a) localized
contextual paragraphs that are highly related to the query, (b) these localized con-
textual paragraphs express ideas and concepts by means of different paraphrases,
which consist of morphological, semantical, orthographical and syntactical varia-
tions of these ideas and concepts [31], which makes possible to find a paraphrase
where the answer is easily identified. On the other hand, search engines insert inten-
tional breaks in snippets, in order to show relations amongst words relevant to the
query, which are separated by a large span of text. This makes snippets ungrammat-
ical, and therefore, the answer extraction task more difficult and dependent on the
algorithm that computes snippets. To illustrate this, consider the following ques-
tion and set of retrieved snippets as an example: “When was Albert Einstein born?”

1. The nobel prize of physics Albert Einstein was born in 1879 in Ulm, Germany.

2. Born: 14 March 1879 in Ulm, Württemberg, Germany.

3. Physics nobel prize Albert Einstein was born at Ulm, in Württemberg, Ger-
many, on March 14, 1879.

4. Died 18 Apr 1955 (born 14 Mar 1879) German-American physicist.

5. Briefwechsel Einstein / Born 1916 - 1955, Albert Einstein, Hedwig Born, ...
Kunden, die Bücher von Albert Einstein gekauft haben, haben auch Bücher
dieser

6. When was Einstein born? 1911 1879 1954. 2. Where was Einstein born? Ulm,
Germany Jerusalem, Israel New York, USA ... Albert Einstein was married:

July 14, 2006



1.1. Question Answering Systems 5

Looking closer at the retrieved snippets, we observe that snippets one to four
provide four different pieces of text that represent different paraphrases of the same
underlying idea. The answer can be found in each snippet, but it is written in differ-
ent forms (“14 March 1879”,“1879”,“March 14, 1879” and “14 Mar 1879”). The
fourth snippet also provides an orthographical variation of the answer (“14 March
1879” ⇔ “14 Mar 1879”), where “March” is shortened to “Mar”. In addition, the
first and third snippets are morphological variations of the same concept (“the nobel
prize of physics Albert Einstein” ⇔ “physics nobel prize Albert Einstein”). Further-
more, snippets three and four are semantic variations (“physics nobel prize Albert
Einstein” ⇔ “German-American physicist”). The last two snippets show breaks
inserted deliberately by the search engine. Additionally, they also reveal two other
main drawbacks to snippets: they are written in different languages and they can
provide wrong answers (“When was Einstein born? 1911 1879 1954.”).

The trend of QAS is to start by analyzing the query, in order to select an ad-
equate strategy for answering the question [7, 9, 13, 23]. This initial phase is called
Query Analysis. There are different approaches to Query Analysis, but in most
cases it aims for determining the Expected Answer Type(EAT). At this primary
step, the answer is assigned to one of a set of distinct and separate categories, and
this categorization constrains and guides the whole answering process. The number
of categories vary from approach to approach. Some strategies use a wide range
of narrow categories [21], in contrast to other approaches, where the number is re-
stricted to a few, but broad and general categories [23]. In [21], the EAT falls into
one type out of a typology of 185 types: Abstract, Semantic, Relational, Syntactic,
etc. In [23], five types of questions were identified: Factoid, List, Other/Definition,
Inferred Based, Semantics in Text. Here is a brief summary of each of the categories
in [23]:

1. Factoid: The answer or the paragraph of the answer is identified by simply
keyword matching: “When was Sting born?”.

2. List: The answers are obtained by processing multiple sources of documents:
“Where can I find a Mc Donalds in Europe?”.

3. Other/Definition: The answer solely depends on the context of previous
questions: “When was Eric Clapton born?, Where?”.

4. Inferred Based: are factoid questions that need deep processing for extract-
ing the answer from the paragraph: “Who invented the Radio?”.

5. Semantics in Text: are questions that can only be answered by means of
deep processing: “How did Adolf Hitler died?”.

Usually, other categories are sub-categories of these five general categories. How-
ever, the answer does not necessarily need to belong to only one class, it could be
a member of many classes. Consequently, in some approaches, the expected answer
type is viewed as a distribution over different possible categories [12], where some
classes are more likely than others for some sorts of questions.

July 14, 2006



1.1. Question Answering Systems 6

Somehow, the strategy for answering a question is determined by the category it
belongs. The EAT guides the passage and sentence selection, which is later ranked
according to a set of features [20, 23]. For example in [9], the answer extraction
schema is based on the EAT. If the EAT aims for a name entity, they determine
some lexical and syntactical clues from the query in order to use them in the an-
swer extraction module. If it does not aim for an entity, it determines the pattern
associated to the answer along with some semantical relations between words in the
query and the possible answer. These kinds of approaches disclose another impor-
tant issue on Query Analysis, it does not only provide the EAT, it also provides of
the semantic content and syntactical relations with the answer.

Many answer extraction modules try to disclose these relations by taking advan-
tage of the redundancy provided by different information sources. This redundancy
significantly increases the probability of finding a re-writing of the query, in which
the answer can easily be identified. Normally, QAS extract paraphrases at the sen-
tence level [21]. The rules for identifying paraphrases can be written manually or
learnt automatically [10,21], and they can consist of pre-parsed trees [21], or simple
string based manipulations [10]. Paraphrases are learnt by retrieving sentences that
contain previously known question-answer pairs. For example in [21], anchor terms
(like “Lennon 1980”) are sent to the Web, in order to retrieve sentences that contain
query and answer terms. Patterns are extracted from this set of sentences, and their
likelihood is computed in proportion to their redundancy on the web [7]. In both
cases, the new set of retrieved sentences is matched with paraphrases in order to
extract new answers. Another advantage of a huge set of paraphrases [10] is that
they considerably decrease the need for deep linguistic processing like: anaphora
resolution, uncovering complex syntactical or semantical relations, synonym resolu-
tion, etc. In some cases, it reduces the extraction to a pattern matching by means
of regular expressions [21].

Redundancy is an important tool for open-domain question answering systems.
In [10], they systematically explored the correlation between the performance of
QAS and the number of snippets. They concluded that the performance of their
system sharply increases until fifty snippets, increases slower from 50 to 200 snip-
pets, peaks at 200 snippets, and flatters and falls off slowly above 200 snippets.
The major drawback to these kinds of systems is that it is hard to find a massive
redundancy on domain specific topics. Hence, linguistic processing is still the core of
domain-specific question answering systems. In [22], they present a domain-specific
QAS which aims for finding answers in a set of technical documents by means of
paraphrases. In this strategy, paraphrases are not only word reordering matching
(by a set of rules or syntactical transformations), they are also considered as differ-
ent syntactical variations and mapped to the same logical representation. From this
representation, called Minimal Logical Form [24], they extracted answers by means
of a logical proof. As a result, they observed that domain-specific QAS must deal
with unknown specific lexicon, abbreviations and acronyms, and for this reason,
linguistic processing is still a vital issue. On all sides, redundancy is crucial for both
types of QAS. But, the more specific the engine is, the more linguistic processing
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it needs. A large-scale redundancy also provides of a way of validating whether an
answer is correct or not, and identifying unreliable sources readily.

In more practical terms, strategies based on paraphrases perform better when
questions aim for a name entity as an answer: Locations, Names, Organizations.
But, they perform poorly when they aim for Noun Phrases [21]. Due to the huge
amount of paraphrases, statistical methods are also used for extracting answers.
In [16], a statistical strategy which scores a given sentence and a substring of the
sentence, that is likely to be the answer, according to the query is presented. The
scoring strategy takes advantage of a distance metric between the sentence and the
query based on the noisy channel. As a result of testing this strategy, any rela-
tion between the type of the question and the performance of the system could be
identified. Moreover, this kind of strategy obtains many inexact answers. This is
a major problem on statistical-based approaches, because they frequently get in-
exact answers. The obtained answers usually consist of substrings of the answer,
the answer surrounded by some context words, or strings highly closed to answers.
Hence, the open research questions are: For which sorts of questions is linguistic
processing more appropiate?, How can QAS know a priori, how hard is to find the
answer for a given question?. These questions can be summarized in: When is it
appropiate to use deep processing, statistical based approaches and strategies based
on distributional patterns (like frequency counts, n-grams, etc)?.

The answer to this question has to do with the trade-off between the imple-
mentation of rule-based and easy re-trainable data-driven systems. Therefore, the
burning issue of combining different kinds of strategies, in order to re-rank answers,
has taken off. In QA jargon, this re-ranking step is know as answer validation.
In [21], a strategy for combining the output of different kinds of answer extractors
is introduced. This re-ranker is based on a Maximum Entropy Linear Classifier,
which was trained on a set of 48 different types of features such as ranking in the
answer extraction modules, redundancy, negative feedback, etc. Results show that
a good strategy for combing answer extractors can considerably improve the overall
performance of QAS (see also [23]).

Question answering systems restarted to catch the attention of research groups,
when the American Institute of Science and Technology (NIST) introduced the Ques-
tion Answering Track in the Text REtrieval Conference1 (TREC). Since 1999, this
track takes place every year, and during this track a challenge between different
QAS around the world is held: Carnegie Mellon University [32], IBM T.J. Watson
Research Center [33], Microsoft Research [34], MIT Computer Science and Artifi-
cial Intelligence Laboratory [35], University of Amsterdam [36], University of Edin-
burgh [37], University of Sheffield [38], amongst many others. In order to compare
the performance and the efficiency of different systems, TREC provides a set of
questions and a target corpus, from where QAS are challenged to extract answers.
This corpus and the set of questions vary from year to year. TREC also provides

1http://trec.nist.gov/

July 14, 2006



1.1. Question Answering Systems 8

answer patterns which are used for measuring the exactness of answers discovered
by QAS. As a logical consequence, the TREC corpus has become an invaluable set
of question-answer pairs, that are used as a common ground to evaluate QAS. Some
samples of factoid questions from the TREC corpus are:

Who was the first American in space?

The answers in the corpus are: “Alan Shepard” or “Shepard”. Another illustra-
tive example:

Who was elected president of South Africa in 1994?

The answers are “Nelson Mandela” or “Mandela”. Questions can be more com-
plex and do not necessarily aim at a single word or an entity. For instance:

Why can’t ostriches fly?

One of the answers provided by TREC is “wings that are too small to keep them
aloft”. The strategies for dealing with the TREC challenge widely differ from one
team to the other. The team of the University of Edinburgh presented his QED sys-
tem. QED classified the EAT in twelve categories: reason, manner, color, location,
definition, count, measure, date, location, name, abbreviation, and publication. This
system takes advantage of deep linguistic processing such as Categorial Grammar
and Discourse Rhetorical Theory (DRT). The answers are extracted by the unifi-
cation of DRT representation of the query and selected passages. At the answer
validation step, they used Google API2 for improving the accuracy of the final rank
of answers. QED also takes advantages of alignment algorithms for expanding the
set of answers of list questions [39,40]. The system of the University of Amsterdam
(XQuesta) uses senses of Wordnet3 for determining the EAT and a Name Entity
Recognizer for dealing with factoid questions. The MIT Question Answering Sys-
tem takes advantages of resources like: Yahoo, Google, Wikipedia4, Yahoo or Google
as a source of hypernyms and synonyms, etc. This system also uses Wikipedia for
answering list questions, and their question analysis tool identifies relative clauses.

TREC focuses special attention on the English Question Answering task, whereas
the Cross Language Evaluation Forum (CLEF) deals with the Multilingual and
Cross-Lingual tasks. The former task consists essentially in finding answers within
collections of documents in the language of the query prompted by the user. The
latter attempts to find answers in pairs of queries and a collection of documents of
different languages. CLEF5 has built a framework for testing, tuning and evaluat-
ing Information Retrieval and Question Answering systems operating on European
Languages in both monolingual and cross-lingual contexts. This framework consists
predominately of eight collections which contain news articles in eight different lan-
guages: Dutch, English, French, German, Italian, Russian, Spanish and Swedish.

2http://www.google.com/apis/
3http://wordnet.princeton.edu/
4http://en.wikipedia.org/
5http://www.clef-campaign.org/
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In this corpus, variations of languages are also taken into account, this means it
makes allowances for Portuguese from Brazil and Portugal, US and British English
and Swiss French. This is an additional factor, because significant differences in
orthography and lexicon across these pairs of languages exist [56]. QAS must be
therefore robust enough to cope with these variants. The sorts of question provided
by CLEF and TREC slightly differ. In particular, the Question Answering CLEF
2005 (QA@CLEF-2005) considered three sorts of question:

1. Temporally Unrestricted Factoid questions aim for answers such as ad-
dress locations, persons, measures, etc. For example: “Who invented the paper
clip?” (John Vaaler).

2. Temporally Restricted Factoid questions are also factoid questions, but
they assume one of the following three temporal restrictions:

(a) A Date: “Who won the soccer world championship in Germany in 2006?”
(Italy).

(b) A Period: “Who won the Wimbledon Grand Slam seven times between
1993 and 2000?” (Pete Sampras).

(c) A Event: “Who stopped the Pete Sampras eight wins in a Row of Wim-
bledon?”(R. Kracijek).

3. Definition Questions address exclusively organizations and people: “Who
is Roger Federer?” (current best Tennis Player).

Since Systems that take part into the CLEF competition must handle resources
associated to different languages, the complexity of their architecture dramatically
increases. Looking upon results of the QA@CLEF-2005 track, DFKI LT-Lab ob-
tained the best results for a pair of the two most spoken languages: English and
German. In order to determine the type of the question, this System [57] starts by
analyzing the query. The question type is used by the system controller for pick-
ing an adequate answering strategy. In the case of factoid questions, this System
extracts answers at the sentence level by identifying the following answer types:
PERSON, NUMBER, ORGANIZATION and LOCATION as well as DATE. In the
case of temporally restricted questions, one of the most interesting aspects of this
answering strategy is that they formally split the query into two sub-queries [60].
The first sub-query refers to the “timeless” proportion and the second to the tem-
porally restricted part. Later, answers to the restricted part of the query are used
for constraining the “timeless” part. In the case of the definition questions, linguis-
tics patterns are used for distinguishing descriptions: appositions and abbreviation-
explanation. Eventually, this System takes advantage of the Web in order to validate
answers. Currently, making allowances for the multilinguality of Web for extracting
or validating answers is often used by Question Answering Systems [37, 58]. For
the cross-lingual tasks, questions are translated into the language of the collection
of documents by means of several translation engines, the well-formedness of trans-
lated queries is then assessed by a linguistic parser. The most well-formed queries
were used for extracting answer afterwards.
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Evaluation is a crucial point in QAS. Even though, it is possible to determine
which is the best system in coping with a given set of questions and corpus (nor-
mally, the TREC corpus), it is extremely difficult to assess which system is better
than other in the overall sense. For starters, the linguistic phenomena on natural
language documents is not yet well understood. For this reason, it is unclear how to
properly assess the complexity of answering a particular question. Secondly, QAS
have several components and modules that make difficult to sharply distinguish the
contribution of each of them. Furthermore, the increasing use of machine learning
techniques makes this task even harder, because they usually aim for being indepen-
dent on the language and the corpus as well as the set of questions, thus, it is hard
to infer if a correlation between their performance and a particular kind of question,
corpus or language exists.

To sum it up, assessing QAS is not a trivial task, it has to do with evaluat-
ing complex software architectures and the uncertainty of the target phenomena.
Therefore, it is not desirable that an evaluation focus on only one score value. The
absence of exhaustive evaluations is an undesirable problem of the research in Ques-
tion Answering Systems.

1.2 Conclusions

In this chapter, the main features of Question Answering Systems were introduced.
In particular, two main components were discussed: Question Analysis and Answer
Extraction. The discussion focused attention on the significance for the question
answering task of the expected answer type, redundancy and paraphrases as well as
the trade-off between different strategies.

Lastly, this chapter also highlighted the topic of the evaluation of Question An-
swering Systems and the TREC and CLEF competitions.
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Chapter 2

Acquiring Syntactic Categories

The most commonly used document representation is known as the Vector Space
Model (VSM) [17]. Here, a document D is represented as a vector in a space in
which each dimension is associated with the frequency of one word wi in the dictio-
nary W .

D = (freq(w1), freq(w2), . . . , freq(wω)) ∈ <ω

In this representation, some grammatical information is lost because the order
of words and punctuation is ignored leading to broken phrases [18]. For example,
“Albert Einstein” is split into “Albert” and “Einstein” without representing their
syntactic relation. This model also does not take into account the role of words as
modifiers in their local context, or as suppliers of the predicate or argument of the
main proposition being expressed.

The role of a word in a text is given by its syntactic category (i.e., noun, verb,
adjective). From the statistical viewpoint, syntactic rules involve distributional
patterns, whereas in linguistics, distributional analysis is referred to as the study of
syntactic properties that are in essence distributional. Even though distributional
analysis tries to model this syntactic phenomena, it is well-known that it can not
deal with the semantic phenomena presented on natural language text.

This chapter is organized as follows: section 2.1 describes two approaches for
learning the syntactic behavior of words on unstructured text, section 2.2, describes
two approaches for using the inferred syntactic behavior of words in question an-
swering, and section 2.3 draws some conclusions.

2.1 Learning Syntactic Categories from raw text

Many efforts have been put in modelling the syntactic behavior of words using
unsupervised mechanisms [1,2]. In these two approaches [1,2], each word wi ∈ W is
represented by two vectors, called syntactic context vectors. The dimensions of the
first vector φl(wi) represent how often the other words in W appear immediately to
the left of wi, whereas the second vector φr(wi) follows a similar strategy for words
that appear immediately to the right.

11
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To illustrate, consider the next two sentences: “The thermometer was invented
by Galileo” and “The zipper was invented by Judson”. The syntactic context vectors
of these sentences are sketched in the following matrices1:

by Galileo invented Judson the thermometer was zipper
by 0 0 2 0 0 0 0 0

Galileo 1 0 0 0 0 0 0 0
invented 0 0 0 0 0 0 2 0
Judson 1 0 0 0 0 0 0 0

The 0 0 0 0 0 0 0 0
thermometer 0 0 0 0 1 0 0 0

was 0 0 0 0 0 1 0 1
zipper 0 0 0 0 1 0 0 0

Table 2.1: Left syntactic context vectors.

by Galileo invented Judson the thermometer was zipper
by 0 1 0 1 0 0 0 0

Galileo 0 0 0 0 0 0 0 0
invented 2 0 0 0 0 0 0 0
Judson 0 0 0 0 0 0 0 0

The 0 0 0 0 0 1 0 1
thermometer 0 0 0 0 0 0 1 0

was 0 0 2 0 0 0 0 0
zipper 0 0 0 0 0 0 1 0

Table 2.2: Right syntactic context vectors.

From tables 2.1 and 2.2, we realize that the matrix of the right syntactic con-
text vectors is the transpose of the matrix of left syntactic context vectors. In table
2.1, we read that “by” appears two times to the right of “invented”, and in table
2.2, “invented” appears two times to the right of “was”. The main problem of the
syntactic context vectors is that the degree of overlap can not be computed in the
original vector space due to their sparseness. A simple similarity measure based on
cosine can draw misleading classifications, even though the frequency of words is
high. A good example is in [1]: “a” and “an” do not share any neighbours, because
“an” appears whenever the sound of the next word starts with a vowel and “a” with
a consonant, then the similarity is zero, but they have the same syntactic category.

In both approaches, they represented syntactic context vectors in another spe-
cially designed space, in which different syntactical categories show distinctions.
Consequently, they found that syntactic context vectors of words contain the infor-
mation about their syntactic behavior.

1Along the chapter, instructive values are in bold numbers.
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2.1.1 Distinguishing Different Syntactic Categories

The first approach is due to Goldsmith and Belkin [2], who constructed a nearest-
neighbor graph in which vertices represented words and edges pairs of words whose
distribution in the corpus was similar. For this graph, they used the top 500 and
1000 frequent words. For each pair of words, the cosine of the angle of their syntax
context vector was computed, and the 5, 10, 20 and 50 closest neighbors were se-
lected. From this matrix, they built a canonical representation C, in which a value
of zero was assigned to every element in the diagonal and wherever there was a zero
in the original matrix, a value of one was assigned whenever a value was greater
than zero in the original matrix.

They defined a diagonal matrix E, in which each value is the degree of each
vertex. Then, they compute the normalized laplacian of E − C. The laplacian is a
positive semi-definite symmetric matrix, therefore, all eigenvalues of the matrix are
non-negative. The first and the second eigenvectors -corresponding to the lowest
eigenvalues- derived from each syntax context vector were used to build a graphic
representation of the syntactic behaviour of the words in the corpus. These vectors
have a coordinate for each of the K most frequent words in the corpus. Eventually,
they concluded that using these lowest-valued eigenvectors provides a good graphical
representation of words, in the sense that words with similar left-hand neighbours
will be close together in the graph.

Even though this strategy does not lead to a sharp distinction of syntactic cate-
gories, it can distinguish syntactically heterogeneous set of words [2]. The strategy
was evaluated for two languages French and English. For English, the syntax cate-
gory of many constituents (i.e., non-infinitive verbs, infinite verbs, nouns, etc) were
correctly inferred. For French, other categories such as female nouns, plural nouns,
finite verbs, etc. were clustered.

2.1.2 Acquiring Syntactic Behavior in presence of ambiguity

In [1], a model for the acquisition of syntactic categories from raw text in presence
of ambiguity is introduced. In this model, called TAG SPACE, two matrices are
built from the syntactic context vectors of the 250 most frequent words. The Sin-
gular Value Decomposition (SVD) was used for reducing the dimension of the two
matrices and for solving the problem of sparseness of the data. The dimension of the
matrices in the reduced space was 50 and they used the group average agglomeration
algorithm for clustering.

In addition, this approach did not take advantage only of the syntactic context
vectors of wi like in [2], it also considered the syntactic context vectors of the pre-
ceding and following words. In this way, they were able to improve the accuracy of
the learning process. This issue had a significant impact on the quality of results,
because this approach was capable of clustering words having an ambiguous behav-
ior.

July 14, 2006



2.2. Learning Syntactic Categories for Question Answering 14

As well as that, the accuracy of the learning process was also improved by a
new kind of syntax context vectors, called generalized context vectors. These vectors
were obtained by counting frequencies of classes of words -in the reduced space- that
appeared to the left and to the right of each word. Furthermore, the performance
was increased by assigning a special tag to pairs of classes that often occurred
consecutively.

2.2 Learning Syntactic Categories for Question

Answering

2.2.1 Syntactic Bonding/Chains of Related Words

In this approach, a document is a multi–set of all sentences which are extracted from
all the N–best snippets returned by a search engine.2 A vector–space document
representation is proposed, based on the following binary variable:

Xsik =

{
1 if the word wi is in the sentence Ss at position k
0 otherwise.

where len(Ss) is defined as a function which returns the number of words in a
sentence Ss. Then, the frequency of the word wi in the document is given by:

freq(wi) =
σ∑

s=1

len(Ss)∑

k=1

Xsik, ∀w, 1 ≤ i ≤ ω (2.1)

when wj is a word in W , 1 ≤ j ≤ ω. For example, the document D=“John
loves Mary. John kisses Mary every night.” has two sentences determined by the
dot. Considering that “w1” is “John”, then X111 will match the first occurrence of
“John” and X211 the second. Xs1k takes the value of one for only this two occur-
rences. Therefore, freq(“John”) will be the sum of X111 + X211 = 2.

A document D is represented by the set of tuples:

D = {< wi, wj, ε, freq(wi, wj, ε) >, ∀ i, j, ε, 0 ≤ ε ≤ Υ ∧ freq(wi, wj, ε) > 0}
where freq(wi, wj, ε) is the frequency of wi with which it appears to the left of wj,
and ε is the absolute distance of their positions in the sentence:

freq(wi, wj, ε) =
σ∑

s=1

len(Ss)∑

k=ε+1

Xsi(k−ε)Xsjk (2.2)

For instance, freq(“John”, “Mary”, 1) = 2 means that the pattern John * Mary was
observed 2–times in the document D. Γ(wi, wj, ε, v) : W ×W ×N ×N → {0, 1} is
defined as a function that returns one if the freq(wi, wj, ε) is equal to v, otherwise
it returns zero. Using this notation, it is defined:

2Very simple rules for mapping a snippet to a stream of sentences are used, basically standard
punctuation signs as splitting points: colon, semicolon, coma, and dot.
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G(v) =
ω∑

i=1

ω∑
j=1

Υ∑
ε=1

Γ(wi, wj, ε, v) (2.3)

G(v) determines the amount of pairs of words that occur v times in the document.
In the example, the only tuple that occurs two times is John * Mary, then G(2) = 1.

2.2.2 Ranking Sentences

A sentence Ss in a document is ranked by means of a specially designed matrix M .
This matrix is constructed from the tuples in D in the following way:

Mij(Ss) =





freq(wi, wj, ε) if i < j;
freq(wj, wi, ε) if i > j;
0 otherwise.

wi and wj are two words in Ss, ε is the distance between wi and wj, ε=abs(i-j),
0 ≤ ε ≤ α, and α=len(Ss). This matrix models the strength of the relation or
correlation between two words wi and wj in a sentence Ss.

The following filtering rule reduces the size of the representation of D and the
noise of long sequences of low correlated words:

∀i, j Mij ≤ ζ ⇒ Mij = 0

where ζ is an empirical determined threshold. This rule allows to remove some
syntactic relations of a word which are probably not important. For example, the
English word of is a closed class word and as such will co-occur very often with
different words at different positions. However, if it is part of a phrase like The
President of Germany, the definition above allows us to keep of in the noun phrase,
because it typically occurs with short distance in such specific syntactic construction.

Then, the rank of a sentence Ss is defined as follows:

rank(Ss) = λmax(M(Ss))

where λmax(M(Ss)) is the greatest eigenvalue of the matrix M constructed from
the sentence Ss, see also [19]. This eigenvalue gives the amount of “energy” or
“syntactic bonding force” captured by the eigenvector related with λmax. Note that
computing the eigenvalues for a small matrix is not a demanding task, and M is
a matrix of size len(Ss), which in case of snippets is small. There are two more
aspects of M that is worths mentioning:

1. ∀i Mii = 0 ⇒ ∑
∀i Mii = 0 ⇒ ∑

∀ f λf = 0.

2. ∀i, j Mij = Mji, the spectral theorem implies that ∀f λf ∈ <, and all eigenvec-
tors are orthogonal.3

The second aspect guarantees that for each sentence Ss, the value for rank(Ss)
is a real number.

3The spectral theorem claims that for a real symmetric n-by-n matrix, like M , all its eigenvalues
λf are real, and there exist n linearly eigenvectors ef for this matrix which are mutually orthogonal.
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Algorithm 1: extractPredictedAnswers

input : M ,Ss

begin1

predictedAnswers = Ss;2

if numberOfWords(wi) > 3 then3

forall wi ∈ Ss do4

flag = true;5

forall wj ∈ Ss do6

if Mijε > 0 then flag=false;7

end8

if flag then replace wi with ”*”;9

end10

predictedAnswers = split(Ss,”*”);11

end12

return predictedAnswers;13

end14

2.2.3 Extracting Predicted Answers

The matrix M contains the frequency of each pair of words of Ss, which appears in
this sentence and which has the same distance in the whole document. Sequences
of word pairs which frequently co–occur with same distance in M are interpreted
as chains of related words, i.e., groups of words that have an important meaning in
the document. This is important if we also consider the fact that, in general, snip-
pets are not necessarily contiguous pieces of texts, and usually are not syntactically
well–formed paragraphs due to some intentionally introduced breaks (e.g., denoted
by some dots betweens the text fragments). The claim is that these chains can be
used for extracting answer prediction candidates. Algorithm 1 extracts predicted
answers from a sentence Ss. It aims to replace low correlated words with a star,
where a low correlated word is a word in a sentence that has a low correlation with
any other word in the same sentence. Sequences of high correlated words are sep-
arated by one or more stars. Thus, low correlated words in sentences define the
points for cutting a sentence into smaller units.

In order to assess this answer prediction strategy, traditional answer extraction
modules based on lexical databases and pattern matching as well as stop-lists were
implemented. The set of questions aimed for a LOCATION, PERSON or DATE as
an answer, which answers were extracted from the predicted answers. Experiments
were carried out in four languages: English, German and Portuguese as well as
Spanish. Results showed that this extracting schema works well for a language like
English, for which exists a massive redundancy on the Web (see full details in [52]).
In contrast to the other three languages, for which there is not yet a large-scale
redundancy on the web and the other of words is more flexible.
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2.3 Acquiring Syntactic Patterns for Question An-

swering

In this work, an agent-based approach to question answering was introduced, in
which the syntactic behavior of a particular EAT is learnt by means of the syntactic
context vectors of question-answer pairs obtained in questions previously answered.
From here, the learnt syntactic context vectors were used for extracting new answers
to the same or new questions.

Let Q∗ be the set of all questions that triggered the question answering system
which aims to the same EAT. A is the set of answers to the questions in Q∗. Each
component φi of the syntactic context vectors of the EAT of Q∗ is given by:

φl
i(EAT ) = sum∀Aj∈Afreq(wi, Aj, 0)

φr
i (EAT ) = sum∀Aj∈Afreq(Aj, wi, 0)

Where freq(wi, Aj, 0) is the frequency in which wi occurs immediately to the left of
Aj, the sum over all Aj ∈ A gives the frequency of wi to the left of the EAT, and
freq(Aj, wi, 0) is the homologous to the right. Next, φl(EAT ) and φr(EAT ) provide
the information of the role of the EAT in the local context. For the simplicity sake,
φl and φr refer to syntactic context vectors φl(EAT ) and φr(EAT ) respectively. If
we consider the example in section 2.1, φl(INV ENTOR) and φr(INV ENTOR)
are given by:

by Galileo invented Judson the thermometer was zipper
φl 2 0 0 0 0 0 0 0
φr 0 0 0 0 0 0 0 0

Table 2.3: syntactic context vectors of the EAT PERSON/INVENTOR.

φr is the null vector, because of the fact that no word occurs to the right of the
EAT PERSON/INVENTOR.

Then, the Syntactic Likelihood of an answer A
′
is computed as follows:

L(A
′
) = φlφl(A

′
) + φrφr(A

′
) (2.4)

Where φlφl(A
′
) is the sum of the product of each component of the left syntactic

context vector of the EAT, whereas the left syntactic context vector of the answer
A
′
, φrφr(A

′
) is the homologous to the right. Every answer is measured according

to the amount of its context words in the snippets that match the context words of
the EAT and the strength of this matching is according to their frequencies. The
context words, which are assumed to occur more often in the context of the EAT
have a stronger relationship with the EAT, and therefore, are stronger indicators for
scoring a new answer.
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Consider a document consisting of the following sentence: “The kevlar was in-
vented by Kwolek.”. The next two tables illustrate the syntactic context vectors of
this document:

The kevlar was invented by Kwolek
The 0 0 0 0 0 0

kevlar 1 0 0 0 0 0
was 0 1 0 0 0 0

invented 0 0 1 0 0 0
by 0 0 0 1 0 0

Kwolek 0 0 0 0 1 0

Table 2.4: Left syntactic context vectors of the document.

The kevlar was invented by Kwolek
The 0 1 0 0 0 0

kevlar 0 0 1 0 0 0
was 0 0 0 1 0 0

invented 0 0 0 0 1 0
by 0 0 0 0 0 1

Kwolek 0 0 0 0 0 0

Table 2.5: Right syntactic context vectors of the document.

Then, the likelihood of each word to the EAT is given by the following table:

The kevlar was invented by Kwolek

φlφl(A
′
) 0 0 0 0 0 2

φrφr(A
′
) 0 0 0 0 0 0

Total 0 0 0 0 0 2

Table 2.6: syntactic context vectors of the EAT PERSON/INVENTOR.

The only word that contributes to the likelihood is “by” -when it is to the left
to the EAT-. The only match occurs with the occurrence of “by” to the left of
“Kwolek”, as a result, it is the only word with likelihood greater than zero.

Experiments suggest that this likelihood is strongly affected by the data sparse-
ness. However, the aim of the approach is not to cluster words to uncover their
syntactic categories. The model assumes that every Aj ∈ A has the same syntactic
behavior in the local context of the answer, and therefore, the main interest was in
the likelihood of A

′
in this context.
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The strategy was assessed with a set of questions in English that aim for a
LOCATION as an answer. This learning strategy was able to identify locations
that are normally difficult to identify for traditional answer extraction strategies,
some examples are: Where is bile produced? (liver), Where is the Sea of Tranquility?
(moon), Where is the volcano Olympus Mons located? (mars), Where does chocolate
come from? (Cacao), Where is the Gateway Arch? (Jefferson National Expansion
Memorial).

2.4 Conclusions

In this chapter, two techniques for the unsupervised learning of the syntactic behav-
ior of words in raw text were introduced. Both techniques are based on two vectors
that model the local context of words. Also, two approaches that exploit syntactical
information for answering natural language questions were introduced. One take
advantage of the syntactic context vectors, and the other make inference from the
relative position of words in text.

On the whole, the syntactic behaviour of words is a key issue in Question An-
swering Systems, especially, while the system is identifying answer candidates.
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Chapter 3

Genetic Algorithms

Genetic Algorithms(GA) are computational models or algorithms, proposed by Hol-
land [3], which are inspired by the natural selection process described by Charles
Darwin. Charles Darwin in his book On the Origin of Species by Means of Natural
Selection, or The Preservation of Favoured Races in the Struggle for Life stated:

• Species reproduce in order to survive, when they reproduce, they tend to
produce offspring that are more suitable to the environment.

• As a result of the lack of resources, individuals compete with each other causing
some of them to not survive.

• Due to some desirable genome, individuals that are more suitable to the com-
petitive environment are more likely to survive.

• If the environment changes, the gnome of individuals will change in order to
adapt to the new conditions of the environment.

The idea of the natural selection process is that each individual takes part in a
fierce and cut-throat competition for resources and attracting mates. On the one
hand, those individuals which are successful will have a relatively larger number of
offspring. On the other hand, weaker individuals will produce a relatively smaller
number of offspring. Then, individuals in the next generation will have a greater
number of genes that come from stronger individuals. In that way, they will become
more suited to their environment in the long term.

By mimicking this natural selection process, GA are able to solve real world
search and optimization problems. A simple web search can show the enormous
number of applications to which GA have been applied. In GA, each solution is like
an individual in the population, and the value of how suitable (good) each solution
is to the environment (problem) is given by a fitness score. Due to the fact that
highly scored individuals have greater opportunities to reproduce, they spread their
genes throughout the population and genes of weaker members tend to disappear
gradually over the time. This selection mechanism guarantees that the GA will
search the most promising areas of the search space, while they are evolving the
population. Therefore, they will tend to converge to the optimal solution, or in the
worst case, to a high quality solution in a short time.
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There are many implementations of genetic algorithms in the literature, but it
is still the case that most of the theory refers to the genetic algorithm introduced
by Holland in 1975, which in some papers [51] is referred to as the canonical genetic
algorithm. In this chapter, the canonical genetic algorithm is reviewed in order
to explain the more essential and interesting features of GA. In this chapter, The
Schemata Theorem is also discussed at a greater length, which is the traditional
explanation for the outstanding performance of GA.

3.1 The Canonical Genetic Algorithm

The Canonical Genetic Algorithm (CGA) is the basis of almost all other imple-
mentations of genetic algorithms. CGA have predominantly concentrated the most
important amount of theoretical research. In CGA, each individual is represented
by a sequence of zeros and ones. For example, figure 3.1 shows an individual repre-
senting the number 178:

Figure 3.1: Binary Representation.

In the literature, this representation is commonly referred as Binary Represen-
tation of a genotype or chromosome. Individuals in GA are not narrowly restricted
to binary numbers. However, normally, it is necessary to design specialized chromo-
somes to deal with the different characteristics of each specific problem which the
GA target. Let us consider that the selection process of girls for promoting a new
product during the next summer, a chromosome representing the conspicuous and
central features of what an employee could look like:

genes/genotype Phenotype
height (cms) 180

Chromosome weight 65
hair-color red
eyes-color blue

Table 3.1: Non-binary chromosome representation.

Phenotype is the value or the information necessary for building an organism or
individual. The fitness of an individual entirely depends on the phenotype. In GA,
there are also other components that are highly dependent on the problem: The
goal or fitness function and the operators.
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Normally, GA are used to solving hard problems, where there is not known de-
terministic algorithm that can solve them in polynomial time. The difficulty of
these kinds of problems, usually of a combinatorial nature, relies on the fact that
the value of each variable has an important impact on the value of other variables,
forcing these implicit effects to be considered while an algorithm is trying to solve
the problem. In practical terms, a decision in the future is severely constrained by
decisions at previous steps and the overall profit depends crucially on the sequence
of decisions. This interaction is called epistasis and GA tackle it while they are try-
ing to solve the problem. GA are also used for problems where algorithms exist that
can solve them in polynomial time, but GA can solve them faster. Time is a critical
issue for some real time applications, where the optimal solution is not strictly neces-
sary, but being fast and closer to the optimal solution is enough to solve the problem.

The Fitness function measures how good a solution is, by returning a number
proportional to the “utility” of a given phenotype. For example, if we consider that
a utility function is equal to the square value of the phenotype f(x) = x2, the fitness
for the chromosome on our example would be f(178) = 31684. In real applications,
we seldom find that the quality of a solution depends only on one factor, usually, a
set of fitness functions is necessary to evaluate the quality of an individual. For in-
stance, consider the Vehicle Routing Problem:“A set of trucks must deliver goods to
a set of clients visiting each of them only once, the chief of the company is interested
in doing this by reducing the cost of the delivery and the number of trucks”. These
kinds of problems, where we look for “trade-offs” instead of single solutions, are
referred to as Multi-objective Problems [6] and GA are also capable of solving
these kinds of problems.

The goal function is the most critical component in the performance of GA [4].
On the one hand, we desire a smooth and regular fitness function, so that chromo-
somes with reasonable fitness are close in the space to the ones with slightly better
fitness [4], although it is normally not possible to build such a function. On the
other hand, it must be efficient as every individual in the population of each gen-
eration will be evaluated, therefore the computational resources needed to compute
the fitness value is a crucial point in the design of GA.

In practice, there are two well-known problems regarding the goal function [5]:

1. Premature Convergence occurs when GA converge to a highly local op-
timal, but not the optima, due to some genes of highly fit individuals which
gradually take over the population. The capability of the GA of escaping from
this local optima is given by mutation. There are also two other strategies
for dealing with this undesirable situation: (a) changing the selection rule,
(b) compressing the range of the fitness in order to prevent any “over-fit”
individual from taking over the population [4].
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2. Slow finishing is when the average fitness of the population is high, and
the difference in the fitness of individuals is small. Consequently, there is
an insufficient gradient in the fitness function to push the GA towards the
maximum and it converges to a local optima [4]. This problem is tackled in a
similar way as the premature convergence.

These two drawbacks are due to the fact that offspring of too highly fit individuals
are strongly favoured, while GA are selecting its population for the next generation.
These offspring normally belong to the same region of the space of their parents,
and their fitness and/or genes differ slightly from the fitness value and/or genes of
their parents.

The way that GA build the individual of the next generation is called Repro-
duction or Recombination mechanisms, and the instruments that perform this
recombination are called Operators. Normally, and also in CGA, recombination
mechanisms are not applied to all individuals in the population; usually, they are
randomly selected according to their fitness value. The two most common recombi-
nation mechanisms are crossover and mutation:

1. Crossover The probability of crossing over (pc) two individuals is between
0.6 and 1, usually 0.8. There are many ways of crossing over two individuals,
sometimes specialized operators are designed according to a particular prob-
lem. In CGA, this operator is called Single-point crossover. Here, individuals
are cut at a random point generating two heads and two tails, and tails are
exchanged afterwards.

Figure 3.2: Single Point Cross Over.

When individuals are cut at two different random points, the operator is called
2-point crossover. In this case, individuals are interpreted as a loop, in which
the end and the beginning can simultaneously belong to the segment that will
be exchanged.
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Figure 3.3: 2-Point Cross Over.

2. Mutation The probability of mutating (pm) an individual is lower than 0.1.
Mutation consists in changing the value of a gene of an individual. In CGA, it
means flipping the value from one to zero, or from zero to one. This operator
helps the GA to tackle the problem of premature converge by trying new genes.

Figure 3.4: Mutation.

Both operators offer a trade-off between exploitation and exploration of the
search space. Exploitation is due to cross over and it aims for testing new zones
of regions where individuals of the current population belong. The act of jumping
from one region to another is called exploration, and in GA, this role corresponds
to the mutation operator. Hence, in GA jargon, people talk about the one-to-
one correspondence between exploitation and cross-over, exploration and mutation.
Consequently, tuning parameters of GA has to do with setting their exploitative
and explorative power. In the literature of CGA, we find many standard parameter
settings. Two of them are summarized in table 3.2:
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Parameter DeJong and Spears [41] Grefenstette [42]
Population Size 50 30

Number of Generations 1000 -
pc 0.6 0.9
pm 0.001 0.01

Table 3.2: Two well-known GA parameter settings.

In most cases, GA with standard set of parameters perform satisfactory. Some-
times, due to the characteristics of the problem or the demand upon performance,
manual tuning is necessary. Manual tuning is always a demanding task, because it
involves carrying out a significant number of experiments in order to find a good set
of parameters. This is one of the main disadvantages to the design of GA.

GA choose individuals for the next generation by means of a mechanism called
Selection. Like the natural selection of species, the selection mechanism assigns
a probability of survival to each individual proportional to its fitness, this strategy
is also know as stochastic sampling with replacement. The most common selection
strategies are:

Elitist A set of the best individuals of a generation are passed to the next gen-
eration. Normally, only the best individual is passed from generation to gen-
eration. There is also the possibility of replacing an individual - usually the
worst or a random one- with the best individual found during the whole search
process.

Proportional The selection is performed proportionally according to their fitness
value, in this way, there is a higher probability, but not a certainty, that the
best individuals will pass on to the next generation.

Rulet individuals are selected randomly according to the difference between their
fitness and the fitness of their competitors.

The flow of CGA is shown in algorithm 2. The execution of GA is split into two
phases: selection and recombination. The selection creates an intermediate pop-
ulation which is recombined and parents are replaced with their offspring in the
next generation. Each of these cycles is called iteration. Lines two and three build
the initial population, normally, by some random generation process. Lines four to
25 show the cycle of a generation in GA. Line five selects individuals for the next
generation, line six to thirteen aim at the recombination mechanisms. Here, cross
over takes place with a probability pc, and parents are replaced with new individuals
in the new population (line 11). After crossover (lines 14 to 21), GA apply mutation
with a probability pm. The new offspring replaces its parent in the new population
(line 19). Lines 22 to 24 check if a stop condition is fulfilled. Line 26 returns the
best individual.

July 14, 2006



3.1. The Canonical Genetic Algorithm 26

Algorithm 2: Canonical Genetic Algorithm

begin1

Generate initial population2

Compute fitness of each individual3

while not finished do4

Select individuals for next generation5

for population size / 2 do6

if random() ≤ pc then7

Select two individuals for reproduction8

Generate offspring by crossing over9

Compute fitness of the two offspring10

replace parents with offspring11

end12

end13

for population size do14

if random() ≤ pm then15

Select an individual for mutation16

Generate offspring by mutating17

Compute fitness of the offspring18

Replace parent with offspring19

end20

end21

if population has converged then22

finished:=true23

end24

end25

return BestFound;26

end27

July 14, 2006



3.2. The Schemata Theorem 27

3.2 The Schemata Theorem

The clear advantages of GA over other search techniques are that they are well
founded and robust as well as have been tested on a wide range of problem areas.

Many research has concentrated on understanding the remarkable performance
of GA. The most well-know explanation is called The Schema Theorem which
is due to Holland [3]. According to Holland, a schema is a pattern of gene values,
which represents some region of the space that contains ones or zeros at certain
places. Schematas are represented by the alphabet {0,1,#}, where ”#” can be any-
thing. For example, the individual 01011111 is a member of regions 01####1# ,
0##1###1, ##0##11#, etc.

The schemata theorem claims that opportunities of reproduction of an individual
solely depend on its fitness function, which is computed according to its phenotype.
Thus, schematas which give a better fitness pass through one generation to the other.

In this propagation strategy, cross-over suffers from two drawbacks that consid-
erably slow the rate of evolution:

1. Good individuals are tested many times over generations, this means evaluat-
ing the goal function many times for the same individuals.

2. Offspring can move from one region to another, playing an explorative instead
of an exploitative role.

The probability that offspring move from one region to the other mainly depends
on the distance between ones and zeros that define the region. For instance, cutting
at the second position is the only way that the individual 01###### could leave
its region, but independently on the gene where the individual 0######1 is cut,
the risk from leaving the region of its parents exists. Hence, block of adjacent ones
and zeros, called compact blocks, are most likely to be propagated into next gen-
erations with a probability proportional to the fitness of individuals that carry them.

In natural genetics [43], inversion is the operation that sometimes rearranges
genes so to bring offspring closer to their parents. Then, the new building blocks
are more compact and less subject to being broken up by crossover [43]. If they
specify a region of high average fitness, then the less compact blocks are automati-
cally replaced by more compact ones, because they lose few offspring.

In GA, different individuals with several genes explore the search space in paral-
lel, this implicit parallelism is one of the accepted explanations for the outstanding
performance of GA and one of the advantages over other search techniques. Hol-
land claimed that the optimal way of searching the space is assigning a number of
reproductive trials to individuals proportional to their relative fitness. In this way,
relatively better genes have more chances to be in next generations than relatively
weaker genes.
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Implicit parallelism allows to efficiently explore a large region of the search space
using only few individuals, and the success of an individual is not only due to one
gene, but rather to the block. This propagation strategy is also the major drawback,
because evolution is inductive, that is, it does not aim at best individuals, it aims
for running away from adverse circumstances. Therefore, the population can reach a
steady state where all individuals are away from unfavourable circumstances, in the
same way that GA are trapped in a suboptimal solution. In GA, it is said that when
95% of the population share the same value on the genes, the population converge,
and premature convergence is due to the underlying assumption of the schemata
theorem that GA handle an infinity population.

3.3 Conclusions

In this chapter, foundations and important features of the Genetic Algorithms were
introduced. This chapter focused especially on the Canonical Genetic Algorithm,
which was presented by John Holland in 1975.

This chapter also addressed the schemata theorem, which is the traditional ex-
planation for the dazzling and outstanding performance of Genetic algorithms in
many real-life problems.
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Chapter 4

Web Question Answering:
Baseline and Evaluation

Question Answering Systems (QAS) extract answers to natural language questions
from raw text. This answering task consists essentially of two major steps: retriev-
ing promising documents and determining which strings are most likely to be the
answer. Without a shadow of doubt, the performance of both components have a
significant impact on the overall performance of question answering systems.

In most cases, natural language questions represent some sort of close relations
amongst entities, where the answer is the missing part of this relation: one or more
entities, or the kind of relation that entities hold [29]. To illustrate this, consider
the following relation between two sorts of entity:

Inventor invented Invention

In this instructive example, “inventor” and “invention” are entities, and the relation
they hold is “invented”/“was invented by”. The missing part of the relation can be
one or more entities:

Who invented Invention?
What invented Inventor?

In the same way, the missing element may aim at the relation that entities hold:

How are Inventor and Invention related?
What is the relation between Inventor and Invention?

Broadly speaking, the difficulty of discovering the answer to a question has to do
with successfully uncovering the missing part of the relation established by query,
and the overall performance of QAS has to do with their success in coping with
different kinds of relations and entities.

29



Chapter 4. Web Question Answering: Baseline and Evaluation 30

The complexity of this uncovering task is due not only to the formulation of
the question, the underlying linguistic phenomena on the corpus also contributes
substantially to the difficulty of the task. In natural language documents, we
may find uncountable variations that express the same concepts and ideas. For
instance, entities can be written in many different forms (i.e. “Alexander Gra-
ham Bell”, “Graham Bell”, “Bell”, ”Alexander G. Bell”,“The inventor of the tele-
phone”, etc) and many words can signal at the same relation (i.e. “invented”,“was
developed”,“discovered”,“was created”, etc.). In deed, the linguistic phenomena
presented in natural language corpus is much more complex than considering only
possible variations of entities and relations. It involves reference resolution, complex
syntactical and semantical relations, morphology, inference, world knowledge, etc.
All things considered, the answer to a particular question can be easily extracted
from one corpus, on the contrary, extracting the answer to the same question from
another corpus can be an extremely difficult task. Furthermore, trying to clearly
identify that there is no answer on the corpus can be even harder, which, this is not
an unusual case. Consequently, QAS try to effectively deal with questions that aim
at some sorts of entities and relations.

All in all, in order to attempt to properly assess the efficiency of QAS, three im-
portant issues must be taken into account: (a) metrics, (b) the contribution of the
system, and (c) the complexity of the task. In the first issue, different metrics aim
for evaluating different aspects of systems. For this reason, a metric must be chosen
according to the aspect of interest: speed, precision, recall, quality of the answer,
etc. In the second issue, the architecture of QAS consists merely of many special-
ized components that are combined in different ways in order to deal with questions
aiming at different kinds of relations and entities. As a logical consequence, mea-
suring accurately the contribution of each individual component is a laborious and
hard task. In particular, if we consider that some QAS make stochastic decisions
while they are searching for an answer. In the third issue, the performance of QAS
is highly dependent on the complexity of the underlying linguistic phenomena in
the corpus. On the one hand, sometimes purpose-built algorithms are not necessary
to extract some answers from a given corpus, which can be extracted by means
of general-purpose answer extractors. On the other hand, when general-purpose
techniques are not enough to rank answer candidates, the use of more sophisticated
strategies is necessary. Given the fact that we need to accurately assess the contri-
butions of sophisticated systems, it can be concluded that a baseline is necessary.

In general, a Baseline is a traditional and well-known as well as effective strat-
egy, which provides a construction line that helps to have a notion of the complexity
of the task, in this way, it helps to discriminate the contribution of novel systems.

This chapter is organized as follows: section 4.1 describes a general overview of
the Web question answering problem, section 4.2 brings up the topic of the design of
a baseline, section 4.3, goes over the Term Frequency - Inverse Document Frequency
metric, section 4.4, presents the proposed baseline, section 4.5, goes over an ad-hoc
evaluation metric, and section 4.6, draws some conclusions.
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4.1 Web Question Answering Problem

The Web Question Answering Problem can be viewed as the problem of searching
for a set of strings that represent answers to a given natural language question Q.
A string represents an answer to Q, when it is the missing member of the relation
established by the query.

To begin with a formal description of the Web Question Answering Problem,
consider S to be a set consisting of the σ different sentences extracted from a set ϕ
of N snippets. Ss is the s-th sentence in σ, 1 ≤ s ≤ σ. Let us also consider Bsk1k2

as an n-gram of β = k2− k1 + 1 words in Ss which starts at position k1 and ends at
position k2, len(Ss) ≥ k2 ≥ k1 ≥ 1. If k1 = k2, Bsk1k2 is an uni-gram.

Then, the Question Answering Problem consists in finding the n-gram that
satisfies:

max K(Bsk1k2 , Q) (4.1)

Where K is a function which states how likely the n-gram represents an answer to
Q. Essentially, how likely Bsk1k2 plays the role of the missing part of the relation
established by the query. It seems that there is no standard function K that solves
this problem for any kind of question Q and any given set of n-grams. To illustrate
this model, consider the following set of sentences:

S = {S1 = “Igor Sikorsky invented the helicopter”,

S2 = “The tea bag was invented by Thomas Sullivan”}
Some n-grams extracted from S are: B112=“Igor Sikorsky”, B223=“tea bag”,

B278=“Thomas Sullivan”. Normally, Bsk1k2 can not contain a set of Q∗ banned
terms, which are usually from the query or it can not be in the stop list % of the
language:

Bsk′k′′ 6∈ Q∗, ∀ k
′
, k

′′
, k1 ≤ k

′ ≤ k
′′ ≤ k2

Bsk′k′ 6∈ %, ∀ k
′
, k1 ≤ k

′ ≤ k2

This assumption is due to the fact that elements of a stop-list or from the query
are not likely to be the missing part of the relation established by the query. In the
illustrative example, B255=“invented” and B144=“the” can not be considered an-
swers, because “invented” belongs to the set of banned terms Q∗, and “the” belongs
to the stop-list %.

The size of the search space If we retrieve an average of σ̄ sentences per snip-
pet, and we assume Ῡ as the average number of words on a sentence, the Number
of Possible Answers (NPA) is given by:

NPA =
N ∗ σ̄ ∗ Ῡ ∗ (Ῡ− 1)

2
(4.2)
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The factor Ῡ(Ῡ−1)
2

represents the number of possible n-grams of different length.
This value results from an arithmetic series given by every sentence of length Ῡ has
one possible Ῡ-gram, two (Ῡ-1)-grams, until Ῡ uni-grams. For simple values like
N=10, σ=3, Ῡ=15, there are 3150 possible answers. Table 4.1 shows other different
values for NPA.

N 10 30 50 100
NPA 3150 9450 15750 31500

Table 4.1: Number of possible answer candidates vs. number of snippets.

4.2 Discussion

Table 4.1 shows that the amount of strings increases proportionally to the number
of sentences. It is perfectly clear that many of those strings hardly play the role of
the missing part of the relation established by the query. Some of them are strings
that a simple regular expression can easily filter, such as sequences of punctuation
signs or math symbols. We can not then give credit for recognizing these strings to
a sophisticated strategy where credit is not due. At the same time, the proportion
of these strings is a primary measure of complexity of the task.

In each document exist words that clearly differentiate its content, these words
are called indexes. The likelihood of a term as an index of a document gives the
notion of its significance. On the one hand, if a term is not likely to be an index, it is
not considered a truly representative of the document, because it does not discrimi-
nate its content, thus, a sophisticated strategy will be necessary to correctly identify
its role or wether it is an answer or not. On the other hand, a general-purpose strat-
egy could be necessary when the answer has a strong likelihood as an index. This
is a plausible interpretation on grounds of: (a) if a term is likely to be an index of
a document, it is highly probable that it provides the necessary localized context
to readily distinguish the significance and the role of the word. (b) if a term is not
likely to be an index, the document probably does not provide the necessary local-
ized context in order to easily distinguish its significance and role. For instance: rare
terms and close class words. In addition, each collection of documents has terms
that serve as indexes, whose are used for differentiate one collection from the other.
If a term is likely to be an index of a collection, it is highly possible that a subset of
documents will provide enough localized context to unambiguously identify its role
and significance or whether or not it is an answer. This localized context, implicitly
determined by the query, consists principally of: paraphrasing, redundancy, relevant
semantic context, uncovered syntactic relations, etc. In short, the idea is to exploit
the likelihood of a term as an index of a collection in order to approximately es-
timate how difficult it is to sharply distinguish if it is the answer to a question or not.
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In fact, it is crystal clear that it is a rough approximation, trying to determine
precisely the complexity of extracting an answer from a collection is more complex
than trying to determine exactly its likelihood as an index. The formulation of the
query also contributes substantially to identify an answer readily on a corpus. It
seems to be a reasonable approximation, when we only desire to properly understand
the contribution of QAS or novel strategies.

In Information Retrieval (IR), indexing documents with respect to a collection
involves three steps: computing the likelihood of each term as an index, removing
stop-words and stemming [27]. In traditional IR, this likelihood is computed by
means of a well-known technique named Term Frequency - Inverse Document Fre-
quency (tdidf). tdidf provides an efficient and useful framework for ranking terms
according to their power as an index of a document. As a logical consequence, the
use of tdidf for building a baseline is encouraged.

Back to the point of assessing QAS, the next question that needs to be answered
is: What is a right answer?. To begin with, we need to determine how likely it
is that the answer provided by a question answering system fulfills the role of the
missing part of the relation established by the query. For this purpose, a set of
answer patterns usually comes along with the set of questions. These patterns rep-
resent variations of answers presented on the corpus. Thus, comparing answers with
patterns is the most common way of assessing the likelihood of strings as answers.
In second place, QAS can still find valid answer strings, which are not considered as
answers in the set of patterns. This is an crucial issue when QAS based on the Web
are assessed, because different variations of answers retrieved from the Web are not
priori known. Four kinds of answer are considered:

1. Exact Answers match one of the patterns provided as answer patterns.

2. Inexact Answers do not match a given pattern, but they are orthographical
variations of exact answers, or simply have a strong semantical relation to
one exact answer, for instance, “Where is the Gateway Arch?”, if the set of
exact answers consists of:“USA”, “St. Louis”, some orthographical variations
are:“U.S.A.”,“ST. Louis”, and one semantical related answer is “Jefferson
National Expansion Memorial”. In this category, the addition of some context
words is also considered, i.e.:“in USA”.

3. Correct Answers are not considered in the set of possible answers, but they
are related to one of the possible answers. But, this relation is not strong
enough to unambiguously identify it as an inexact answer. Some correct an-
swers for “Where is Berlin?” could be: “Europe”,“Planet Earth”, “near Post-
dam”, etc.

4. Alternative Answers are answers whose correctness depends on the user.
For “Who invented the radio?”, the Web provides two possible answers: “Nikola
Tesla” and “Guillermo Marconi”. This is usually due to different or conflicting
opinions about the topic of the question.
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In order to compare fairly with other systems, experiments must be carried out
using exactly the same set of settings: corpus, questions, answers, metrics, etc. Ex-
ploiting intensively the Web as a target corpus makes this comparison even more
difficult, because search engines do not assure that they will always provide the
same set of snippets/documents for a particular request. Incidentally, the Web is
changing and updating all the time.

Even more to the point, only few approaches describe the performance of their
systems and components regarding different kinds of questions (see [14, 23, 29, 30]).
In most cases, systems are compared considering only their overall performance on a
target corpus-questions set. Comparing systems accurately is therefore not possible
today, because an overall raw number does not provide enough precise information
for being able to sharply distinguish which are the core and vital components of
each system. Under these conditions, it is hard to readily distinguish where and
how QAS can be improved.

Other Baselines1 The problem of using search engines as a baseline is the fact
that how they work is not well-known. Moreover, the content of the Web updates all
the time and the supporting technology can suddenly change. Also, Search Engines
take into account additional information while they are ranking documents such as
cookies and favorite web-sites. Furthermore, not all search engines extract answers,
most of them compute only small descriptions. Under these conditions, it is difficult
to use them as a basis for analyzing systems or making an accurate comparison
between different systems as well as measuring the contribution of novel strategies.

4.3 Term Frequency-Inverse Document Frequency

In Information Retrieval, the importance of a word within a document is measured
according to two contexts: the source document and the collection of documents.
The overall significance is usually combined as follows:

Source Document Document Collection Overall Weight
High High Very High
Low High Average
High Low Average
Low Low Very Low

Table 4.2: Term weighting schema.

Table 4.2 recalls Zipf’s law. Zipf stated that the plot of the logarithm of the
frequencies of a word in decreasing order is a straight line [28], and checked his hy-
pothesis on the American Newspaper English [27]. Later, Luhn took advantage of

1Some unknown reviewers proposed the use of Google as a baseline. This paragraph aims for
clarifying the reason why is not desirable to consider a search engine as a baseline.
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Zipf’s law for removing rare and non-significant words from documents, by setting
two empirical thresholds. Luhn observed that the role of words for discriminating
the content of a document reaches a peak somewhere between these two thresholds.
In 1958, Luhn [25] stated that the frequency of words and their relative position
within a sentence give a good notion of the significance of a sentence.

Nowadays, the ideas of Luhn are still used for measuring the importance of words
and sentences in a collection of documents. Basically, the procedure consist of three
steps: stemming, computing the significance and removing close class words. In
the first step, words are stemmed in order to avoid counting several morphological
inflections of the same term as occurrence of different words. This allows their real
occurrences to be reflected. Normally, this process consists of splitting the term into
its stem and ending. For example, the stem “kiss” can be found in words like “kiss”
and “kissed” (kiss+ed) as well as “kisses” (kiss+es). Then, any occurrence of one of
this three variations is considered as an occurrence of the stem of the word (“kiss”).
But, identifying and removing endings of some words is only a rough approximation,
because some irregular verbs like: “buy”,“go”, etc, inexorably leads the task to use
additional linguistic knowledge. It is worth to highlight that two different words can
share the same stem [27], such as:“neutralise” and “neutron”.

The Term Frequency - Inverse Document Frequency is a metric that tries
to measure the significance of a word2 wi within a document dj in the collection D:

tfidf(wi, dj) =
freq(wi, dj)

max∀wi∈W freq(wi, dj)
∗ log

( | D |
nd(wi, D)

)
(4.3)

Where freq(wi, dj) is the frequency of the word wi in the document dj. Where | D |
is the size of the collection, W is the set of all terms that appear in the collection,
and nd(wi, D) is the number of documents where wi occurs. The first factor is a
normalization of the raw frequency and makes the term frequency independent of
the length of documents, and the second factor is the power of the term as an index
of the collection [26].

wi freq(wi, dj) max∀wi∈W freq(wi, dj) Weight
he 120 150 0.8
the 150 150 1

radio 35 150 0.233
invented 40 150 0.266
Marconi 15 150 0.1
Tesla 20 150 0.133

Table 4.3: Example of normalized term frequency in a document dj.

Table 4.3 shows an example of the normalized term frequency for a set of six
words on a document dj. The most frequent word on dj occurs 150 times. Table

2In IR, the question “what is considered a word?” has to do with the underlying language model.
Usually, a word is a unigram [44]. But approaches that exploit further representations exist [45].
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4.4, shows the inverse document frequency for the same set of words. The number
of documents in the collection is 100.

wi nd(wi, D) log
(

|D|
nd(wi,D)

)
Weight

he 80 1.25 0.097
the 100 1 0

radio 50 2 0.3
invented 80 1.25 0.097
Marconi 28 3.57 0.55
Tesla 45 2.22 0.35

Table 4.4: Example of Inverse Document Frequency (| D |= 100).

Table 4.5, shows the final value for the tdidf. An overwhelming advantage of tdidf
is that it is very fast to compute, because the inverse document frequency needs to
be computed only once for the whole collection.

wi tf(wi, dj) idf(wi) tfidf(wi, dj)
he 0.8 0.097 0.0776
the 1 0 0

radio 0.233 0.3 0.07
invented 0.266 0.097 0.026
Marconi 0.1 0.55 0.055
Tesla 0.133 0.35 0.047

Table 4.5: Example of Term Frequency-Inverse Document Frequency.

Lastly, stop-words or close class words are cut-off. Stop-words are highly fre-
quent words, which do not carry any meaning. Some examples from an English
stop-list are

do, the, will, sometimes, himself, everything, . . .

Upon looking closer at table 4.5, one can easily notice that “he” is highly ranked,
despite the fact it is a stop-word. Nowadays, implementations of stop-lists in many
languages are available3, which are used for natural language processing tasks.

3htpp://www.unine.ch/info/clef/
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4.4 Baseline

The idea of a baseline4 is to construct an algorithm which is a basis for constructing
more sophisticated systems. With regards to the discussion in sections 4.2 and 4.3,
our baseline is based largely on the term frequency-inverse document frequency. Each
retrieved snippet is interpreted as one document, and the set of retrieved snippets as
the collection of documents. Since we are dealing with web snippets, the formulae
4.3 is changed as follows:

tfidf(wi) =
freq(wi)

max∀wi∈W freq(wi)
∗ log

( | D |
nd(wi, D)

)
(4.4)

Instead of counting the frequency on each document, the idf is weighted proportional
to the normalized frequency of the word wi in the whole collection. Essentially, due
to the size of snippets, they are small pieces of text and the original normalized
term frequency (equation 4.3) does not draw a distinction between words in each
web snippet, all of them can be considered as an index of the document. However,
we are not interested in the set of indexes of each document, but rather, aim for
computing the likelihood of strings as indexes of the whole collection.

Algorithm 3: Baseline

input : C, stopList
begin1

words = extractAllWords(C)2

rank = tdidf(words)3

rank = filterWords(rank,stopList)4

rank = filterRareStrings(rank)5

return rank;6

end7

The input of the baseline is the document collection C and a stop-list. Line 2
extracts all words5 from the document. Line three looks for the most frequent word
and computes the tdidf according to equation 4.4. Line four filters words that are
in the given stop-list. The motivation of performing the filtering at this step is to
consider stop-words while the baseline is computing the most frequent word. Line
five filters strings that contains numerical and/or alphabetic characters. Here, all
rare substrings are removed, leaving strings that are likely to be an answer. In
this step, we remove strings that an answer extractor will easily identify as non
answers. Eventually, line six returns the ranked answer candidates. Table 4.6 shows
the final rank obtained by our baseline. In this rank, we consider only one document
consisting of snippets glued together.

4Thanks to an unknown reviewer for providing some ideas for the design of this baseline.
5In the scope of this baseline, the underlying language model is a unigram model. Each unigram

is a sequence of spaces separated by spaces or punctuation signs: coma, colon and semi-colon as
well as dot.
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wi tf(wi) idf(wi) tfidf(wi, dj)
radio 0.233 0.3 0.07

invented 0.266 0.097 0.026
Marconi 0.1 0.55 0.055
Tesla 0.133 0.35 0.047

Table 4.6: Ranking of strings - Baseline.

On the whole, the presented baseline ranks strings according to their likelihood
as an index of the set of snippets. The baseline removes from the rank all strings
consisting of math symbols, html tags, special characters, etc. The score of each
string is computed by means of the term frequency - inverse document frequency.

4.5 Evaluation Metric

In order to assess the performance of QAS, the standard metric of Mean Reciprocal
Rank (MRR) is used. MRR rewards each answer according to its position in the
ranking, by assigning each the inverse of its position. The MRR (see [29]) of a
system is the average value for a set Qu of Qn questions:

MRR =
1

Qn

.
∑

∀q∈Qu

1

rank answerq

(4.5)

Let us consider the following results of a Question Answering System:

Top one - Rank
Total 1 2 3 4 5

Questions 100 49 24 9 4 5
MRR 0.66 0.49 0.12 0.03 0.01 0.01

Table 4.7: Example of Mean Reciprocal Rank.

In the illustrative example, 91 out of 100 questions were answered. The MRR of
the system is 0.66, and the contribution to the overall score of ranked answers: top
is 0.49, while the top two is 0.12, the top three 0.03, the top four and the top five
0.01. It is important to remark that:

1. MRR measures the impact of an improvement on a system, but it does not
provide an accurate comparison of two different systems. Because, a system
with a lower MRR can deal with a set questions that another higher scored
system can not deal with.

2. MRR does not describe the distribution of the rank of answers over the ques-
tion set (i.e. results per questions type) . Hence, it is not possible to do a deep
error analysis.
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3. There is no difference in the score, if the system gives only wrong answers and
no answer at all.

4.6 Conclusions

This chapter presents a discussion about the burning issues of metrics and eval-
uation of Question Answering Systems. This discussion focused attention on the
choice of an evaluation metric and the design of a baseline for web-based Question
Answering Systems. The selected evaluation metric is the Mean Reciprocal Value,
and the baseline is founded on the term frequency-inverse document frequency.
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Chapter 5

A Genetic Algorithm for
Data-Driven QA on the Web

The increase of the amount of information on the Web has led search engines to deal
with a huge amount of data as users have become retrievers of all sorts. Search en-
gines are no longer focusing on retrieving relevant documents for a user’s particular
request, but are also providing other services (i.e., Group Search, News Search, Glos-
sary). This has caused more complex user requests, a problem which is addressed
by Question Answering (QA) systems. QA aims to answer natural language (NL)
questions prompted by a user by searching the answer in a set of available docu-
ments on the Web. Question answering is a challenging task due to the ambiguity
of the language and the complexity of the linguistic phenomena that can be found
in NL documents [13].
Currently, the main kinds of questions to answer are those that look for name en-
tities (i.e., locations, persons, dates, organizations). Nevertheless, QA systems are
not restricted to these kinds of questions. They also try to deal with more complex
questions that may require demanding reasoning tasks, as the system searches the
answer.

The answering process usually starts analyzing the query [7,8] in order to deter-
mine the Expected Answer Type (EAT). The EAT allows the QA system to narrow
the search space [9], while it is ranking documents, sentences or sequences of words
in which the answer is supposed to be found. This set of likely answers is called
answer candidates. In this last step, the QA system must decide which are the
most suitable answers for the triggering query. Usual strategies for extracting and
ranking answer candidates are based on frequency counting, pattern matching and
detecting different orderings of the query words [7, 9, 10]. Answer extractors can
also make use of Machine Learning techniques for learning contextual information
from previously annotated question-answer pairs [12]. They also take advantage of
linguistics tools or external knowledge sources [8,13] such as shallow parsers, stem-
mers, stop-lists, lexical databases or deep processing using linguistic formalisms like
HPSG [11]. However, it is still unclear how each technique contributes to deal with
the linguistic phenomena that QA systems face while searching for the answer.
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Recently, a number of web-based open-domain webQA have been developed
based mainly on the redundancy of the Web [10,14,15]. Most of them try to answer
factoid questions utilizing a tree-layers architecture:

1. conversion of NL questions to search engine specific queries.

2. interface to a public search engine for retrieving documents

3. extraction of answers from retrieved web pages

Some systems take advantage of the redundant information on the Web, in order
to match the context of some answer candidates by looking at some paraphrases of
the query [10]. But, it is not reasonable to consider all possible paraphrases of all
possible queries, therefore research efforts have moved towards statistical methods,
to take advantage of large amounts of available training data, which basically con-
sists of pairs {question, answers} along with the textual context of the answer. In
this way, systems learn the context of the possible answer candidates in a language
independent and easy to re-train fashion [16]. This kind of approach uses different
sorts of features extracted from the training data covering linguistic features from
n-grams to parse trees. The question of selecting the learning features comes along
with the question of how strong the dependency on the different kinds of questions
is. Data-driven methods are probably enough for some questions like “Who invented
the telephone?”, whereas some knowledge base will be necessary to answer a ques-
tion “Why is it cloudy today?”. In this chapter, we concentrate on a data-driven
approach, and like [16], we consider a two-layer web question answering system:

1. An Information Retrieval (IR) engine that retrieves a set of documents and/or
sentences that may contain answers to a given question Q.

2. An answer extraction module that identifies and extracts a substring from a
text snippet that is likely to be an answer to Q and assigns a score to it.

The goal is to develop a data-driven question answering system that: (a) uses prim-
itive knowledge and poor knowledge processing components, and (b) automatically
acquires the content and control information from previous {question, answer} pairs.

This chapter is organized as follows: section 5.1 presents an overview of our
web question answering approach, section 5.2 describes our genetic algorithm for
extracting answers, and section 5.3 draws some conclusions.
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Figure 5.1: System Overview.

5.1 System Description

5.1.1 Overview

Figure 5.1 shows the major control flow of the data-driven web-based question an-
swering system, called GAQA. When a natural language question Q triggers our sys-
tem, the QA-CONTROLLER first sends it unmodified to the search engine1 and retrieves
the first N snippets.

Snippets are then normalized (algorithm 4) as follows: they are capitalized, and
all HTML tags and accents (i.e. “ü”, “ó”, “Á”, etc.) as well as rare and mathemat-
ical signs (i.e. “˜”, “#”, “+”, “/”, etc.) are removed.

In the next step, snippets are mapped to a set of sentences, by simply using the
standard punctuation signs as splitting points: colon, semi-colon, dot and comma.
The QA-CONTROLLER sends Q to the QUESTION-ANALYZER, which normalizes Q, in
order to extract keywords from the query, which are strings delimited by spaces
within Q. From now on, Q will refer to the normalized query.

1googleAPI: http://www.google.com/apis/
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Algorithm 4: Normalization Algorithm

input : C

begin1

normalizedSnippets = ∅2

foreach c ∈ C do3

ns = removeHTMLTags(c)4

ns = removeMathSigns(ns)5

ns = removeAccents(ns)6

ns = removeRareSigns(ns)7

ns = toUpperCase(ns)8

normalizedSnippets = normalizedSnippets ∪ ns9

end10

return normalizedSnippets11

end12

The keywords serve as an index for the QA-CONTROLLER to extract the relevant
{questions, sentences, answers} tuples from the QA-STORE. Later, the QA-CONTROLLER
sends the tuples, the normalized query and snippets to the GA-ANSWER-EXTRACTOR.
This component tries to extract word subsequences as answer candidates directly
from snippet sentences. The underlying genetic algorithm uses a statistical model
of the contextual cues determined from the selected tuple subset and terms from
the normalized query Q to measure the fitness of answer candidates. It only uses
a language-specific list of stop-words as an external resource 2. No other external
resources are used.

Next, the minor components of the GAQA will be described including: the QA-STORE,
the QUESTION-ANALYZER and the QA-CONTROLLER. The GA-ANSWER-EXTRACTOR is de-
scribed in detail in the next section.

The QUESTION-ANALYZER returns the language and the EAT of the ques-
tion. This is performed by identifying a set of wh-keywords on the query:

2The stop-list from htpp://www.dcs.gla.ac.uk/idom/ir_resources/linguistic_utils/
stop_words is used. It contains 319 highly frequent close class forms,.
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Keywords
Wann, When, Cuándo, Qué año, Cuando,

Date What year, Welcher Tag, Que año, Que ano,
What day, Welchem Jahr, Que ano, Welcher Jahr

Where, Onde, Dnde, Donde, Wo, Woher, What city,
In what city, What country, In what country, In what town,
In what continent, In what planet, What town, What region,

Location What continent, What planet, What area, In what area,
In what region, In which city, In which country, In which town,

In which continent, In which planet, In which region,
In which area, Was ist die hauptstadt von

Wer, Who, Quién, Quem, Quien, Whom, Wem, Wen,
Person What is the name of, What man, What company, What enterprise,

What woman, What person, What organization

Table 5.1: Some sample keywords.

The returned EAT is: LOCATION, DATE or PERSON, and the language:
English, German, Spanish or Portuguese.

The QA-STORE consists of tuples {question, sentences, answers} obtained in
previous QA-CYCLE. A QA-CYCLE is the complete process of answering a ques-
tion. A example of a tuple is:

Who invented the Radio?
Answer Sentences

Nikola Tesla Nikola Tesla invented the radio in...
The radio was invented by Nikola Tesla

Guillermo Marconni Guillermo Marconni invented the radio in...
The radio was invented by Guillermo Marconni

Table 5.2: Sample QA-STORE tuple.

The tuples contained in the QA-STORE are the memory of results of past QA
cycles.
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The QA-CONTROLLER answers a question according to the flow in the follow-
ing algorithm:

Algorithm 5: QA-CONTROLLER

input : nlQuery,N

begin1

nQuery = normalizedQuery(nlQuery);2

queryAnalisys(nQuery);3

getStopList(language);4

getSnippets(N ,nlQuery);5

getSentences(snippets,stopList);6

getSelectedUnigram(selectedSentences,nQuery);7

getQuestionAnswerPairs(selectedUnigram);8

GA(selectedSentences,BDSentences,stopList,nQuery);9

return BestFound;10

end11

The first step is to normalize snippets by removing all irrelevant symbols and
capitalizing the string. The normalized string is sent in line three to the query
analysis module which returns the language of the query, and then the ap-
propiate stop-list is retrieved. Line five gets N snippets from the Web. Then,
sentences that contain more than two non-stop words are selected. Line seven
extracts a set of uni-grams from the set of selected sentences and the query. A
selected uni-gram must occur at least two times in the set of sentences and not
be in the stop-list. Later, the QA-CONTROLLER starts by replacing answers in
every sentence -retrieved from the QA-STORE- with a special word w0, in order
to calculate the frequency of every word relative to w0. Eventually, it sends the
frequencies obtained in the previous steps and the selected sentences as well
as the stop list to the GA-ANSWER-EXTRACTOR, which tries to find appropiate
answer candidates.

5.2 The Genetic Algorithm for Extracting An-

swers

5.2.1 Acquiring the syntactic category of the EAT

Since the EAT and language of the new triggering question are computed by the
QUESTION-ANALYZER, GAQA needs to find at least one substring in any sentence that
has a similar syntactical behaviour than the EAT. For this reason, the QA-CONTROLLER
extracts the {answer, sentences} pairs which aimed to the same EAT and language
in previous QA-CYCLES from the QA-STORE. The answer with w0 is then replaced in

July 14, 2006



5.2. The Genetic Algorithm for Extracting Answers 46

every {answer, sentence} pair. Next, the following values are computed:

Hl(wi, ε) = freq(wi, w0, ε) =
σ∑

s=1

Xsi(τ−ε−1)Xs0τ (5.1)

Hl is the frequency which a word wi is to the left of w0 with ε word between them.
1 ≤ i ≤| W |, where W is the dictionary of all words in the snippets, and | W | is
the number of different terms in W . For the simplicity sake, it is assumed that the
answer occurs only once in the sentence, and X is a binary variable which:

Xsik =

{
1 if the word wi is in the sentence Ss at position k
0 otherwise.

Where len(Ss) ≥ k ≥ 1, Ss is the s-th sentence in σ, 1 ≤ s ≤ σ, and τ is the position
of w0 in the sentence Ss, which can be computed by the following formula:

τ(Ss) =

len(Ss)∑

k=1

kXs0k (5.2)

Table 5.3 shows the value of τ(Ss) for our working QA-STORE tuple. In two sentences,
the answer occurs at the beginning of the sentence, in the other two sentences, the
answer is at the end:

Who invented the Radio?
w0 Ss τ(Ss)

Nikola Tesla Nikola Tesla invented the radio in... 1
The radio was invented by Nikola Tesla 6

Guillermo Marconni Guillermo Marconni invented the radio in... 1
The radio was invented by Guillermo Marconni 6

Table 5.3: τ(Ss) for the illustrative QA-STORE tuple.

In a similar way, we compute the frequencies of wi to the right of w0 with ε word
between them:

Hr(wi, ε) = freq(w0, wi, ε) =
σ∑

s=1

Xs0τXsi(τ+ε+1) (5.3)
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In the illustrative example, the values for Hl and Hr are:

Hl ε
wi 0 1 2 3 4

invented 0 2 0 0 0
the 0 0 0 0 2

radio 0 0 0 2 0
in 0 0 0 0 0

was 0 0 2 0 0
by 2 0 0 0 0

Hr ε
wi 0 1 2 3 4

invented 2 0 0 0 0
the 0 2 0 0 0

radio 0 0 2 0 0
in 0 0 0 2 0

was 0 0 0 0 0
by 0 0 0 0 0

Table 5.4: Hl and Hr for the QA-STORE tuple.

Eventually, we compute the probabilities Pr and Pl respectively:

Pl(wi, ε) =
Hl(wi, ε)

freq(wi)
(5.4)

Pr(wi, ε) =
Hr(wi, ε)

freq(wi)
(5.5)

The following tables show the values for Pl and Pr respectively:

Pl ε
wi 0 1 2 3 4

invented 0 0.5 0 0 0
the 0 0 0 0 0.5

radio 0 0 0 0.5 0
in 0 0 0 0 0

was 0 0 1 0 0
by 1 0 0 0 0

Pr ε
wi 0 1 2 3 4

invented 0.5 0 0 0 0
the 0 0.5 0 0 0

radio 0 0 0.5 0 0
in 0 0 0 1 0

was 0 0 0 0 0
by 0 0 0 0 0

Table 5.5: Pl and Pr for the QA-STORE tuple.

Where frequencies freq(wi) are given by:

invented the radio in was by
freq(wi) 4 4 4 2 2 2

Table 5.6: freq(wi) for the QA-STORE tuple .
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5.2.2 The Genetic Algorithm

The GA is described in algorithm 6. The input for this algorithm is T (the number
of iterations), S (the set of sentences extracted from the snippets), I (the size of
the population), % is the stop-list of the language, Pm (the probability of mutation)
and Px (the crossover probability). Pl and Pl regard the syntactic model which
measures the syntactic contribution of each aligned word to the syntactic fitness of
the answer candidate. The algorithm is split into two major steps: Lines 2-4 shows
the initialization of the population and lines 5-11, the evolution.

Algorithm 6: Core Genetic Algorithm

input : T ,S,Pl,Pr,I,Pm,Px,%

begin1

t=0;BestFound = ∅;2

AC[0] = createInitialPopulation(I,S,%);3

EvaluatePopulation();4

while (t < T ) do5

t++6

CAC=Crossover(AC[t-1],Px)7

MAC=Mutate(AC[t-1],Pm)8

EvaluatePopulation(AC[t],Pl,Pr)9

AC[t]=selectPopulation(CAC,MAC,AC[t-1])10

end11

return BestFound12

end13

The components are described as follows:

• Coding: The chromosome is the tuple {K(Bsk1k2),s, k1,k2}, where the genes
represent the fitness, the sentence and the boundaries of the n-gram in the
sentence. In figure 5.2, the value 1.76 represents the fitness of the individual,
2 is the sentence index, and the last two numbers are the position of the
boundary words of the answer candidate.

Figure 5.2: GA-QA Chromosome.

• Create Initial Solution: (Line three) A random sentence S is chose and
therefore, we choose two random cutting points: the beginning of the answer
candidate k1 ∈ [1, len(Ss)], and the end k2 ∈ [k1, len(Ss)]. Another pair of
cutting points is chosen every time the answer candidate contains a query
word or belongs to the stop-list.
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K(B∗, Q) =
∑

∀Ss∈S:B∗∈Ss




s(B∗,Ss)−1∑

k=1

α(wsk, Q)Pl(wsk, k − 1) +

len(Ss)∑

k=e(B∗,Ss)+1

α(wsk, Q)Pr(wsk, k − e(B∗, Ss)− 1)




(5.6)

• Evaluate Population: Line nine computes the “utility” of an individual.
The idea is to construct a smooth and regular fitness function, so that chro-
mosomes with reasonable fitness are close in the space to the ones with slightly
better fitness. The fitness K of an answer candidate Bsk1k2 is given by the for-
mula 5.6. When wsk is the word at position k in the sentence Ss and α(wsk)
is a special weight for every wsk which is also in the query Q. The function K
assigns high fitness to answer candidates that show a highly similar syntactic
behavior with answers in the QA-STORE, with which they also share common
query terms in the context. The function K particularly favours query terms
by giving them a weight of α(wsk). In this way, we smooth the goal function
in order to choose strings near query terms. In equation 5.6, B∗ = Bsk1k2

and s and e are functions that return the start and the end positions of B∗

respectively.

Consider that the next question is sent to the search engine: “Who invented the
airship?”. For simplicity, let us assume we retrieve only one sentence: “The
airship was invented by Ferdinard von Zeppelin.”. When the string B∗ = “Fer-
dinard von Zeppelin” is evaluated, we obtain two sentences of the QA-STORE

that provide with alignment for this string (see table 5.2). Then, we have:

The radio was invented by Nikola Tesla
The radio was invented by Guillermo Marconni
The airship was invented by Ferdinard von Zeppelin

Table 5.7: Sample of alignment.

The frequencies of “the” and “invented” is four, the frequencies of “was” and
“by” is two (see table 5.6), then K(B∗, Q) is given by:

K(B∗, Q) = 2 ∗ 0.5 + 1 ∗ 1 + 2 ∗ 0.5 + 1 ∗ 1 = 4

In this example, α(wsk, Q) is equal to two for query terms, otherwise one.
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• Select Population: Line nine selects by means of a proportional mecha-
nism. This mechanism selects individuals proportionally according to their
fitness value. The best individuals amongst the populations at t and t− 1 and
individuals generated by the recombination mechanisms will have a higher
probability of surviving in the next generation. Note that individuals which
contain banned terms or belongs to the stop-list are not considered in the next
generation.

• Mutate: Line eight randomly changes a value of a gene to an individual by
choosing randomly a number r between 0 and 1. If r < 0.33, the index of the
sentence of the answer candidate is changed. If the answer candidate exceeds
the limit of the new sentence, then a sequence of words of the same length at
the end of the new sentence is chosen. If 0.33 ≤ r ≤ 0.66, the start index k1

of the answer candidate is changed. If another random number rj is smaller
than 0.5 and k1 is greater than one, the next word to the left is added to
the answer candidate. If rj > 0.5 and k2 − k1 > 0 then the leftmost word to
the left is is removed. If r > 0.66, the end position of the answer candidate
is changed in a similar way as the initial position, taking into account that
0 ≤ k2 − k1 < len(Ss).

Figure 5.3: GA-QA Mutation operator.

• Cross Over: Two selected individuals

{K(B1
s1k11k12

), s1, k11, k12}
{K(B2

s2k21k22
), s2, k21, k22}

exchange their genes by computing the next values:

α1 = min{k11, k21}, α2 = min{max{k12, k22}, len(S1)}
α3 = max{k11, k21}, α4 = min{max{k12, k22}, α3)}

Where α1 and α3 are the left boundaries of the parents, and α2 and α4 are
the right boundaries. Every time parents are crossed over, the operator must
check if the right boundary is greater or equal to the new left boundary and
if it is within the limits of the sentence.
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Figure 5.4: GA-QA Cross Over operator.

The following offspring are generating by exchanging their phenotype:

{K(B1′
s1α1α2

), s1, α1, α2}
{K(B2′

s2α3α4
), s2, α3, α4}

Normally, parameters of GA must be tuned. In GA-QA, pm and pc are set to one
and the selection method is performed at the end of each iteration. The selection
step is the only responsible step for choosing the individuals that will survive, be-
cause tuning the GA is an expensive task and parameters are normally computed
for each instance of a problem. In this case, it should be done for at least for each
type of question. This allows the best individuals to still pass from one genera-
tion to the other, but a larger population is taken into consideration. Individuals
representing stop-words or query terms are not desirable, but due to the nature of
the proposed recombination mechanisms, there is a high probability that offspring
belong to a stop-list or to the set of terms of the query. Hence, selecting individuals
from the three sets allows GA to have a larger set from which it can choose desirable
individuals for the next generation.

The implicit parallelism of GA helps to quickly identify the most promising
sentences and strings according to query keywords and the syntactic behaviour of the
EAT. This approach differs fundamentally from a simple query keyword matching
ranking in: (a) GA do not need to test all sentences and/or strings, because GA
quickly find cue patterns that guide the search. In GAQA, these patterns are indexes
of the most promising sentences, or some regular distribution of the position of the
answer within sentences. (b) these cue patterns weigh the effect of query terms and
the likelihood of the answer candidate to the expected answer type. (c) the fitness of
the answer candidate is calculated according to these cue patterns, causing answer
candidates with more context are relatively stronger individuals and more likely to
survive. (d) due to fact that stronger individuals survive, these cue patterns lead
the search towards the most promising answer candidates. As a result, GAQA tests
principally the most promising strings. In fact, it is especially important to only
consider promising individuals, because patterns must be aligned with the context of
each occurrence of an answer candidate. Thus, the particular importance of ignoring
stop-words.
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5.3 Conclusions

This chapter presents a web-based Question Answering System, which looks for
answers to natural language questions on web snippets of text. This system is
capable of learning the syntactic behavior of the expected answer type from previous
annotated question-answer pairs, and takes advantage of a genetic algorithm in order
to search for the most promising answer candidates on the retrieved web snippets.
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Chapter 6

GA for Answer-Sentence Syntactic
Alignment

Machine Translation aims for translating natural language texts from one language
to another. Statistical Machine Translation (SMT) is the research field of Machine
Translation which takes advantage of data in order to roughly translate texts. This
data usually consists of a pair of sentences that are translations of one other [46].
In Machine Translation, statistical approaches are preferred to linguistic based ap-
proaches, because they can be easily re-trained to deal with several pair of languages.

Because of the rapid and significant increase in the use of multilingual informa-
tion sources such as the internet, the user demand for machine translation engines,
which can deal with several pair of languages, has rocketed up. For this reason,
many companies are strongly motivated to develop easy re-trainable systems capa-
ble of coping with different pairs of languages. In particular, the translation systems
of IBM focus on translating raw texts from English to French by taking advantage of
translations from proceedings of the Canadian Parliament (see full details in [47]).
IBM builds their systems in an upward spiral, that is, each new system tackles de-
ficiencies of the previous one. In all these systems, sentences in both languages are
aligned in a word-by-word fashion. By and large, a word-by-word alignment asso-
ciates each word in the original sentence to a set of words in the target sentence.
The next figure sketches an example of word-by-word alignment :

Figure 6.1: Machine Translation word-by-word sentence alignment.

In the illustrative example, the first sentence is in English: “Thomas Savery in-
vented the steam engine”, while the second is in Spanish: “Thomas Savery inventó
el motor a vapor”. Drawing attention to the complete set of features that a Ma-
chine Translation System considers while it is aligning sentences word by word, is
beyond of the scope of this work (see full details in [46–48]). For the purpose of this
work, the attention is focused on two important features of these models: fertility
and distortion. The fertility of a word is the number of words that it generates in
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the target sentence, and distortion has to do with the distribution of the position
of words within the translated sentence, which is not necessarily uniform. In the
example, the word “steam” generates two words “a vapor” and the order of the
relation adjective-noun is inverted.

Question Answering Systems (QAS) aim for extracting answers to natural lan-
guage questions from raw text. Some systems take advantage of the redundant
information on the Web, in order to match the context of some answer candidates
by looking at some paraphrases of the query [7, 9, 10]. The full implementation of
a complete set of rules for all possible paraphrases of each particular kind of query
is without a doubt undesirable, due to the high variability of texts written in nat-
ural language. Therefore, research efforts have move towards statistical methods
which take advantage of context information extracted from previously annotated
tuples {question, sentence, answer} in order to match the context of new tuples [12]
and extract answers afterwards. In the previous chapter, this contextual informa-
tion is based largely on the inferred syntactic behaviour of answers presented on
tuples which aimed at the same EAT and language. This inference is grounded
on some observed distributional patterns of behaviour across words respecting the
EAT. Accordingly, answer candidates were successfully found out by properly align-
ing words in new sentences with these distributional patterns. Nevertheless, the
aligning success depends heavily on a strong similarity between patterns presented
on new sentences and the training data.

Within the scope of this work observed distributional patterns of words respect-
ing the EAT are interpreted as distributional patterns of words with respect to
their translated sentences. A possible paraphrase is therefore seen as a possible
translation. Consequently, a likely answer candidate to the EAT is interpreted as a
likely translation to the model. Accordingly, distortion is seen as the capability of
a paraphrase for swapping its constituents (i.e. prepositional phrases, subject, etc),
and fertility is interpreted as the capability of words for occurring along with their
modifiers, which do not contribute to unambiguously identify an answer candidate
within the paraphrase. Broadly speaking, fertility aims for discriminating words
that do not carry any substantial meaning for discriminating the answer.

This chapter, in brief, presents a genetic algorithm for lessening the dependance
on the similarity between patterns presented on new sentences and the training
data. Specifically, the effects of fertility and distortion on the alignment of words
respecting the answer candidate.

This chapter is organized as follows: section 6.1 discusses the syntactic answer-
sentence alignment, section 6.2 presents a formal description of the problem and
its complexity, section 6.3 describes the genetic algorithm for the syntactic answer-
sentence alignment, and section 6.4 draws some conclusions.
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6.1 Discussion

First, consider that our training data consists of the following {question, answer,
sentence} tuples:

Who invented the Loudspeaker?
Answer Sentences

Chester W. Rice Chester W. Rice invented the Loudspeaker.
The Loudspeaker was invented by Chester W. Rice

Edward W. Kellogg Edward W. Kellogg invented the Loudspeaker.
The Loudspeaker was invented by Edward W. Kellogg

Table 6.1: Training data tuples.

In addition, consider the following new {sentence,answer} pair:

{The geiger was really invented in 1913 by Hans Geiger, Hans Geiger}
Next, aligning tuples in a word-by-word fashion respecting the answer looks like

as follows:

The Loudspeaker was invented by Chester W. Rice
The Loudspeaker was invented by Edward W. Kellogg

The geiger was really invented in 1913 by Hans Geiger

Table 6.2: Sample of alignment.

The only match is due to the preposition “by”. Consequently, the syntactic
fitness1 of the answer candidate “Hans Geiger” is:

K(“Hans Geiger”, Q) = 1 ∗ 1 = 1

Looking at table 6.2, it is crystal clear that words like “really” or prepositional
phrases such as “in 1913” do not contribute significantly to enhance the fitness of
the answer candidate “Hans Geiger” and seriously distort the alignment. In general,
two phenomena can have noticeable impact on the alignment:

1. Fertility Some words are more likely than others to occur with its modifiers.
Two examples are noun-adjective and verb-adverb combinations. As a conse-
quence, it is not certain if they are likely to occur along with their modifiers in
the training data or not. In the example, “really” does not occur along with
“invented” in training tuples.

1This function is fully described in section 5.2. Q is the query “Who invented the Geiger?”.
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2. Distortion Some constituents like Propositional Phrases (PP) are more likely
than others to occur in different orders within sentences or by being arbitrarily
inserted. For instance: “in 1913 by Hans Geiger”, “by Hans Geiger in 1913”,
“a man called”, “a man named”, etc.

As a result of mitigating the effects of fertility and distortion, the alignment is:

The Loudspeaker was invented by Chester W. Rice
The Loudspeaker was invented by Edward W. Kellogg
The geiger was invented by Hans Geiger

Table 6.3: Sample of alignment.

Hence, the syntactic fitness of the new aligned sentence is given by:

K(“Hans Geiger”, Q) = 2 ∗ 0.5 + 1 ∗ 1 + 2 ∗ 0.5 + 1 ∗ 1 = 4

To sum up, when the syntactic fitness of an answer candidate is assessed, the
effects of fertility and distortion on the paraphrase must be taken into account. It
is good to highlight that removing not necessary words leads to increase the syntac-
tic fitness, because the alignment depends crucially on the distributional patterns
presented on training tuples. Thus, many combinations must be tested in order to
determinate exactly the best syntactic fitness for an answer candidate.

6.2 Answer-Sentence Syntactic Alignment Prob-

lem

Let us assume that we have a tuple: {sentence, answer}, in which the answer is a
substring of the sentence. Consider S to be the sentence where the answer is already
replaced with a special string w0, and γ = len(S) is the number of words in S. For
example, S =“The First Helicopter was invented in Kyiv by w0 in 1909”, where
the answer candidate is given by w0 =“Igor Sikorsky” and γ = 11. Consider also
a function τ(S) which returns the position of w0 in the sentence S, and two other
functions Pl(wi, ε) and Pr(wi, ε), which returns the likelihood that a word wi occurs
ε words to the left and to the right of w0 respectively2. In the working example,
τ(S) = 9 and Pr and Pl are given by some external model (1 ≤ i ≤ γ).

Consider that words from S are removed in such a way that the syntactic fitness
of the answer candidate is maximized, that is, that the remaining words maximize
the likelihood of the answer candidate to the EAT. For the purpose of keeping track
of words that remain on the aligned sentence S

′
, consider the next binary variable:

Yi =

{
1 if the word wi is in the aligned sentence S

′

0 otherwise.

2These functions are described in details in section 5.2.1.
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For instance, an aligned sentence S
′
is “The * Helicopter was invented * * by w0 in

1909”3, where Y2 = Y6 = Y7 = 0 and Y1 = Y3 = Y4 = Y5 = Y8 = Y10 = Y11 = 1.

The number of remaining words (NRW) between the word wi and w0 is
defined as follows:

NRW (i) =





∑τ(S)−1
k=i+1 Yk if i < τ(S).

0 if i = 0.∑i−1
k=τ(S)+1 Yk if i > τ(S).

In our working example, NRW(11)=NRW(5)=1. Since the goal is to find an align-
ment that maximizes the syntactic fitness of the answer candidate with respect to
its context, the new fitness function takes into account the set of values for Yi as
follows:

K(S, Q) =

τ(S)−1∑
i=1

α(wsk, Q)YiPl(wi, NRW (i) + δl) +

γ∑

i=τ(S)+1

α(wsk, Q)YiPr(wi, NRW (i) + δr)

(6.1)
This function K particularly equally favours query terms by giving them a weight of
α(wsk). δl and δr are the left and right offset respectively. An offset is a translation
of context terms. For instance, consider the following sentence S

′
to be an alignment

of S: “The * Helicopter was invented * * by + + + w0 + + in 1909”. In S
′
, the

offset are marked with a “+”, thus, δl = 3 and δr = 2.

Sometimes constituents or words are inserted next to the answer candidate in
sentences on the training data, which can distort the alignment. Offsets attempt to
tackle this problem head-on. In the instructive example, S

′
can align a sentence in

the training tuples, such as “The Helicopter was invented by a man named w0 in
Kyiv in 1909”.

In short, removing words aims for improving the alignment when a smaller num-
ber of words within new sentences are desired, and offset a larger number of words.
It is extremely clear that not all possible alignments are considered, but the number
of possible alignments exponentially increases as long as the number of words in the
sentence also increases.

The number of possible alignments Consider τ(S) to be the position where
the answer candidate w0 occurs. Then, Ll = τ(S)− 1 is the number of words to the
left of the answer candidate, and Lr = γ− τ(S) is the number of words to the right.
All possible combinations of Ll words are given by Ll!. At this point, we consider
each word different from each other. It is a good approximation, because sentences
are split into small pieces of text in which each word rarely occurs more than once.
Similarly, the number of combinations to the right of w0 is Lr!. Incidentally, every

3The removed words are signaled by means of a star.
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combination of words to the left can occur simultaneously along with any combina-
tion of words to the right.

Then, the total number of Possible Alignments (PA) is given by:

PA = Ll! ∗ Lr!

In addition, consider that words can be arbitrarily removed from both contexts.
Combinations regarding different context lengths must then be taken into account
(Ll,Ll− 1,. . .,0). Therefore, the number of possible alignments is defined as follows:

PA =

Ll∑
j=0

j! ∗
Lr∑
j=0

j!

For our working example, the number of possible word alignments is 184936:

PA =
8∑

j=0

j! ∗
2∑

j=0

j! = 46234 ∗ 4 = 184936

If word orderings are deliberately restricted to combinations that preserve their
relative order. The number of possible combinations is:

PA =

Ll∑
j=0

(
Ll

j

)
∗

Lr∑
j=0

(
Lr

j

)

In the example, the number of possible alignments is 1024:

PA =
8∑

j=0

(
8
j

)
∗

2∑
j=0

(
2
j

)
= 256 ∗ 4 = 1024

All effects of offsets are not considered yet. The current formula takes into account
only when values for offsets are zero. At the same time that the value for any of the
offsets is greater than zero, the corresponding value for the word next to w0 is one.
In the case of the left context, the number of new possible combinations is:

∆l ∗
Ll−1∑
j=0

(
Ll − 1

j

)

Similarly, the number of new possible combinations due to the right context is:

∆r ∗
Lr−1∑
j=0

(
Lr − 1

j

)
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Eventually, the number of possible alignments is defined as follows:

PA =
(

Ll∑
j=0

(
Ll

j

)
+ ∆l ∗

Ll−1∑
j=0

(
Ll − 1

j

))
∗

(
Lr∑
j=0

(
Lr

j

)
+ ∆r ∗

Lr−1∑
j=0

(
Lr − 1

j

))

where ∆l and ∆r are upper bounds for their respective offset. Regarding the working
example, if values for ∆l = 5 and ∆r = 5 are considered, then the number of possible
combinations is 17024:

PA =

(
8∑

j=0

(
8
j

)
+ 5 ∗

7∑
j=0

(
7
j

))
∗

(
2∑

j=0

(
2
j

)
+ 5 ∗

1∑
j=0

(
1
j

))

= (256 + 5 ∗ 128) ∗ (4 + 5 ∗ 2) = 896 ∗ 14 = 12544

This result considers only one tuple {question, sentence, answer} consisting of ten
words. However, the overall number dramatically increases due to the following two
factors: (a) for each sentence, many answer candidates are feasible, and (b) the
number of sentences is larger than one.

Using the result in section 4.2. A reasonable estimate of the total number of
Possible Alignments for a set of σ different sentences is:

PA =
σ ∗ Ῡ ∗ (Ῡ− 1)

2
∗

(
Ll∑

j=0

(
Ll

j

)
+ ∆l ∗

Ll−1∑
j=0

(
Ll − 1

j

))
∗

(
Lr∑
j=0

(
Lr

j

)
+ ∆r ∗

Lr−1∑
j=0

(
Lr − 1

j

))

Ῡ is the average number of words on a sentence. Thus, the factor Ῡ(Ῡ−1)
2

represents
the number of possible answer candidates of different length on a sentence. In our
illustrative example,

PA =
25 ∗ 14 ∗ (14− 1)

2
∗ 12544 = 28537600

Then, the number of possible alignments for a set of 25 sentences is 28537600 (Ῡ =
14). Consequently, an efficient search algorithm is necessary to early detect and test
promising alignments.

6.3 The GA for Answer-Sentence Syntactic Align-

ment

The GA for Answer-Sentence Syntactic Alignment, called GA-ASSA, is described in
algorithm 7. The input for this algorithm are T the number of iterations, the tu-
ple {S, w0} needs to be syntactically aligned, I the size of the population, Pm the
probability of mutation and Px the crossover probability. Pl and Pl regard the syn-
tactic model which measures the syntactic contribution of each aligned word to the
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syntactic fitness of the answer candidate. This algorithm is split into two major
steps. Lines 2-5 shows the initialization of the population while lines 6-12 shows the
evolution.

Algorithm 7: GA for Syntactic Answer-Sentence Alignment

input : T ,S,Pl,Pr,I,Pm,Px,w0

begin1

t=0;BestFound = ∅;2

S=replace(S,w0);3

AC[0] = createInitialPopulation(I,S);4

EvaluatePopulation(AC[0],Pl,Pr,S);5

while (t < T ) do6

t++7

AC[t]=selectPopulation(AC[t-1])8

CAC=Crossover(AC[t],Px)9

MAC=Mutate(AC[t],Pm)10

evaluatePopulation(AC[t],Pl,Pr,S,w0);11

end12

return BestFound13

end14

Line two initializes the variables and line three replaces the answer candidate string
with w0. Lines three and four create and evaluate the initial population of the
GA-ASSA. Line eight picks individuals of the next generation which are crossed over
afterwards (line nine). Mutation takes place next (line ten). Line eleven evaluates
the new population, and line thirteen returns the best individual found during the
whole search. The components are described as follows:

• Coding: The chromosome is based mainly on a binary representation of a
sentence, where a value of one is assigned in every case that a word is considered
in the alignment, otherwise zero. The gene corresponding to w0 is replaced
with two genes that are natural numbers and correspond to the offsets. Figure
6.2 shows a chromosome:

Figure 6.2: GA-ASSA Chromosome.

In this individual, “0” and “2” are offsets for the left and right contexts respec-
tively. The chromosome in the figure represents the sentence:“The Helicopter
was invented by w0 + + in”.
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• Create Initial Solution:(line four) For each word in the sentence S, a ran-
dom number is computed. For every random number greater than 0.5, the
value of the corresponding word is one, otherwise is 0. If any of the adjacent
words of the answer is plugged to one, then a random value for the offset is
computed, otherwise it is assumed to be zero. This random number is selected
from 1 to len(Ss), that is, the length of the sentence is used as a bound for
the offset.

• Mutate: Line ten randomly changes a value of a gene to an individual by
choosing two random numbers (r1, r2) between 0 and 1. If r1 ≤ 0.5, the left
context of the answer candidate is changed. If r2 > 0.5 and the word to the
left of the answer candidate is considered in the alignment (the gene is one),
then the offset is changed. The new value for the offset is a random number
between 0 and the length of the sentence. Otherwise, the value of a random
gene is flipped from one to zero or vice versa. If 0.5 < r1 ≤ 1, the right context
of the answer candidate is changed in a similar way.

Figure 6.3: GA-ASSA Mutation.

• Cross-Over:(line nine) Two selected individuals are cut at two randomly
selected points. One cutting point is picked from each context. In order to
avoid checking the consistency of the offset in offspring: (a) Instead of tails,
heads are exchanged afterwards, and (b) words next to the answer candidate
are not considered as cutting points.

Figure 6.4: GA-ASSA Cross Over.

• Evaluate Population: Line eleven computes the “utility” of an individual
according to equation 6.1. The weight α(wi) has a value of two for all query
terms, otherwise is one. Pl and Pr are parameters for the GA-ASSA, which are
computed by means of the procedure described in section 5.2.1.
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• Select Population: Line eight selects the best individuals of the previous
generation according to the proportional mechanism.

6.4 Conclusions

This chapter deals at a greater length with the alignment of contextual patterns of
new answer candidates with patterns of the expected answer type seen on previously
annotated data. This chapter focus attention on the effects of different kinds of
paraphrases on the alignment, specially, paraphrases consisting mainly of the addi-
tion and removal of meaningless -respect to the query- words .

In this chapter, the complexity of the answer-sentence syntactic alignment is dis-
cussed, and it presents a genetic algorithm, which aims for finding the best matching
between the context of an answer candidate and the context of the expected answer
type.

July 14, 2006



Chapter 7

PreGA: A Predicate-arguments
and Data-driven Genetic
Algorithm

Entities are connected to each other by means of relations. In some fresh and recent
approaches [29], a question is seen as a relation amongst a set of entities, in which
the answer is the missing part of this relation: at least one entity or the relation
amongst them. In order to deal separately with different sorts of relations and en-
tities, Question Answering Systems (QAS) take advantage of different strategies,
which are usually combined.

In this thesis, a data-driven approach for extracting answers from the Web was
presented. In this approach, the syntactic behaviour of the answer is learnt directly
from the context of annotated {question, sentence, answer} tuples and used for guid-
ing the search towards promising strings afterwards. In this search strategy, answers
to new questions are tentatively identified by a genetic algorithm (GA), which prop-
erly aligns distributional patterns on annotated tuples with distributional patterns
presented on new answer candidates. This context matching method is the major
advantage of this strategy, but it is also its main drawback. If the context of the
new answer does not match the previously annotated context, the answer will not be
identified, even though it can be readily distinguished by means of some linguistic
pattern.

Although, data-driven answer extractors get many inexact answers, they are pre-
ferred to other kinds of extractors, because they are easy to re-train, are intend to be
independent of the language and demand less computational resources. In contrast
to answer extractors based on linguistic processing, which extract exact answers,
they demand more computational resources and are dependent on the language.
All things considered, QAS are greatly encouraged to take advantage of both ap-
proaches, while they are attempting to cope with new questions prompted by users.
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Given the fact that GA subsequently discover promising contextual patterns,
while they are searching for an answer, it can be concluded that they intrinsically
offer a mechanism for strictly and effectively controlling the application of linguis-
tic processing during this search, thereby ensuring a framework in which a proper
balance between data-driven and linguistic processing can simultaneously guide the
search. In this framework, the underlying assumption and primary motivation are
the design of a specialized goal function and/or clever reproduction mechanisms,
which aim for finely balancing the contribution of these two different approaches to
the answering process. As a logical consequence, the quality and performance of
QAS presented in this work, are improved.

This chapter is organized as follows: section 7.1 discusses the contribution of
predicate analysis to the answer extraction process, section 7.2 presents the predicate
and data-driven genetic algorithm, section 7.3 draws some conclusions.

7.1 Discussion

In this work, answer candidates are discovered by properly aligning their context
with contextual syntactic patterns of the expected answer type (EAT), which are
extracted directly from previously annotated {question, sentence, answer} tuples.
Due to the nature of this extraction process, which is based mainly on syntactical
patterns, a natural way of enriching this alignment is by adding semantic knowl-
edge. There are two possible ways of directly enhancing this extraction process by
the addition of semantic knowledge: (a) corpus driven semantics like LSA [49], (b)
some linguistic out–of–the–box tools for semantic processing.

For the purpose of this work, the use of the latter is preferred to the former.
Since GA already take advantage of data in order to logically deduce some syntacti-
cal patterns, the use of external semantic knowledge is clearly encouraged, causing
the robustness and performance of the system to be vastly improved. Accordingly,
the high dependency on the data is markedly decreased. Another reason is that, on
the one hand, the query is seen as a relation amongst many entities, on the other
hand, LSA provides of semantic relations between pair of terms. Consequently, LSA
seems not to be adequate to distinguish clearly the semantic relation amongst a set
of entities [50]. A final reason is the existence of tools like Montylingua1, which
computes a semantic representation of a raw text in English. It specifically extracts
{subject, verb, objects} tuples, which are a predicate-argument representation of
sentences in a given text.

The real and strong motivation behind the use of predication is that it provides
a semantic relation between the predicate and arguments. In this representation,
the predicate is clearly seen as the relation that entities hold, while arguments are
interpreted broadly as entities. To illustrate, consider the next sentence “Henri Gif-

1http://web.media.mit.edu/~hugo/montylingua/
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fard invented the airship in 1852 in France.”. MontyLingua2 provides the following
predicate-arguments representation for this sentence:

invent(Henri Giffard,airship,in 1852,in France)

In this example, it is crystal clear that the answer matches the subject, which
can be clearly differentiated by its syntactic behaviour. This semantic representa-
tion along with the syntax behaviour of the expected answer type can help GA to
sharply distinguish the answer on the text and significantly decrease the absolute
dependence on patterns seen in the training data.

Taking into account the predicate-arguments representation of the query, the
search of its missing part can be interpreted clearly as the search for a sentence in the
text with a similar predicate-arguments representation, in which, the argument (or
the predicate) corresponding to the answer syntactically behaves like the expected
answer type, and some other arguments and/or the predicate in both predicate-
arguments representations match. To illustrate this, consider the following query:
“Who invented the airship?”. The predicate-arguments representation provided by
MontyLingua is as follows:

invent(Who,airship)

Comparing both predicate-arguments representations, it becomes perfectly clear
that the subject “Who” matches the subject “Henri Giffard”. At the same time,
the large-scale redundancy of the Web steeply increases the probability of finding a
rewriting of the query, where the answer can be easily identified by means of this
alignment strategy.

7.2 The predicate-arguments and data-driven ge-

netic algorithm

The PreGA3 is fully described in algorithm4 8. The input for this algorithm are T
the number of iterations, S the set of sentences, I the size of the population, Pm the
probability of mutation and Px the crossover probability. Pl and Pl regard syntactic
models which measure the syntactic contribution of each aligned word to the fitness
of an individual. % is the stop-list of the language. This algorithm is split into two
major steps: Lines 2-4 show the initialization of the population and lines 5-11, the
evolution.

2In MontyLingua, the first argument is the subject.
3Many components of this genetic algorithm are already presented in this work.
4The structure of this genetic algorithm is similar to the genetic algorithm in chapter 5.
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PreGA uses a similar chromosome representation to GAQA. The flow of the PreGA

is as follows: line two initializes variables. Lines three and four create and evaluate
the initial population of the PreGA, this creation is performed as in GAQA. Line seven
randomly picks individuals of the next generation according to their fitness, which
are crossed over afterwards (line eight). The selection process is similar to GA-ASSA,
whereas cross-over is done as in GA-QA. Then, mutation takes place (line nine). Line
ten evaluates the new population. Eventually, line twelve returns the best individual
found during the whole search.

Algorithm 8: Predicate and Data-driven Genetic Algorithm.

input : T ,S,Pl,Pr,I,Pm,Px,%

begin1

t=0;BestFound = ∅;2

AC[0] = createInitialPopulation(I,S);3

EvaluatePopulation();4

while (t < T ) do5

t++6

AC[t]=selectPopulation(AC[t-1])7

CAC=Crossover(AC[t],Px)8

MAC=Mutate(AC[t],Pm)9

EvaluatePopulation(AC[t],Pl,Pr)10

end11

return BestFound12

end13

The novel components of PreGA are as follows:

• Mutate: (line nine) A random sentence is chosen with a uniform probability.
Then, a predicate analysis is performed to the picked sentence and one of
its arguments is randomly selected afterwards. Only arguments consisting
entirely of numbers and letters are taken into account. The sole purpose
of this operator is to systematically explore the fitness of objects/arguments
belonging to sentences on the document.

• Evaluate Population:(Line ten) The fitness function of an answer candidate
or individual B∗ respecting to the query Q is given by:

K(B∗, Q) = Kd(B
∗, Q) ∗Kl(B

∗, Q) (7.1)

Where Kl(B
∗, Q) is the “linguistic fitness” of the individual and Kd(B

∗, Q)
is its fitness according to the annotated context5. This product allows to
calculate Kl(B

∗, Q), only when Kd(B
∗, Q) > 0. Accordingly, only individuals

with some contextual evidence are further tested. Kl(B
∗, Q) is defined as

follows:

5Kd(B∗, Q) is computed as K(B∗, Q) in section 5.2.2.
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Kl(B
∗, Q) =

∑

∀Ss∈S:B∗∈Ss

γ(Ss, Q)∗


1 + η(Ss, Q)

∑

o∈obj(Ss)

J(B∗, o)





1 + η(B∗, Ss)

∑

q∈obj(Q)

∑

o∈obj(Ss)

J(q, o)




(7.2)

γ(Ss, Q) is a binary variable, where its value is one whenever the verb of the
sentence Ss matches the verb of the query, is otherwise zero:

γ(Ss, Q) =

{
1 verb(Ss)=verb(Q);
0 otherwise.

γ(Ss, Q) considers only sentences where the verb of the sentence and query
match, even though their senses are not the same. At this point, synonyms
are not considered on the ground that PreGA trusts implicitly in the massive
redundancy of the Web. η(Ss, Q) is a binary variable, where its value is one
whenever the subject of the sentence Ss and the query match, otherwise is
zero:

η(Ss, Q) =

{
1 subject(Ss)=subject(Q);
0 otherwise.

η(B∗, Ss) is similar to η(Ss, Q), but its value is one whenever the individual
matches the subject of the sentence Ss. obj(Ss) is a function which returns the
arguments of the sentence, excluding the subject, and obj(Q) is an homologous
function for the query. Each argument within the predicate of the query is
compared with each argument in the predicate of the sentence according to
the Jaccard measure:

J(B1, B2) =
| B1 ∩B2 |
| B1 ∪B2 |

The Jaccard measure is a ratio between the number of terms that occur in
both strings, and the total number of different terms in both sequences. For
instance, consider B1=“Giffard” and B2=“Henri Giffard”:

J(Giffard,Henri Giffard) =
1

2
= 0.5

It is absolutely clear that the denominator is always greater or equal to the
numerator, thus the value of J is between one and zero. η(Ss, Q) and the sum
of values of J aim for: (a) clearly differentiating the sense of the verb presented
on the sentence Ss and the query Q, and (b) directly measuring the semantical
bonding between the query Q and a particular sentence Ss on the text. In the
instructive example, only one retrieved sentence is considered: “Henri Giffard
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invented the airship in 1852 in France.”, thus, the value for Kl is computed
as follows:

Kl(“Henri Giffard”, “Who invented the airship?”) = 1∗(1+1∗1)∗(1+0∗1) = 2

All in all, PreGA takes advantage of predicate analysis in order to enrich the
alignment of annotated contextual patterns with the context of new answer candi-
dates. This predicate analysis is performed as long as PreGA tentatively identifies
similarities in both contexts (Kd(B

∗, Q) > 0 in equation 7.1), consequently, the ap-
plication of linguistic processing is carefully balanced and the strong dependency of
the alignment on the annotated data significantly decreases. Nevertheless, PreGA
still remains heavy dependent on patterns seen on the training data, while it is
selecting a new answer string (Kd(B

∗, Q) > 0 in equation 7.1).

7.3 Conclusions

This chapter introduces a genetic algorithm, which finely balances a data oriented
approach and linguistic processing. This algorithm takes advantage of distributional
contextual patterns of previously annotated tuples for guiding the search towards
promising answer candidates. Once it detects these promising contexts, it performs
a predicate analysis in order to establish the semantical bonding with the context
of the query. This causes, the alignment to be semantically enriched, at the same
time, it greatly reduces its strong dependency on the annotated data.
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Chapter 8

Experiments

Through this work, questions are seen as a relation amongst entities, where the
missing member of this relation is the answer. Hence, the quality of general-purpose
Question Answering Systems has to do with how well they deal effectively with
several kinds of question and entity. This work clearly presents three strategies for
extracting answers to natural language questions from web snippets, and this chap-
ter focuses special attention on the evaluation of these three presented strategies.

For the purpose of the general assessment of these methods, experiments were
carried out considering carefully the three most common sorts of entity and a set
of seven different relations. Accordingly, this chapter fully describes data-sets and
parameters used for this evaluation as well as presents a discussion at a greater
length of the obtained results.

8.1 Experimental Settings

Seven data-sets regarding different kinds of relation were particulary used in order to
assess our strategies. Each data-set was formally split into two subsets: training and
testing. For the simplicity sake, these subsets are referred as sets. The former was
directly sent to our webQA1 in order to retrieve tuples {question, sentence, answer},
which were used specifically for inferring syntactical distributional patterns after-
wards (see section 5.2.1). The latter was separately sent to each individual method:
GA-QA, GA-QA+GA-ASSA and PreGA. Here, it is good to pointedly remark three es-
sential aspects of our strategies: (a) GA-QA is considered as described in chapter
five, (b) GA-QA+GA-ASSA is a two-staged genetic algorithm, in which the first stage
consists exclusively of a GA-QA, in the second stage, each obtained pair {sentence,
answer candidate} is fully aligned by GA-ASSA, and (c) in the third method, the
core genetic algorithm of GA-QA is simply replaced with PreGA according to the de-
scription in chapter seven. This partial replacement consists principally of a new
mutation operator and a purpose-built goal function, which take advantage of pred-

1In the scope of this work, webQA is an external general-purpose Question Answering System,
which aims for extracting answers from the Web. This system is used solely for retrieving training
tuples.
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icate analysis in order to enrich the syntactical data-driven alignment of GA-QA.
In short, GA-QA+GA-ASSA is a data-drive improvement to GA-QA, whereas PreGA a
sematic linguistic enhancement to GA-QA.

The detailed description of each data-set is as follows:

CLEF-2004 refers to answers from 1994/1995 newspapers articles. The 169 who-
questions were directly sent to our webQA System in order to extract tuples
{question, answer, sentence} from the Web. Each right answered question
was taken into account as a member of the training set and every unanswered
question was considered as part of the testing set. The tuples where manu-
ally checked in order to effectively remove all pairs {sentence, answer} which
contains a wrong answer. The CLEF corpus considers rigorously questions
on several topics and wrong answers, even tough they are few, they can have
a considerable impact on the model. In deed, this manual annotation is a
demanding task.

Inventions is a set of pairs {invention, inventor} provided by the Britannica Ency-
clopedia2. All inventions which theirs inventors are unknown were completely
and permanently removed, and the list was split into two sets afterwards:
training and testing. The first -alphabetical order- 87 inventions where used
solely for training the model and the last 185 only for testing. In order to
extract training tuples {sentence, answer} from the Web, each training pair
{question, invention} was individually sent to our webQA by taking advantage
of the following template:

who invented the {invention}?

In order to try to avoid a manual annotation at all costs, right and wrong
pairs {answer, sentence} were used to train our methods. In this way, due
principally to the redundancy and localized topic, the robustness of the system
is also adequately tested. The testing set was individually sent to our strategies
using the same template.

Presidents is a set consisting exclusively of 120 pairs {country, president}, which
can be found on the on-line version of Wikipedia3. Accordingly, the first 33
tuples were used only during the training phase and the remaining 87 for the
particular purpose of testing. The template is given by:

who is the President of {country}?

Like the set of inventions, right and wrong tuples were considered as training
pairs {sentence, answer}. The testing set was also sent to our methods by
means of the corresponding template.

2http://corporate.britannica.com/press/inventions.html
3http://en.wikipedia.org/wiki/List_of_State_leaders.
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Symphonies is a set of pairs {composer, symphony} extracted from Wikipedia4.
This set consists entirely of 180 symphonies, which were formally split into
80 tuples for training and 100 for testing. The procedure is similar to the
previous set and the corresponding template is as follows:

who composed the {symphony}?

As the two previous sets, right and wrong tuples were taken into account as
training pairs {sentence, answer}. Each testing tuple was individually sent to
each of our methods by taking advantage of the corresponding template.

Prime Ministers is a set of pairs {country, prime minister} extracted from the
on-line version of Wikipedia5. This set consists exclusively of 103 tuples, in
which the first 29 pairs were used specifically for training and the remaining
74 solely for testing. The template is given by:

who is the Prime Minister of {country}?

Like previous sets, right and wrong tuples were particulary used as training
pairs {sentence, answer}. The testing set was directly sent to our strategies
using the corresponding template.

Locations is a set consisting entirely of 120 tuples {city, country} and {monument,
city, country}, available on “Glass Steel and Stone, The Global Architecture
Encyclopedia” 6, in which the first 37 pairs were used especially in the training
phase and the last 73 only during the testing. The template look likes as
follows:

where is the {monument/city}?

As previous sets, right and wrong tuples were considered as training pairs
{sentence, answer}. Each testing tuple was separately sent to our methods by
means of the corresponding template.

Dates is a set of pairs {person, birthday} available on “Famous Birthdays”7. This
set consists only of over 4000 tuples, from which the first 2160 pairs where
used specifically for training and the next 145 for the particular purpose of
testing. The template is as follows:

when was {person} born?

4http://en.wikipedia.org/wiki/List_of_symphonies_by_name.
5http://en.wikipedia.org/wiki/List_of_State_leaders.
6http://www.glasssteelandstone.com
7http://www.famousbirthdays.com/bday_123.html
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Like previous sets, right and wrong tuples were taken into account as train-
ing pairs {sentence, answer}. The testing set was individually sent to our
strategies by taking advantage of the corresponding template.

It is good to merely highlight three fundamental aspects of the experiments.
First, the Baseline was used exactly as fully described in chapter four, this means
without additional modifications. Secondly, data-sets were deliberately selected in
order to properly test three sorts of entity: PERSON and LOCATION as well
as DATE. In addition, these selected data-sets focus essentially on several who-
typed questions in order to empirically test different kinds of relation. Thirdly, the
Baseline has to tune any parameter, whereas our strategies based largely on genetic
algorithms necessarily need to tune their parameters:

GA-QA The size of the population is I = 20 and it runs T = 25 iterations, this
means it can theoretically tests at most 500 different individuals. The reader
should consider that as the time goes by stronger individuals gradually take
over the populations, so the number of different strings is considerable lower.
In practice, about 50 different individuals are really tested during the whole
search, hence, these values are rightly interpreted as a state in which the
population finally converges. Similarly, Pm and Px were set to one on the
ground of the explanation in section 5.2.

GA-ASSA makes allowance for typical parameter settings, where mutation usually
ranges over 0.001 to 0.1 and cross-over normally from 0.8 to 0.95:

Parameter Value
Population Size 10

Number of Generations 30
pc 0.8
pm 0.1

Table 8.1: Parameters for GA-ASSA.

Since GA-ASSA runs every time that GA-QA finds a pair {sentence, answer can-
didate}, the population size and the number of generations must be low values.
Despite of considering low values (10 and 30 respectively), the answering time
is grossly unreasonable (see section 8.2). As well as that, explorative values
for the probability of mutation and cross-over were specially selected in order
to empirically and directly test a larger number of different alignments.

PreGA consists primarily on modifications to GA-QA, it takes then advantage of the
same configuration.

It is well-known that genetic algorithms belong to the class of random search
algorithms, they do not therefore absolutely guarantee to return always the same
rank after finalizing the evolution of the population. But, they achieve a stable
output after a number of runs proportional to the size of the search space. Parame-
ters of GA-ASSA were mainly manually set by inspecting their stability after several
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runs. The selected parameter setting seems to be utterly reasonable, if the size of
the search space is carefully considered (see sections 4.1 and 6.2). However, this
configuration could not be particulary useful for another kinds of question. A fined
tuning of parameters would be adequate for each instance of a genetic algorithm,
this means for each question -or at least each type of question- and its correspond-
ing set of snippets. Without a shadow of doubt, high tuning is not a desirable option.

The stop-list is the only additional resource that our methods use. The language
dependency is due only to our Query Analysis tool which is not used in the learning
process or during the answer extraction phase, it is used solely to retrieve the right
set of pairs {sentence, answer} from our webQA System, which attempts to answer
a wider variety of questions in different languages, there is for this reason a complete
independence of our model on the language or type of answer.

8.2 Results

The next table shows an overview of the obtained results:

Strategy MRR Total 1 2 3 4 5 AA
Baseline 0.376 413 137 92 78 42 51 13
GA-QA 0.497 401 242 78 38 31 12 14

GA-QA+GA-ASSA 0.512 437 240 97 38 35 13 14
PreGA 0.373 277 155 101 33 23 10 22

Table 8.2: Overview of the results per strategy (out of 624 questions).

All data-sets consider a total of 713 questions. In 63 cases, an answer was found,
which was not provided by the corpus (AA). In 89 cases, no answer was manu-
ally found on the best 30 retrieved snippets. In some cases, the answer was in a
large span of text which was intentionally replaced with a break. In other cases,
the retrieved snippets contained a localized context in which the answer did not
occur, due to a marked bias in favour of some words within the query with a strong
likelihood as indexes of another collections of documents where the answer hardly
occurs. For instance, the query “Who invented the supermarket?” retrieves strings
like “The supermarket giant claims the move will bring voice over internet proto-
col . . . the man who really invented the internet”. In this particular case, on-line
advertisements of supermarkets have a strong influence over the terms “invented”
and “supermarket”. In actual fact, only the first five ranked answer strings were
considered for calculating the MRR score. The reader can look at some results upon
tables A.1 to A.15 and quickly realize that our strategies still found answers to other
questions in lower-ranked positions, which do not contribute to the final score. In
particular, the question “Who invented the Lego?”, two of our methods found an
answer ranked at position six (table A.1).
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It worths to observe experimentally that our strategies are more likely to find
uni-grams as answers than whole answer strings. In the case of who-typed ques-
tions, surnames are usually more frequent within web snippets than names or full
names. Since our strategies make allowance for the alignment of every occurrence of
an answer candidate, they are also inherently biased by frequency counting. Conse-
quently, surnames tend to be naturally preferred to names and full names. A good
example is in the set of symphonies, “Schubert” is more likely than “Franz Schu-
bert” or “Franz” (table A.8). In general, it is well-know that statistical oriented
approaches often extract these kinds of inexact answer (see also [21]).

PreGA performed as the Baseline. On the one hand, PreGA discovered answers
to a lower number of questions, on the other hand, PreGA ranks right answers higher,
it achieves therefore a better distribution of the answer rank. These are two suf-
ficient reasons for their similar MRR scores. In addition, it is crystal clear, GA-QA
and GA-QA+GA-ASSA outperforms PreGA. Furthermore, by considering only results
upon table 8.2, it can be concluded that the flexible alignment of GA-QA+GA-ASSA

performs slightly better than GA-QA and their answer rank distributions are similar.
Accordingly, they also finished with a similar MRR score.

Broadly speaking, the best systems that take part into the TREC competitions
score an MRR value between 0.5 and 0.8. This score is computed over a wider
variety of questions which are usually harder to answer. These systems therefore
necessarily incorporate knowledge resources, specialized document retrieval, answer
selection and validation. Under these concrete facts, results obtained by GA-QA and
GA-QA+GA-ASSA (0.497 and 0.512 respectively) seem to be positively encouraging.

The following tables show results regarding each data-set:

Corpus Questions NAS Baseline GA-QA GA-QA+GA-ASSA PreGA

CLEF-2004 75 24 0.309 0.387 0.261 0.261
Inventions 185 28 0.421 0.502 0.452 0.546
Presidents 89 1 0.524 0.571 0.629 0.222

Prime Ministers 76 5 0.473 0.706 0.714 0.203
Symphonies 100 23 0.315 0.500 0.489 0.584
Locations 43 1 0.568 0.638 0.684 0.507

Dates 145 7 0.173 0.365 0.450 0.266

Table 8.3: MRR overview.

In the following tables, NAS stands for the number of questions in which there
was no answer within the retrieved snippets (a total of 89 cases). GA-QA+GA-ASSA

achieved the best MRR score for four out of seven data-sets, while PreGA finished
with the best score for two data-sets. In four data-sets, the Baseline outperformed
PreGA. As a reasonable conclusion, the data-driven enrichment tended to perform
better than our enhancement based mainly on predication. Due to the heterogene-
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ity of the corpus, there is not enough contextual information/evidence for GA-ASSA
(on snippets and in the training set) to enrich considerably the alignment. GA-QA

obtained for this reason the best performance for the CLEF-2004 set of questions.
Consequently, the amount of redundancy is a decisive factor in our strategies. Also,
given the highly variable MRR score achieved by PreGA, it can be concluded that
the predication analysis provided by MontyLingua covers wider paraphrases that
usually occur in some contexts/topics than others. A direct comparison between
the performance of the Baseline and PreGA gives also a general and simplistic no-
tion of the quality of the proposed Baseline.

The approach presented on [29] scored a MRR value of 0.54 for a set of who-
typed questions from the TREC 9, 10 and 11 corpus, and the evaluation was strict
with respect to answer patterns provided by TREC. In [10], they obtained a MRR
value of 0.45 for 500 TREC-9 questions. In [20], a score about 0.5 was obtained for
different configurations of their system. Their set of questions also aimed at names
of persons, and the criteria for considering the contribution of correct answers to the
MRR value is similar to ours. They also considered only names as correct answers,
semantically related terms were not taken into account. Their ranking strategy
seems to be likely to find full names as answers and their methods aim at a fixed
corpus (TREC) as a target, this means that they know a priori how answers oc-
cur on the corpus. In contrast to our methods, which distinguish more strings as
answers (not only full names), but they use the Web as a target. Hence, they do
not know a priori how answers occur on the retrieved snippets. This intrinsic factor
has an impact on the MRR values, but not on the real performance of the system.
Regarding the set of locations, the approaches presented on [53,54] scored an MRR
value about 0.8 for a similar data-set and the Web as a target corpus. These ap-
proaches take advantage of external lexical resources. GA-QA and GA-QA+GA-ASSA

scored 0.638 and 0.684 respectively for a subset of the same set of questions. But,
our methods are independent on a lexical database of locations.

In [52], a data-driven strategy for extracting predicted answers from web snip-
pets was presented. This strategy was evaluated by observing the distribution of
answers within the rank of predicted answers. This method was properly assessed
considering the set of questions provided by CLEF-2004, where it finished with a
MRR value of 0.69 for questions aiming for a DATE as an answer, while it scored
0.74 for questions aiming for a LOCATION and 0.50 for questions aiming for a PER-
SON. Since this strategy takes advantage of a lexical database of locations and a set
of regular expressions for dates during the answer extraction step, our results seems
greatly motivating. More to this comparison, the answer extraction for the EAT
PERSON is based mainly on identifying sequences of capital letters on predicted
answers. Thus, it is similar in nature to our strategies. The MRR value for this kind
of question was 0.5, which is lower than the values obtained by GA-QA and GA-ASSA

for a similar sort of question. It is also important to comment that the CLEF-2004
is more heterogeneous than the set considered here, and the values achieved by our
methods for the CLEF-2004 corpus are computed from the set of questions that our
webQA could not answer, and our webQA is based mainly on the strategy presented
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on [52], these values are for this reason evidently not comparable. But, it is perfect
clear that our strategies successfully answered questions that our webQA did not.

Another key issue relating to the evaluation of Question Answering Systems,
extensively discussed in chapter four, is the distribution of the rank of the answer
achieved by different strategies. Since MRR does not show any distinction between
different distributions of the answer, the correlation coefficient between each pair of
ranks was computed. The average value for each pair of methods is shown in the
following table:

Baseline GA-QA GA-QA+GA-ASSA PreGA

Baseline 1 0.2899 0.2050 0.1878
GA-QA 0.2899 1 0.640 0.380

GA-QA+GA-ASSA 0.2050 0.640 1 0.3038
PreGA 0.1878 0.380 0.3038 1

Table 8.4: Average Correlation Coefficient between each pair of strategies.

It is fairly evident that this coefficient does not make a sharp distinction, but it
helps to draw broad conclusions like the similarity between the ranks of GA-QA and
GA-QA+GA-ASSA. This similarity can also be thoroughly inspected on tables A.1 to
A.15. The other pairs seem not to be enough correlated to draw a valid conclusion,
we can say therefore that they seem to contribute to the answering task in a differ-
ent way. This last conclusion is also supported by their individual similarity to the
Baseline (see tables A.1 to A.15).

The following four tables describe results achieved by each strategy for each
data-set:

Corpus Questions NAS MRR 1 2 3 4 5 AA
CLEF-2004 75 24 0.309 9 6 5 3 2 2
Inventions 185 28 0.421 39 24 20 8 11 10
Presidents 89 1 0.524 32 17 12 4 3 0

Prime Ministers 76 5 0.473 20 15 12 5 4 0
Symphonies 100 23 0.315 13 14 8 3 4 0
Locations 43 1 0.568 16 8 7 3 1 1

Dates 145 7 0.173 8 8 14 16 16 0

Table 8.5: Results obtained by the Baseline.

Given the fact that the proposed Baseline ranks uni-grams according to an
approximation of their likelihood as index of the set of retrieved snippets and this
likelihood gives a simple notion of how sharp the role of a particular word within
this set can be determined, it can be concluded that answers are more likely to
play a role as an index, if the question aims for a President, Prime Minister or
Location. Since our methods are also more efficient in coping with these sorts of
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question, it seems that it is easier to identify the right answer on their corresponding
collections of snippets. Contrary to dates, which do not usually play a role of index.
It seems therefore to be more difficult to readily distinguish the role of dates on the
text, hence, whether they are answers or not. This drawback is usually lessened by
means of purpose-built regular expressions, which are normally language dependent.

Corpus Questions NAS MRR 1 2 3 4 5 AA
CLEF-2004 75 24 0.387 13 2 1 1 0 3
Inventions 185 28 0.502 64 12 7 5 1 10
Presidents 89 1 0.571 42 12 4 3 1 0

Prime Ministers 76 5 0.706 42 8 8 5 1 0
Symphonies 100 23 0.500 30 11 4 6 1 0
Locations 43 1 0.638 23 4 0 3 2 1

Dates 145 7 0.365 28 29 14 8 6 0

Table 8.6: Results obtained by the GA-QA.

The table above shows results for GA-QA. Best results were obtained for the data-
sets regarding Presidents, Prime Ministers and Locations. GA-QA outperformed the
Baseline on every data-set. Given the lower MRR scores achieved by GA-QA on the
CLEF and Dates data-sets, it can be concluded that the amount of training data
is not the only significant factor for identifying answers on snippets readily. This
meaningful difference in the score can be seen as a sharper difference between the
contexts of the training and testing sets. Since results are quite similar, it can be
interpreted broadly that the contextual information on the who-typed question of
the CLEF corpus is less heterogenous than the corpus concerning dates. On the one
hand, dates regard people from different contexts: job, work, and much more. On
the other hand, the amount of different paraphrases for expressing the birthday of a
person [59] is smaller than for expressing answers on the general-purpose who-typed
questions of the CLEF corpus. Then, nothing else can be firmly stated.

Corpus Questions NAS MRR 1 2 3 4 5 AA
CLEF-2004 75 24 0.261 8 7 1 3 1 2
Inventions 185 28 0.452 52 20 5 6 4 11
Presidents 89 1 0.629 46 10 9 3 3 0

Prime Ministers 76 5 0.714 41 16 2 4 0 0
Symphonies 100 23 0.489 28 15 1 5 3 0
Locations 43 1 0.684 26 1 4 0 1 1

Dates 145 7 0.450 39 28 16 14 1 0

Table 8.7: Results obtained by the GA-QA+GA-ASSA.

The table above shows results for the two-staged GA-QA+GA-ASSA. Apart from
the CLEF data-set, all results are better than the presented Baseline. For three
data-sets GA-QA outperforms GA-QA+GA-ASSA: CLEF, Inventions and Symphonies.
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The huge difference between the data-set of dates and presidents shows that the
alignment can be highly sensitive to intentional breaks on snippets and the addition
of contextual words such as adverbs and adjectives.

Corpus Questions NAS MRR 1 2 3 4 5 AA
CLEF-2004 75 24 0.261 8 7 1 3 1 2
Inventions 185 28 0.546 69 9 3 2 2 19
Presidents 89 1 0.222 0 31 8 4 2 0

Prime Ministers 76 5 0.203 0 22 6 4 0 0
Symphonies 100 23 0.584 41 5 3 2 0 0
Locations 43 1 0.507 17 4 2 2 3 1

Dates 145 7 0.266 20 23 10 6 2 0

Table 8.8: Results obtained by the PreGA.

The table above shows the contribution of predication to the alignment. Results
show that predication did not improve substantially the performance of the system.
According to this table, results split data-sets into two different groups where the
difference can be interpreted as a result of the quality of the predication analysis
performed by MontyLingua. Due to two determining factors, MontyLingua can not
readily identify the predicate and/or arguments. First, it is not prefect clear if Mon-
tiLingua can deal efficiently with all possible paraphrases presented on snippets. A
manual inspection leads to believe that it does not. Secondly, ungrammatical snip-
pets seriously distort the predication analysis. On the whole, PreGA can not fully
analyze sentences with intentional breaks, PreGA can not therefore easily discover
right answer strings to some kinds of question on retrieved snippets.

Other key issue in experiments is to define whether an answer is correct or not.
In fact, alternative answers to the one provided by the corpus exist. For instance,
in case of inventions, which their inventors are nor clear such as “The Radio”, the
corpus provides “Guglielmo Marconi”, but we can easily find on the Web: “Nicola
Tesla invented the Radio”. In the CLEF corpus this ambiguity is more often, due
to the fact that some answers are out of date and the retrieved snippets contain
updated information. Every time the system extracted a right answer, but it is
not in the set provided by the corpus, it was labelled as AA (Alternative Answer).
These answers were not taken into account in the final MRR score. In more practi-
cal terms, we consider as a right answer the exact string match with the answer in
the corpus, a more complete name description, only the surname or the name, for
instance, in the case of the inventor of the oil, we consider the following strings as
answers: “Edwin Laurentine Drake”, “Edwin Drake”, “Drake” and “Edwin”. Right
answers do not make allowance for orthographical variations in order to reduce the
ambiguity of the evaluation. The hyphens were removed. With regards to questions
aiming at a DATE, correct answers were considered: the year, the month and year
or the full date. For instance, “1977”, “AUGUST 1977” or “31 AUGUST 1977”.
Regarding the data-set of locations, correct answers were the country or the city.
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For example, “Where is the Mozart statue?”, strings considered as right answers
were “SALZBURG” and “AUSTRIA” (table A.13).

Our strategies missed some answers, because the goal function properly evalu-
ates individuals, but if the answer is in expressed in a way which was not learnt by
the system, the answer is then missed or it is highly possible missed. If the answer
is in a learnt form, but its frequency is low and the contextual evidence is not strong
enough to guide the search, then genetic algorithms can start looking for answers in
another region of the answer space where they will not find the answer. In addition
to that, some answers are missed because of intentionally inserted breaks, which
seriously distort the alignment. This is also a reason of the better performance of
GA-QA+GA-ASSA.

But, it is essentially important to duly note that this approach has its limita-
tions. When we try to answer questions that aims a LOCATION or a DATE, the
system can not readily distinguish the expected answer type in the syntactic align-
ment. This is due to the fact that the syntactic behaviour of dates and locations in
English -as in another languages- is similar, both are indeed locations one in time
and the other in the space. Another thing is that exists a larger amount of varia-
tions for expressing the same date than the same location (see example in section
1.1). These number of variations has a vital impact on the fitness function, while
the system is considering the occurrences to be aligned. Hence, we can explain the
low performance on the data-set regarding dates. In this case, at least a lexicon or
string pattern matching is necessary.

8.3 Time Performance

On the one hand, results obtained by systems are a crucial issue when their quality is
assessed. On the other hand, the amount of resources that systems require in order
to achieve a certain quality level is also a critical issue to take into consideration
when systems are evaluated. The following table shows the average execution time
for each strategy vs. data-set (all questions):

Corpus Baseline GAQA GA-QA+GA-ASSA PreGA

CLEF-2004 23.5 1909 41995 7550
Inventions 76.12 1609 37870 30826
Presidents 29.31 5293.95 103040.8 10084.24

Prime Ministers 27.66 6468.9 123169.67 11632.9
Symphonies 70.14 2511.16 58943.7 32203
Locations 27.66 6468.9 121356.67 11632.90

Dates 81.16 99232.17 813696.6 123647

Table 8.9: Average execution time for for each strategy vs. data-set (milliseconds).
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All strategies demanded more time for answering questions which aimed for a
DATE, because the syntactical distributional model of the EAT took into account
a larger amount of training data. In general, GA-QA+GA-ASSA takes more time in
answering questions, on the other hand, they rank correct answers higher. Results
suggest that the deep alignment of answer-context can be used for increasing the
accuracy of the answer extraction stage, but at some point, it turns to require a
huge amount of computational resources, due to the amount of training data or
the complexity of the alignment. Although, this alignment is performed by robust
heuristics which do not aim for discovering the best context-answer alignment, but
rather one closer to the best. The next table shows a ratio respecting the Baseline

of each strategy and data-set:

Corpus Baseline GAQA GA-QA+GA-ASSA PreGA

CLEF-2004 1 80.44 1851.53 326.58
Inventions 1 195.06 3770.02 349.07
Presidents 1 193.74 3764.41 366.78

Prime Ministers 1 247.77 4804.46 439.14
Symphonies 1 36.28 841.82 498.82
Locations 1 21.68 497.62 414.55

Dates 1 1248.85 10261.67 1550.1354

Table 8.10: Time ratio between the different strategies and the baseline.

This ratio gives a valid comparison independent on other tasks running at the
same time on the servers. These results suggest that we can simply replace the deep
data-motivated alignment with some ad-hoc linguistic processing and get better
results than using only data-driven approaches, for instance: the data-sets of inven-
tions and symphonies. On the other hand, if this linguistic support is not adequate,
data-driven approaches tends to perform better. Overall, data-driven approaches
obtain a good performance, but they need a huge amount of different contextual
paraphrases in order to sharply identify the answer from its context.

8.4 Conclusions

This chapter discusses at length the assessment of the strategies introduced through
this work. In general, two major conclusions can be drawn: (a) results show that
data-driven approaches are a useful strategy for Question Answering Systems, and
(b) the balance between data-driven approaches and ad-hoc linguistic processing is
a vital issue relating to the potential improvement of the answer extraction phase.

By and large, it can be concluded that linguistic processing is still a necessary tool
for domain-specific Question Answering Systems, and Genetic Algorithms seem to
be a proper tool for dealing with the complexity of the alignment problem presented
in this work. At this point, the reader should remember that our methods do not
use a lexicon for identifying words boundaries.
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Chapter 9

Conclusions and Further Work

This work presents a data-driven approach to question answering which takes ad-
vantage of syntactical distributional patterns for discovering answers to new natural
language questions on the Web. These syntactical distributional patterns are di-
rectly learnt from the relative position of words with respect to the expected answer
type on previously annotated pairs {sentence, answer}. These patterns are aligned
with sentences presented on retrieved snippets in order to extract answers candi-
dates to new questions. This alignment is performed by a purpose-built Genetic
Algorithm (GA).

Experimental results suggest that the presented methods can cope with specific
questions, specially with those questions whose answers are inserted into contexts,
for which do not exist a large amount of morpho-syntactical variations. By means
of a representative training set of pairs {context, answer}, they can readily identify
answers. Results also suggest that at some point, if we want our strategies to achieve
a high accuracy, they need to use more computational resources in order to learn a
massive number of different patterns and align them with new sentences. As a logi-
cal consequence, the use of ad-hoc linguistic processing is still strongly encouraged.

On the one hand, by using this ad-hoc processing, systems lose their property
of being easily re-trainable and language independent. On the other hand, they
substantially increase their accuracy, when they aim at specific questions. With
all these things in mind, our methods seem to be adequate for language indepen-
dent domain specific systems however, where they can be trained with a reasonable
amount of several paraphrases, and take advantage of ad-hoc linguistic processing.

The advantages of using GA for extracting answers are: (a) they mainly test
good individuals while they are searching for the answer, (b) during this search,
they find syntactical clues which are good indicators for balancing the linguistic
processing. Looking closer to the coding of our GA, the reader can easily realize
that they implicitly rank sentences extracted from the snippets, because the sec-
ond genotype of the chromosome represents the sentence number. According to the
schemata theorem, the phenotype of the gene should converge to its best - the one
who adapts best to the environment- as the iterations go by. It is therefore a re-
liable indicator for applying purpose-built linguistic processing, like predication at
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the sentence level. Here, another advantage of GA was exploited. They provided
a framework (recombination mechanisms and goal function) for inherently imple-
menting data-driven and linguistic motivated answer extraction strategies.

The main drawback to GA is that they do not absolutely guarantee to test the
best individual. This drawback can be mitigated by increasing the number of itera-
tions, which means using more computational resources. Due to the characteristics
of the search space, setting the parameters of our methods are not a relevant issue.
Even though, explorative parameters were deliberately selected for our GA, the pop-
ulation quickly converged. More to the point of the search space, GA-ASSA shows
that taking advantage of Genetic Algorithms for data-driven question answering is
a promising research field.

Another important conclusion has to do with the proposed model for acquir-
ing syntactical distributional patterns of the expected answer type from raw text.
On the one hand, it provides an adequate framework for designing a goal function,
which can properly and subsequently discover answers. On the other hand, the
main drawback to this model is that different expected answer types behave in a
similar way. For this reason, the use of external knowledge is highly motivated.
Consequently, the language portability of our approach as an open domain system
is still an open question. Another thing is the fact that our methods were trained
with wrong annotated tuples. It can then be concluded that our model is robust
to noisy training data (when systems aim for answering specific questions) and the
need of annotations can be substantially reduced.

To sum it up, the performance of data-driven methods has not only to do with
the amount of data, it also has to do also with diversity of paraphrases presented
on the training set. In this way, systems can take advantage of the redundancy
presented in several information sources in a more proper way.

As a further work, we can propose the use of this alignment function for anaphora
resolution in the snippets. It is clear that snippets returns many paraphrases of the
same sentences extracted from independent documents. A syntactic alignment can
be used, in order to discover some pronouns that can clearly be inferred from an-
other snippet. This can bring about an increment of the precision of the answer
extraction process of a Question Answering engine or the retrieval precision of a
document retrieval system.
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Appendix A

Sample Results

The following tables show samples of results obtained by the strategies presented
in this work. The letter “R” on the headings of some columns stands for the word
“Rank”, and its value is the rank position of the corresponding answer string. Due
to the size of the margins of a page and the length of some answer strings, tables
do not contain all results, but representative samples were carefully selected.

All cases, in which there was no answer on the corresponding retrieved snippets,
are not shown in the tables. In case of the CLEF question set, it worths to highlight
that only representative provided correct answers were considered, if the reader want
to know all possible right answers to a particular question, please refer to the original
CLEF-corpus.
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Appendix A. Sample Results 90
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Appendix A. Sample Results 102

Baseline GAQA GA-ASSA PreGA

Person Birth date Answer R Answer R Answer R Answer R
Lance Berkman 10-Feb-1976 1976 5 1976 1 1976 2 1976 4
Brandon Boyd 15-Feb-1976 1976 5 1976 6 1976 4
Freddie Prinze, Jr. 08-Mar-1976 1976 9 1976 2 1976 1 1976 1
Reese Witherspoon 22-Mar-1976 1976 9 1976 2 1976 2
Keri Russell 23-Mar-1976 1976 4 1976 3 1976 2 1976 2
Peyton Manning 24-Mar-1976 1976 3 1976 5 1976 2
Amy Smart 26-Mar-1976 1976 9 1976 2 1976 7 1976 1
Candace Cameron 30-Mar-1976 1976 7 1976 4 1976 3
Colin Farrell 18-Apr-1976 1976 6 1976 1 1976 2 1976 1
Ruud Van Nistelrooy 20-Apr-1976 1976 5 1976 2 1976 1 1976 2
Fred Savage 09-Jul-1976 1976 6 1976 1 1976 2 1976 2
J.C. Chasez 08-Ago-1976 1976 7 1976 1 1976 1 1976 2
Alicia Silverstone 04-Oct-1976 1976 10 1976 3 1976 1
Rachel McAdams 07-Oct-1976 1976 6 1976 2 1976 1
Bob Burnquist 10-Oct-1976 1976 3 1976 3
Pat Tillman 06-Nov-1976 1976 5 1976 7 1976 1 1976 4
Donovan McNabb 25-Nov-1976 1976 1 1976 4 1976 4 1976 2
Jaleel White 27-Nov-1976 1976 4 1976 3 1976 1 1976 1
Joey Fatone, Jr. 28-Jan-1977 1977 1 1977 1 1977 2
Shakira 02-Feb-1977 1977 8 1977 10
David Phoenix Farrell 08-Feb-1977 1977 10 1977 5 1977 4
Paul Cattermole 07-Mar-1977 1977 5 1977 1 1977 1 1977 1
James Van Der Beek 08-Mar-1977 1977 5 1977 1 1977 1 1977 1
Shannon Miller 10-Mar-1977 1977 5 1977 4 1977 3
Amanda Borden 10-May-1977 1977 4 1977 1 1977 1 1977 1
Samantha Morton 13-May-1977 1977 4 1977 1 1977 2 1977 1
Liv Tyler 01-Jul-1977 1977 10 1977 3 1977 2 1977 3
Edward Furlong 02-Ago-1977 1977 5 1977 3 1977 2 1977 1
Tom Brady 02-Ago-1977 1977 8 1977 2 1977 1
Jon Heder 26-Oct-1977 1977 2 1977 2 1977 1 1977 2
Oksana Baiul 16-Nov-1977 1977 6 1977 6
Laura Wilkinson 17-Nov-1977 1977 4 1977 1 1977 2
Kerri Strug 19-Nov-1977 1977 7
Brad Delson 01-Dec-1977 1977 1 1977 2 1977 2
Laila Ali 30-Dec-1977 1977 4
A.J. McLean 09-Jan-1978 1978 7 1978 7 1978 4
Ashton Kutcher 07-Feb-1978 1978 8 1978 3 1978 2 1978 1
Jen Frost 22-Feb-1978 1978 5
Jensen Ackles 01-Mar-1978 1978 2 1978 6
Kyle Howard 13-Apr-1978 1978 8 1978 1 1978 1
Kenan Thompson 10-May-1978 1978 2 1978 1 1978 1
Kanye West 08-Jun-1978 1978 2 1978 2
Shane West 10-Jun-1978 1978 3 1978 3 1978 1 1978 1
Joshua Jackson 11-Jun-1978 1978 5 1978 2 1978 2
Zo Saldaa 19-Jun-1978 1978 5 1978 5 1978 9 1978 5
Tia and Tamera Mowry 06-Jul-1978 1978 4 1978 3 1978 6
Louise Brown 25-Jul-1978 1978 5 1978 6
Kobe Bryant 23-Ago-1978 1978 4 1978 3 1978 4 1978 2
Devon Sawa 07-Sep-1978 1978 7 1978 2 1978 2 1978 2
Benjamin McKenzie 12-Sep-1978 1978 7 1978 7 1978 8
Ruben Studdard 12-Sep-1978 1978 5 1978 10 1978 8
Sisqo 09-Nov-1978 1978 3 1978 5 1978 3
Nelly Furtado 02-Dec-1978 1978 3 1978 3 1978 6 1978 3
Katie Holmes 18-Dec-1978 1978 2 1978 2 1978 3

Table A.14: Some results for a set of questions aiming at a DATE as answer (1976-
1978).
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Baseline GAQA GA-ASSA PreGA

Monuments/Cities Location Answer R Answer R Answer R Answer R
Aaliyah 16-Jan-1979 1979 9 1979 2 1979 3 1979 2
Rob Bourdon 20-Jan-1979 1979 4 1979 11
Tatyana Ali 24-Jan-1979 1979 2
Andrew Keegan 29-Jan-1979 1979 8 1979 2 1979 1 1979 4
Josh Keaton 08-Feb-1979 1979 9 1979 8
Ziyi Zhang 09-Feb-1979 1979 5 1979 4 1979 4 1979 2
Brandy 11-Feb-1979 1979 3 1979 2
Jennifer Love Hewitt 21-Feb-1979 1979 7 1979 2 1979 6 1979 2
Benji and Joel Madden 11-Mar-1979 1979 7 1979 4 1979
Adam Levine 18-Mar-1979 1979 1 1979 2 1979 8
Heath Ledger 04-Apr-1979 1979 4 1979 2 1979 1
Keshia Knight Pulliam 09-Apr-1979 1979 3 1979 2 1979 2 1979 2
Claire Danes 12-Apr-1979 1979 8 1979 1 1979 3 1979 2
Kate Hudson 19-Apr-1979 1979 7 1979 2 1979 2
Daniel Johns 22-Apr-1979 1979 3 1979 1 1979 3
Lance Bass 04-May-1979 1979 6 1979 3
Pierre Bouvier 09-May-1979 1979 1 1979 1 1979 1 1979 1
Jesse Bradford 28-May-1979 1979 2 1979 2 1979 3
Shane Filan 05-Jul-1979 1979 1
Pink 08-Sep-1979 1979 10 1979 1 1979 2
Ariana Richards 11-Sep-1979 1979 3 1979 1 1979 2
Erik-Michael Estrada 23-Sep-1979 1979 8 1979 10
Mya 10-Oct-1979 1979 9 1979 2
Stacy Keibler 14-Oct-1979 1979 4 14 1979 5 1979 9 1979 3
Ben Gillies 24-Oct-1979 1979 2 1979 1 1979 1 1979 1
Chris Joannou 10-Nov-1979 1979 3 1979 1 1979 1 1979 1
Rider Strong 11-Dec-1979 1979 3 1979 4 1979 7 1979 2
Michael Owen 14-Dec-1979 1979 3 1979 5 1979 2 IN 1979 8
Adam Brody 15-Dec-1979 1979 4 1979 10 1979 1 1979 4
Kristanna Loken 19-Dec-1979 1979 12 1979 1 1979 1 1979 1
Jenson Button 19-Jan-1980 1980 7 1980 2 1980 1 1980 1
Nick Carter 28-Jan-1980 1980 6
Matt Lawrence 11-Feb-1980 1980 6 1980 3
Chelsea Clinton 27-Feb-1980 1980 8 1980 2 1980 3
Chingy 09-Mar-1980 1980 13 1980 1 1980 1
Venus Williams 17-Jun-1980 1980 9 1980 1 1980 1 1980 1
Eric Stretch 22-Jun-1980 1980 25
Michelle Kwan 07-Jul-1980 1980 9 1980 2 1980 3
Dominique Swain 12-Ago-1980 1980 2 1980 2 1980 2
Vanessa Carlton 16-Ago-1980 1980 3
Macaulay Culkin 26-Ago-1980 1980 7 1980 2 1980 2
Yao Ming 12-Sep-1980 1980 10 1980 3 1980 3
Ben Savage 13-Sep-1980 1980 7 1980 4
Martina Hingis 30-Sep-1980 1980 5 1980 4 1980 1 1980 2
Paul Thomas 05-Oct-1980 1980 20 1980 8
Ashanti 13-Oct-1980 1980 9 1980 1 1980 2 IN 1980 2
Nick Cannon 17-Oct-1980 1980 3 1980 2 1980 1
Christina Aguilera 18-Dec-1980 1980 11 1980 2 1980 2 1980 1
Jake Gyllenhaal 19-Dec-1980 1980 6 1980 1 1980 1 1980 2

Table A.15: Some results for a set of questions aiming at a DATE as answer (1979-
1980).
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