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Abstract

Listener vocalizations play an important role in communicating listener intentidnile the interlocutor

is talking. Synthesis of listener vocalizations is one of the focused résasgas to improve emotionally
colored conversational speech synthesis. The major objective of dhe presented in this paper is
providing a new functionality to text-to-speech synthesis system that cahesjze nonverbal listener
vocalizations. As synthesis of listener vocalizations is a new topic in caatiensal speech synthesis,
many research questions are raised. A methodology is proposeddoataasearch on those questions
which can provide solutions to build a system to generate nonverbal listenalizations. We discuss
the work done so far according to proposed working strategy and tengdéins for future work.

Keywords. nonverbal listener vocalizations, back-channel, multi-modal interactjmeech synthesis

1 INTRODUCTION
In multimodal human-computer interaction, the ability gétems to generate listener vocalizations (Gard-
ner, 2002) is an important requirement for generating #ffeénteraction.

Listener vocalizations include back-channel utteran¥eg e, 1970; Ward and Tsukahara, 2000) re-
lated to the flow of the conversation as well as affect voatitims (Schider et al., 2006) based on the
listener's affective state (Scherer, 2003). For examptevarbal listener vocalizations likem-hm or
uh-huh can be used as back-channel utterances to keep the floor apthe fcurrent speaker to continue
speaking. Listener vocalizations can also transmit dffecttates like excited, bored, confused, surprised,
etc. For examplewow can be used for both back-channel and to communicate affatiganing. Listener
vocalizations also include non-linguistic vocalizatidike laughter or sigh as well as some response tokens
like yes, right, really or absolutely.

Nowadays, speech synthesis systems are providing higfitygeghthetic reading speech. Synthesis
of nonverbal listener vocalizations, a new functionalitytéxt-to-speech synthesis systems, provides an
opportunity to build interactive synthesis systems silétab multi-modal interaction systems. Database
collection, annotation and realization of speech wavefarecrucial steps in building speech synthesis
systems. Above three major steps need more investigatioasie of the new functionality. For example,
traditional speech synthesis databases including expesgseech material were recorded in a studio envi-
ronment with a single speaker using predefined recordirigtscbut this traditional recording setup is not
suitable to capture listener vocalizations as they arerabdmly in a conversation. Success in generation
of listener vocalizations depends on the answers to theviolly questions:

e How to collect a database of listener vocalizations?

e What kinds of meanings are expressed through listener wat@ins?

e What form is suitable for a given meaning?

e How to annotate meaning and behavior (form) of a listenealination?

e How to realize the form using a technological framework?

Many listener vocalizations are short and nonverbal inneatds synthesis of nonverbal vocalizations is
a new topic in synthesis, we are not aware of any technolbfgazaework to synthesize these vocalizations.
In the level of realization, some technological researakstjons should be answered like:

e What kind of technology is suitable to synthesize nonverlbahlizations? Unit-selection, HMM-

based or other.



e Ifitis Unit-selection, what strategy would be better toestla unit?
e Ifitis HMM-based, how to model and realize nonverbal vazations?
e How to get advantage from signal modification algorithms?

The major objective of this work is not only providing answ¢o the above research questions, but
also building a system, which will be integrated into SEMAINSEMAINE, 2008) multi-modal inter-
action system, to synthesize nonverbal listener vocadizat The system has to be robust and it has to
use standard representation like eXtensible Markup Lagg(8¥ML) formats in the view of future inter-
module communication. A possibility is there to raise masearch questions when we try to evaluate our
final system as part of a real-time SEMAINE demonstrationesys

A methodology is proposed in Section 2 to conduct researcsyothesis of nonverbal vocalizations.
We describe the results of the data collection and annatati®ection 3 and this section also explains our
baseline system. In Section 4, we discuss our tentatives glad proposals to build a system for realization
of listener vocalizations in a speech synthesis framework.

2 METHODOLOGY

The SEMAINE system, a demonstration of audiovisual Semséttificial Listener(SAL) (Douglas-Cowie
et al., 2008), aims to build a virtual dialog partner who nts to engage the user in a conversation by
paying attention to the user’'s emotions and nonverbal egpas. Different 'action proposers’ in the
system produces different 'action commands’ to synthesizeeaningful agent behavior. Simulation of a
convincing audiovisual listener behavior is one major péthe system. According to the project plans, an
action proposer, with the help of multi-modal inputs, widl planning the intention of the listener as well
as the timing information to trigger the behavior. The diggmn of listener intention uses standard XML
representation ("Multi-modal XML input’ in the Figure 2). uD part of the work is mainly focusing on
modules for synthesis of appropriate listener vocaliratiwhen the intended meaning behind the listener
intention is given.

This section describes conceptual model of our proposetadetogy to build a framework for syn-
thesis of nonverbal vocalizations. The proposed work ctssif three different levels (as shown in Figure
1): Data collection, Annotation and Realization.

Realization

g Meaning annotation
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Tl Behavior annotation
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Figure 1: Major aspects of proposed work

2.1 DATABASE COLLECTION

As the traditional way of recording setup is not useful totaeg nonverbal listener vocalizations, we
propose to record a natural dialog speech between an aadniamlialog partner in an anechoic studio
because listener vocalizations seem to be natural only oneecsation. According to the new proposed
recording setup, the actor and his dialog partner will sitliffierent rooms and hear each other using
headphones, so that we can record each speaker’s voice fiarartdichannel without interference of the
other speaker’s speech. As we are aiming to capture listeualizations, the actor will be instructed to
participate in a free dialog, but to take predominantly gefir role.

2.2 ANNOTATION

To know different kinds of meanings expressed throughrsteocalizations, the intended meaning behind
each vocalization should be annotated. Similarly, the tatiom of behavioral properties will be useful to
know suitable behavior for a given meaning. Initially, we ot know how many meaning or behavior
categories can be used to annotate all listener vocalimgtem we propose to annotate all nonverbals using
informal descriptions to make sure that we are not guidedigypee-existing set of categories. Pre-existing



sets of categories may or may not be suitable to represelmtather vocalizations available in our data.
So informal descriptions will be helpful to understand eéethe structure of both behavior and meaning.
Subsequent grouping of these descriptions will help to tstded the types of behavior and meaning of
listener vocalizations, at least for the speaker we studiedthe later stages, a suitable limited set of
categories that capture the essence of meaning as recarggdrimal descriptions will be identified.

The sequence of steps involved in the proposed annotatlwnse is: Firstly, start-end time labels
will be annotated for all listener vocalizations made by dlegor. Secondly, informal descriptions will be
provided for each labeled segment in three different levaisitent, behavior, sub-texts. In latter stages,
suitable meaning category will be identified for each vazdlon with the help of informal descriptions.
Finally, annotation for behavioral properties like inttioa, voice quality etc.. will be provided.

2.3 REALIZATION

The conceptual model for the realization system, as showkigare 2, contains off-line and runtime
processing modules. Data analysis on annotated speechesaisa crucial step in off-line processing
which provides relations between behavior and meaningeXperience from this analysis will let us know
whether the relation between meaning and behavior is oeev@pping or a single behavior can be usable
to simulate multiple intended meanings. A thorough rede&@axpected in the level of technological
framework to realize a nonverbal listener vocalization.r Ewample, we have to find a way to model
and generate nonverbal vocalizations if we choose HidderkdaViodel (HMM) based synthesis as a
technological framework.
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Figure 2: Conceptual model of proposed realization system

The proposed runtime system will work as follows: Initiabyy XML front-end processing module will
identify the intended meaning behind requested nonveudizlizations. The next module will be finding
suitable behavior to the requested meaning category wérktitowledge of relations between behavior
and meaning. Finally, another module will realize appratgribehavior with a synthesis technology like
Unit-selection or HMM-based.

3 RESULTS SO FAR
The work has been progressing on all three levels describ8édtion 2. This section explains the results
of the work done so far.

3.1 DATABASE COLLECTION

We recorded dialog speech in a studio environment as desciibSection 2.1. Our speaker is a profes-
sional male German actor with whom we had already recordpisgive speech synthesis databases in the
past. Using this speaker was essential for being able toheseetorded vocalizations with our synthesis



voices in the future. Recordings were made in several s@gg sessions of about 20 minutes each. In
the initial stage, we instructed the actor to “be himselft(to act) and in the later stages, he was instructed
to act like one of three characters representing differsrdtmnally colored personalities (Douglas-Cowie
et al., 2008): Spike is always aggressive, Obadiah is algly@my, Poppy is always happy. Two female
student assistants took turns as the dialog partner, adttrikeep the actor in listening mode for a max-
imum amount of time while they were talking to the actor abaubpic of their choice. The dialogue
partners were sitting in separate rooms and hearing eaeh osing headphones. Each speaker’s voice
was recorded on a separate channel.

As a result of the database collection exercise, we obtanmehd six hours of German dialog speech.
Table 1 provides statistics of dialog speech material.

The actor status | Corpus duration (in minq{ Number of listener vo-
utes) calizations

Natural 190 568

Obadiah 45 181

Poppy 45 93

Spike 70 238

Total 350 1080

Table 1: Corpus duration in minutes when the actor is beingshlf (natural) or acted like an emotional
character.

3.2 ANNOTATION

So far in this project, we have worked on meaning annotatity @ detailed version of results in meaning
annotation were reported in (Pammi and $dwar, 2009), but an overview of those results were shortly
discussed in this section. As outlined in Section 2.2, sarfahis work, we have worked on informal
description and meaning annotation only.

3.2.1 INFORMAL DESCRIPTIONS

In order to get a fuller picture of the data, we use a detaifddrimal description of each vocalization
before trying to find suitable categories to represent thanimg and behavior observed. An informal
description in this work contains an annotator’s desaiptf the form, content and subtext of each listener
vocalization using his/her own vocabulary. The form pregdformation about phonetic segments, voice
quality, duration and/or intonation. Similarly, the comtend subtext tiers describe the meaning and,
optionally, a suitable text substitution.

3.2.2 INSTRUCTIONS GIVEN TO ANNOTATE MEANING

We used the Baron-Cohen (Baron-Cohen et al., 2004) set o&t&gjaries describing epistemic-affective
states as a starting point for our tag set. Annotators westeuicted to use only those categories from the
set that seemed appropriate, and to add categories thatdewmmessary to describe the data but were not
contained in the Baron-Cohen set. They could use categiooiesthe Geneva Emotion Wheel (Scherer,
2005) or propose their own category labels as they felt apjate.

According to informal descriptions provided from annotatdistener vocalizations seem to differ with
respect to their reference: self expression, stance t@athelother, attitude towards the topiciilBer’s
(Buhler, 1934) Organon model provides a structure that dgjatghes the above three types. So, we in-
structed annotators that they could optionally indicageriierence according to the Organon model: (S)elf
reference, (O)ther reference, or (T)opic reference.

3.2.3 RESULTS OF MEANING ANNOTATION

Annotators used 24 out of the 33 Baron-Cohen categoriestotate meaning. They added nine out of the
40 categories of the emotion wheel (Geneva, 2005), as wétilacustom categories. The 37 categories
used are shown in Table 2. The number of frequently used @a¢sgs much smaller, though.



Baron-Cohen categories | anticipating, cautious, concerned, confident, contemplative, degig
defiant,despondent, doubtful, friendly, hostile, insistingjnterested,
nervous, playful, preoccupied, regretful, serious, stisps,tentative,
thoughtful, uneasy, upset, worried

Emotion wheel categories | amused, angry, compassionate, disgusted, happyitated, relieved,
scornful, surprised

Custom categories depressed, excited, ironic, outraged

ve

Table 2: The list of categories used for annotation. Fretipeised categories{ 5%) are highlighted in
bold, and most frequent categories {0%) are underlined. (Pammi and Séder, 2009)

The full descriptions of meaning are summarized in terms@immng categories associated with types
of functional reference. The results show that Baron-Clshadifective-epistemic categories are not suffi-
cient to describe our data — it is necessary to add a numbetedaries from the Geneva Emotion Wheel
as well as some custom categories. The results from refer@muotation according toilBler's Organon
model suggest that distinguishing the reference in addtcaffective-epistemic meaning categories is a
useful means to gain insights regarding a character’s mogesonality (Self reference), interpersonal
stance (Other reference) and attitude towards a topic ¢Teerence).

A subset of 102 listener vocalizations from the non-actetl gfathe dialog corpus was annotated by
both annotators with meaning and reference categoriesteriater agreement. As described in (Pammi
and Schider, 2009), we computed Kappa for each meaning categorgacidreference type. The Kappa
values for the most frequently used meaning categoriesdiye interested and amused were 0.02, 0.41
and 0.82 respectively. Among the less frequent categdfigspa values for decisive, confident, tentative,
doubtful and surprised scores range between 0.22 and Ol8eas anticipating, thoughtful, ironic, irri-
tated, outraged, angry show nearly no agreement betweeartn@tators. For reference categories, there
iS no consistent agreement between the two annotatorsmHins to be seen whether this is due to an
intrinsic ambiguity or due to insufficient instructions.

3.3 REALIZATION
A base-line system was implemented in MARY (Siadier and Trouvain, 2003; Sdider et al., 2008)
Text-To-Speech(TTS) framework for synthesis of nonvelisiéner vocalizations. This simple system
can generate nonverbal listener vocalizations based onMin néquest. It stores all nonverbal listener
vocalizations in the form of datagrams in a single time-kveveform file and a corresponding unit file
containing index numbers and start-end timestamps of eacélization to retrieve efficiently. We can
request a nonverbal vocalization with or without index nemtWhen the XML request does not have an
index number then the system will select any one among thalizations existing in the database. The
baseline system was integrated to the first version of the spaerce SEMAINE (Sclider and et al., 2008)
demonstration system for generating back-channel vataiizs when requested.
An example XML request:
<?xml version="1.0" encoding="UTF-8"7>
<maryxml xmlns="http://mary.dfki.de/2002/MaryXML" version="0.4" xml:lang="de">
<voice name="spike">
<nvv variant="6"/>
</voice>
</maryxml>

4 FUTURE WORK

So far the results of the work related to database colle@i@hmeaning annotation were described. This
section proposes our plans for behavior annotation, i#diz strategies and evaluation.

4.1 ANNOTATION OF BEHAVIOR
Behavior annotation is one of the crucial tasks as this platthe work directs the way to surface level
realization of nonverbal listener vocalization.



The following elements are expected in the behavior aniootat

1. Arepresentation of intonation

2. A suitable phonetic segmental form in alignment with tlaveform

3. Aspects of volume, para-language and voice quality

The intonation of a nonverbal vocalization can be extraegtetbmatically from any pitch tracking
algorithm available in computer programs like Praat (Boersind Weenink, 2005) and can be stored as a
set of points of the pitch contour or a set of polynomial ceeédfits which can represent the pitch contour
of the nonverbal vocalization. A suitable phonetic segraldiorm of a nonverbal vocalization in alignment
with the waveform should be annotated manually as we do na hay immediate procedure to do that
automatically. The phonetic segmental form is useful fosiinchronization of the visual synthesis system,
when we integrate with audiovisual synthesis system likeeG&R (Poggi et al., 2005). A suitable set of
descriptors should be identified to annotate aspects oma|ypara-language and voice quality. A pilot
study (Douglas-Cowie et al., 2003) was conducted on theaBeliaturalistic database (Douglas-Cowie
et al., 2003) for the description of naturally occurring dimoal speech. The descriptors, as shown in
Table 3, provided from the study will be a starting point tmatate aspects of volume, para-language and
voice quality.

Para-language Descriptors Laughter, Sobbing, Break in Voice, Tremulous
\Voice, Gasp, Sigh, Exhalation and Scream

Voice Quality Descriptors Creak, Whisper, Breathy, Tension and Laxness

Volume Descriptors Raised Volume, Lowered Volume and Excessjve
Stressing

Table 3: A set of descriptors which are considered to be glyondicative of emotion (Douglas-Cowie
etal., 2003)

4.2 RELATION BETWEEN MEANING AND BEHAVIOR

The system has to identify a suitable behavior for surfagetirealization whenever the multi-modal in-
teraction system requests a nonverbal vocalization witineended meaning. In order to provide this
functionality, we must carry out research on the relatiotwben the meaning and the behavior of non-
verbal vocalizations. The data analysis on annotated ssmpight provide an answer to the question
whether the relation between meaning and behavior is orev@pping pattern or any other. If the relation
is having one-one mapping pattern, a simple lookup tablebeibble to find an appropriate behavior.

4.3 REALIZATION WITH DIFFERENT TECHNOLOGIES

This section outlines our plans regarding the technoldgezlization of nonverbal vocalizations. Nowa-
days Unit-selection (Hunt and Black, 1996) and HMM-baseok(ila et al., 2000; Black et al., 2007)
speech synthesis technologies are the most popular. Thpeszbased unit selection approach can pro-
duce near-natural high quality speech; it simply reliesworiime selection and concatenation of units from
a speech database using explicit matching criteria. HMBeHaspeech synthesis provides an efficient
model-based parametric method for speech synthesis thasél on a statistical framework of HMMs. In
the scope of this work, we propose to perform experiments bgth technologies to identify the pros and
cons of the different technologies for the task at hand.

4.3.1 WNIT-SELECTION SPEECH SYNTHESIS
In general, the selection of a unit at runtime is a cruciak tasunit-selection synthesis framework. In
MARY TTS, the unit can be a diphone or a half-phone. But hegaittit is a nonverbal listener vocalization.
One challenge in this framework is to find a way to choose a edral vocalization with the help of
behavioral properties identified from the mappings betwaeaning and behavior.

We can propose two possible solutions regarding the sefeafia unit: One possibility could be finding
a suitable nonverbal vocalization with appropriate betvadescriptors using explicit matching criteria.
Another possibility could be training a classification ttedind the index of a nonverbal vocalization with
a given set of behavioral properties. In the latter case, pioissible to choose a vocalization with closest
but not exact behavior. Signal modification algorithms maybeful to realize exact behavior.



4.3.2 HMM-BASED SPEECH SYNTHESIS

We do not yet have a clear view regarding the realization ofvadbal vocalizations in the HMM-based

synthesis framework. A simple starting point would be a espgthesis mechanism using the MLSA (Mel
Log Spectrum Approximation) filter (Tokuda et al., 2002),igthwould have to support external prosody
specification. The sequence of steps involved in the sim@pgsal system is: 1. Extract Mel Frequency
Cepstral Coefficients (MFCCs) of each vocalization andestbem as one of the behavior properties.
2. Re-synthesize the vocalization using the MLSA filter wattiernal prosody specification according to
requested behavior.

5 EVALUATION

The system will be implemented with based on the annotatbfierm and meaning described above and
it will use all nonverbal listener vocalizations availalfidlem the dialog speech corpus. The evaluation of
the system is perhaps the most significant challenge. Onar migjective of the system is the generation of
nonverbal listener vocalizations that support effectivenn-computer interaction. Therefore, a subjective
evaluation of the dialog system with and without supporigeneration of nonverbal listener vocalizations
would be a promising strategy.

6 DiscussioN ANDCONCLUSION

The term 'nonverbal vocalizations’ does not quite desctifgetypes of vocalizations that this work aims
to cover. Not all of them are nonverbal. The listener respsiti&eyes, absolutely, really, etc. are actual
words that can be found in a dictionary. Several terms arsidered to describe the types of vocalizations,
but we did not find such single and appropriate one. For exanifthe term ’epistemic vocalizations’ is
taken, the term does not describe continuers’ tiken or uh-huh since no epistemic stance seems to be
involved. So the term 'nonverbal’ is a place holder for thenmeat. However, finding a proper term that
describe the types of vocalizations in the scope of this viedn open issue.

An emotionally colored conversational synthesis systemegglired to synthesize not only listener
nonverbal vocalizations, but also speaker’s nonverbahhzations with it's context speech. For example,
sentences likeOh! My dear daddy’ and "Wow! It iswonderful’. Though the topic of speaker’s nonverbal
vocalizations is not relevant to the discussion so far, tir@tation and technological realization strategies
are expected to be same as we discussed in this paper. Btogiigaises another interesting question,
namely how to realize behavior of nonverbal vocalizationchtmatches the context speech. For example,
do we see any similar patterns of behavior in a nonverballizatisn (ex: Wow!) and it's context speech
(ex: It iswonderful)?. We have not yet confirmed whether the dialog speech redoxith the strategy
used for data collection provides sufficient coverage ofkpes nonverbal vocalizations as we do not have
annotation for them. However, we will be able to extend thiskao synthesize all kinds of non verbal
vocalizations if there is no data coverage problem reggrsipeaker’s nonverbal vocalizations.

To conclude, the solutions identified from the proposedaresework will lead us towards expressive
conversational speech synthesis. The main contributitim®fesearch work is not only providing techno-
logical solutions to generate nonverbal listener voctibns, but also building a real-time system that can
be integrated with the SEMAINE project demonstration systehich is aiming to build an audiovisual
SAL system.
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