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Abstract

This paper describes DFKI’s participation
in the NEWS2011 shared task on ma-
chine transliteration. Our primary sys-
tem participated in the evaluation for
English-Chinese and Chinese-English lan-
guage pairs. We extended the joint source-
channel model on the transliteration task
into a multi-to-multi joint source-channel
model, which allows alignments between
substrings of arbitrary lengths in both
source and target strings. When the
model is integrated into a modified phrase-
based statistical machine translation sys-
tem, around 20% of improvement is ob-
served. The primary system achieved
0.320 on English-Chinese and 0.133 on
Chinese-English in terms of top-1 accu-
racy.

1 Introduction

Machine transliteration has drawn a lot of atten-
tion in the previous years. In particular, the pre-
vious two shared tasks (Li et al., 2009; Li et al.,
2010) attracted more than 30 participants. This
year’s task only focuses on the transliteration gen-
eration task. As our first attempt in this area, we
participated in English-to-Chinese transliteration
(En-Ch) and Chinese-to-English back translitera-
tion (Ch-En) tasks.

For En-Ch and Ch-En transliterations, there was
a discussion on whether to use the intermediate
phonemic interpretation, i.e., Pinyin. Li et al.
(2004) showed empirically that by skipping the
intermediate phonemic interpretation (denoted as
grapheme-based methods), the transliteration er-
ror rate was reduced significantly, since the map-
ping between Pinyin and Chinese characters was
not trivial. Oh et al. (2009) had a more generalized
version of Li et al. (2004)’s system as well as other

previous work (e.g., (Knight and Graehl, 1998),
denoted as phoneme-based methods) and showed
that incorporating Pinyin as one of the features did
help the transliteration performance finally. Li et
al. (2007) included two other useful features, lan-
guage of origin and the gender association. This
is our first participation of this shared task, instead
of considering the “best” setting, we aim at a basic
but extensible architecture at first.

2 Systems

Transliteration can be viewed as a special case of
the translation task, namely translation at a charac-
ter level. State-of-the-art statistical machine trans-
lation systems were reported as being able to de-
liver satisfactory results for the transliteration task
without additional knowledge on the languages
(Knight and Graehl, 1998). However, general sta-
tistical machine translation systems do not con-
sider the key features of the transliteration task,
which, on the other hand, have been emphasized
by the joint source channel models.

Our primary system is a standard phrase-based
statistical machine translation (PBSMT) system
with a modification based on the Multi-to-Multi
Joint Source Channel model. We hope the combi-
nation could benefit from the simplicity of a joint
source channel model without losing the flexibility
of the PBSMT system.

2.1 Phrase-based SMT

The basic architecture of a phrase-based SMT
system is an instance of the noisy-channel ap-
proaches (Brown et al., 1993). In the context of
transliteration, the term “phrase” in phrase-based
SMT would refer to a sequence of characters cho-
sen by its statistical rather then any grammatical
properties. The transliteration of a name s in the
source language into a name t in the target lan-
guage is modeled as:



arg max
t
P (t|s) = arg max

t
(P (t)P (s|t));

The system involves a phrase table, a list of
character sequences identified in a source name
together with potential transliterations. These se-
quences derived from the source names may over-
lap and also have several correspondences in the
target language. The process of searching for the
target names starts with selecting a subset of the
entries in the table. The members of the selected
subset must then be arranged in a specific order
to give a translation. These operations are deter-
mined by statistical properties of the target lan-
guage enshrined in the so-called language model.

The segments in the source name and their
counterparts in the target language should always
be exactly in the same order, which is clearly not
the case for general machine translation tasks. In
addition to ordering, there are many other strict
rules such that the transliteration task is relatively
more deterministic than the translation process.
For instance, although it is common that many
Chinese characters have the same pronunciation,
only a small set of Chinese characters can be used
in the transliterated western names. Accordingly,
for each source name, there are only a limited set
of candidate transliterations, unlike the infinite tar-
get set for the general translation task.

It is critical to take into account these charac-
teristics mentioned above when utilizing an SMT
system for transliteration. First, the distortion
model, one of the major components in a stan-
dard PBSMT system, is redundant for transliter-
ation. Including the unnecessary model expands
the search space and makes it more difficult to find
the good candidates. Second, the word alignment
model (Och and Ney, 2004) in a PBSMT system
also assumes flexible ordering of correspondence
to some extent. This could introduce additional
noise to the translation models if applied directly
to transliteration tasks without any modifications.

2.2 M2M Jonit Source-Channel Model

The joint source-channel machine transliteration
model (Li et al., 2004) calculates the n-gram
transliteration probability. More specifically, for
a source name s, a target transliteration t, and an
alignment α between the source and the target, we

have the transliteration probability defined as:

P (s, t, α) =
K∑
k=1

P (< e, c >k | < e, c >k−1
k−n+1)

(1)
where < e, c >k is the kth aligned pair of trans-
lation units. Therefore, forward and backward
transliteration can be uniformly obtained by (2)
and (3).

t = argmax
s,α

P (s, t, α) (2)

s = argmax
t,α

P (s, t, α) (3)

The alignment statistics can be obtained with
an Expectation-Maximization procedure over the
training corpus.

For English-Chinese bidirectional translitera-
tion, Li et al. (2004) assumed that each Chinese
character aligns with a sequence of one or more
letters in English. This assumption drastically re-
duces the number of possible alignments. For a
English source s and a Chinese target t, the num-
ber of possible alignment under this assumption is(

|s| − 1
|t| − 1

)
=

(|s| − 1)!
(|t| − 1)!(|s| − |t|)!

While the assumption holds true in most of the
cases, several obvious limitations arise. First, it is
assumed that the source string is at least as long
as the target which is not necessary true. Sec-
ond, and more importantly, in some cases multi-
ple Chinese characters should align with one sin-
gle English letter (for example ‘X’), and in others,
multiple Chinese characters constitute one single
transliteration unit. Therefore, instead of adopting
the “one Chinese character per unit” assumption,
we allow alignments between substrings of arbi-
trary lengths in both the source and the target. We
call this a Multi-to-Multi Joint Source-Channel
model (M2M-JSC). This constitutes a much larger
model, with more possible transliteration units on
the Chinese side. To simplify the calculation,
we use the 1-gram model for the calculation of
the transliteration probability, and hope that the
larger transliteration units to compensate for the
Markovian effect of mutual dependencies between
alignment pairs. We use the similar Expectation-
Maximization procedure to train the model on the
corpus. One slight variation from Li et al. (2004)
is that instead of choosing a random segmentation
in the initialization step, we generate all possible



multi-to-multi alignment hypotheses, and normal-
ize the counts by the number of hypotheses of each
transliteration pair. The segmentation alignment
obtained is significantly different from the origi-
nal Joint Source-Channel model. Table 1 shows
some examples of the M2M-JSC alignment.

English Chinese
A/JA/X 埃/甲/克斯
A/BA/STE/NIA 阿/巴/斯蒂/尼亚
AHL/BERG 阿尔/伯格

Table 1: Examples of M2M Joint Source-Channel
Alignment Result

2.3 Combined system
In order to benefit from both previous described
components, the M2MJSC model is integrated
into the PBSMT system as a substitute of the trans-
lation model. Figure 1 illustrates the structure of
the combined system.

Decoder Name
Target
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Names

Transliterated
Names

Phrase
Table
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Name

Model
Language
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Channel

SMT

Figure 1: Phrase-based Transliteration System
with Joint Source Channel Model

M2MJSC is first applied to the training set to
divide each source name in parallel with the cor-
responding target name into the same number of
segments. These segments are then considered as
words that are one-to-one aligned. The PBSMT
system takes multiple segments, namely phrases,
as translation units. The phrase extraction fol-
lows the heuristic that starts with the given word
alignment and expands to the adjacent alignment
points (Koehn et al., 2003). The translation prob-
abilities of the extracted phrases are estimated ac-
cordingly.

As the last step, we split all the segments in the
translation model into characters to allow more
straightforward integration into the original PB-
SMT system that relies on character based inputs.

3 Experiment setup

3.1 Preprocessing

We worked with the English data only in the up-
percase form as provided in the training set. The
names are tokenized into characters, but we did
not perform any further phonetic mapping for both
languages as the phonetic mapping requires addi-
tional knowledge which was not available in the
training data.

Even though it is possible to combine the train-
ing sets for both English-to-Chinese and Chinese-
to-English, we restrained ourselves to the set that
are designated for the particular direction. In other
words, the Chinese-to-English training set was not
included for training of all the components of our
English-to-Chinese system and vice versa.

3.2 SMT system for transliteration

3.2.1 Statistical models
Our system consists the following major statistical
components:

• An n-gram language model;

• A translation model, including two phrase
translation probabilities (both directions),
two lexical weightings (both directions) in-
duced from word translation probabilities,
and a phrase penalty. This model is further
decomposed into phrases;

• Word penalty used to penalize longer hy-
potheses.

The n-gram language model is estimated using the
SRILM toolkit (Stolcke, 2002). The translation
model is built from the character alignments given
the M2MJSC model and we did not construct any
distortion models.

3.2.2 Moses decoder
We used the open-source SMT decoder
Moses (Koehn et al., 2007). Moses allows a
log-linear model to combine various models and
implements an efficient beam search algorithm
that quickly finds the best translation among the
large number of hypotheses. In order to adapt
the SMT decoder to the transliteration task, we
not only supplied the decoder with no reordering
models, but also constrained the decoder in a
monotone manner by setting distortion limit to 0.



Tasks System ACC Mean F MRR Map ref
English-to-Chinese M2MJC+PBSMT 0.320 0.674 0.397 0.308
English-to-Chinese M2MJC 0.260 0.638 0.340 0.251
Chinese-to-English M2MJC+PBSMT 0.133 0.746 0.210 0.133
Chinese-to-English M2MJC 0.117 0.731 0.177 0.117

Table 2: Official results

3.2.3 Parameter tuning

The system integrates all the models into a more
complex discriminative model in a log linear for-
mulation. The weights for the individual mod-
els can be optimized on development data so that
the system outputs are as close as possible to
correct candidates. Minimum error rate train-
ing (MERT) (Och, 2003) is one of the common
method for balancing between features on differ-
ent bases. We used Z-MERT (Zaidan, 2009) to
search for the set of feature weights that maxi-
mizes the official f-score evaluation metric on the
development set.

Moreover, we extracted a small development set
of 500 names randomly from the official develop-
ment set. The rest of the official development set
served as a development test set, so we could run
additional experiments on the provided data set
apart from our submission. The feature weights
we used for our submission are obtained from the
complete development set.

4 Results

We participated in English-to-Chinese and
Chinese-to-English transliteration tasks in
NEWS2011. Table 2 lists the official evaluation
scores for our submission to these two tracks.
Our contrast system is the stand-alone M2MJSC
system. It is clear that the final combined system
has outperformed the M2MJSC system by around
20% for both directions.

We notice that there is a group of multi-word
names in the development set that are particularly
difficult for our system to transliterate correctly.
Most of these names consists of parts that should
be translated by the meanings instead of translit-
erated by the phonemes, for example, “DEMO-
CRATIC AND POPULAR REPUBLIC OF AL-
GERIA”. To handle such cases, we need to in-
clude additional recognition and translation mod-
ules that clearly require knowledge beyond the
provided training data set.

5 Conclusion

We successfully participated in this year’s En-Ch
and Ch-En machine transliteration shared tasks.
We extended the original joint source-channel
model proposed by Li et al. (2004) by allow-
ing more possible transliteration units than single
characters (in Chinese) and single letters (in En-
glish). When the M2M-JSC model is integrated
into a modified phrase-based SMT system, around
20% of improvement is observed. In the future,
we will further explore the M2M-JSC model with
richer feature sets as well as the integration of
other SMT approaches.
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