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Abstract. The Hyperontology framework has been recently introduced to provide
a general methodology for heterogeneous ontology design, i.e. the construction
of ontologies that have parts, or modules, written in different formalisms, and
which are interlinked in complex ways. We here present a brief outline of this
framework, discuss its features and merits, and illustrate its usefulness for the
domain of biomedical ontology design by providing and discussing a number of
examples.

1 Introduction and Motivation

Ontologies are today being applied in virtually all information-rich application areas, and
in particular are of increasing importance in the Life Sciences [16].

While the OWL standard [18] has lead to an important unification of notation and
semantics, still many diverse formalisms are used for writing ontologies. Some of these,
such as RDF, OBO [20] and UML, can be seen more or less as fragments and notational
variants of OWL, while others, like F-logic and Common Logic, clearly go beyond the
expressiveness of OWL. Moreover, not only the underlying logics are different, but also
the modularity and structuring constructs, and the reasoning methods.

Many (domain) ontologies are written in description logics (DLs) such as SROIQ(D)
(underlying OWL 2 DL) and its fragments. These logics are characterised by having a
rather fine-tuned expressivity, exhibiting (still) decidable satisfiability problems, whilst
being amenable to highly optimised implementations. However, there are many cases
where either weaker DLs are enough—such as sub-Boolean EL (an OWL ‘profile’)— and
more specialised (and faster) algorithms can be employed, or, contrarily, the expressivity
has to be extended beyond the scope of standard DLs.

For example, a weaker DL suffices for the NCI thesaurus (containing about 45.000
concepts) which is intended to become the reference terminology for cancer research [17],
but beyond DL expressivity is required for many foundational ontologies, for instance
Dolce [6], BFO7, or GFO8. Note however that these foundational ontologies also come
in different versions ranging in expressivity, typically between OWL and first-order or even
second-order logic (see Section 3.3 for a discussion of the kinds of problems this entails).

While the web ontology language OWL has evolved and extensions are being con-
stantly developed, its main target application is the Semantic Web and related areas, and
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it can thus not be expected to be fit for any purpose: there will always be new, typi-
cally interdisciplinary application areas for ontologies where the employed (or required)
formal languages do not directly fit into the OWL landscape. Heterogeneity (of ontology
languages) is thus clearly an important issue. This does not only include cases where the
expressivity of OWL is simply exceeded (such as when moving to full first-order logic),
but, ultimately, also cases where combinations with or connections to formalism with
different semantics have to be covered, such as temporal, spatial, or epistemic logics.

Biomedical ontologies in particular face the problem of heterogeneity, as the informa-
tion that is relevant for such ontologies comprises different data sources such as clinical and
experimental data from various epistemic settings. For example, we consider the domain
of diseases. A patient’s information might include age, family history of disease and social
status on the one hand, and on the other hand experimental data for that patient might
include metabolic profiles, tumour and genetic markers. Therefore, ontologies of disease
need to stretch from an epidemiological, through a traditional clinical representation, to
the ontology that includes specific molecular pathways and interactions. In particular,
ontologies for complex diseases such as cancer have to deal with spatio-temporal het-
erogeneity, combinations of qualitative and quantitative data, and missing links between
physiological and pathological data [4].

Moreover, in biomedical domains many unknowns still remain, and the questions and
theories that drive experimental research also shape the spatial and temporal boundaries
of representation. For example, whether mitochondria are classified as organisms or as
cellular components depends on the background theory that is accepted, i.e. whether
mitochondria are prokaryotes living within eukaryotic cells. Thus, heterogeneity in the
ontologies might originate not only from the different formalisms used, but also from
heterogeneity within and across specific domains. Therefore, an ontology integration that
is intolerant to ontological heterogeneity might not only be unfeasible in practice but also
impossible in principle.

We here suggest a heterogeneous framework for the design of biomedical ontologies, based
on the theory of hyperontologies as introduced in [12], which suggests solutions to some
of these problems of heterogeneity. In particular:
– (i) We briefly sketch the main features of hyperontologies in Sec. 2, including reasoning

support based on the tool Hets;
– (ii) We discuss how these features can in general be used within the context of biomed-

ical ontologies in Sec. 3, focusing on 3 aspects in particular, namely (1) borrowing of
tools, semantics, and reasoners via logic translations (2) structuring and modularity,
and (3) (heterogeneous) ontology refinement.

– (iii) We finally present several examples from the world of biomedical ontology en-
gineering in Sec. 4, illustrating how the structuring techniques for heterogeneous
biomedical ontologies can be used in practice; Sec. 5 summarises and discusses fu-
ture work.

2 A Very Brief Sketch of the Hyperontology Framework

In the presence of several alternative choices of modelling formalisms, it can be a rather
difficult task for an ontology designer to choose an appropriate logic and formalism for
a specific ontology design beforehand—and failing in making the right choice might lead
to the necessity of re-designing large parts of an ontology from scratch, or limit future
expandability. Another issue is the mere size of ontologies making the design process po-
tentially quite hard and error prone (at least for humans), which is particularly a problem
for ontologies in the Life Sciences. This issue has been partly cured in OWL by the imports
construct, but still leaves the problem of ‘debugging’ large ontologies as an important is-
sue, see e.g. [10]. Also, simple operations such as the re-use of parts of an ontology in a
different ‘context’ whilst renaming (parts of) the signature are not possible in the OWL
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languages, making it difficult to combine ontologies that use the same terms analysed from
different modelling perspectives, thereby easily yielding inconsistencies when performing
naive ontology combination.

We here propose a solution to the above issues based on the concept of heterogeneity :
facing the fact that several logics and formalisms are used for designing ontologies, we
suggest heterogeneous structuring constructs that allow to combine ontologies in various
ways, in a systematic and formally and semantically well-founded fashion. Our approach
is based on the theory of institutions (which is a sort of abstract model theory) and
formal structuring techniques from algebraic specification theory. Its main features are
the following, paraphrasing [12]:9

– The ontology designer can use OBO or OWL to specify most parts of an ontology, and
can use first-order (or even higher-order) logic where needed. Moreover, the overall
ontology can be assembled from (and can be split up into) semantically meaningful
parts (‘modules’) that are systematically related by structuring mechanisms. These
parts can then be re-used and/or extended in different settings.

– Institution theory provides the framework for fomalizing ‘logic translations’ between
different ontology languages, translating the syntax and semantics of different for-
malisms. These translations allow in particular the ‘borrowing’ of reasoning and edit-
ing tools from one logic to another, when appropriately related.

– Various concepts of ‘ontological module’ are covered, including simple imports (ex-
tensions) and union of theories, as well as conservative and definitional extensions.

– Structuring into modules is made explicit in the ontology and generates so-called
proof obligations for conservativity. Proof obligations can also be used to keep track
of desired consequences of an ontology, especially during the design process.

– Re-using (parts of) ontologies whilst renaming (parts of) the signature is handled by
symbol maps and hiding symbols: essentially, this allows the internalisation of (strict)
alignment mappings.

– The approach allows heterogeneous refinements: it is possible to prove that an on-
tology O2 is a refinement of another ontology O1, formalised in a different logic. For
instance, one can check if a domain ontology is a refinement of (a part of) a founda-
tional one. An interesting by-product of the definition of heterogeneous refinements
is that it also provides a rather general definition of heterogeneous sub-ontology and
of ontology equivalence.
Tool support for developing heterogeneous ontologies is available via the Heteroge-

neous Tool Set Hets, which provides parsing, static analysis and proof management for
heterogeneous logical theories. Hets visualises the module structure of complex logical
theories, using so-called development graphs. For individual nodes (corresponding to log-
ical theories) in such a graph, the concept hierarchy can be displayed. Moreover, Hets
is able to prove intended consequences of theories, prove refinements between theories,
or demonstrate their consistency. This is done by integrating several first-order provers
and model-finders (Spass, Darwin), the higher-order prover (Isabelle), as well as DL
reasoners like Pellet and Fact++.

3 What Hyperontology can do for Biomedical Ontologies

3.1 Borrowing Reasoning and Editing Tools via Logic Translation

[14] lays the foundation for a distributed ontology language (DOL), which will allow
users to use their own preferred ontology formalism whilst becoming interoperable with
other formalisms. At the heart of this approach is a graph of ontology languages and
translations. In connection with Hets, this graph enables users to:
– relate ontologies that are written in different formalisms (e.g. prove that the OWL

version of Dolce is logically entailed by the first-order version);

9 For technical detail and extensive discussion we have to refer to [12].
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– re-use ontology modules even if they have been formulated in different formalisms;
– re-use ontology tools like theorem provers and module extractors along translations

between formalisms.
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Logic

Higher-Order 
Logic

First-Order 
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orange: some second-order constructs

red: full second-order logic 

Fig. 1. Translations between ontology languages

A detailed discussion of the various translational relationships between (almost) all
known ontology languages can be found in [14]. We here concentrate on the languages of
specific interest for biomedical ontologies, namely OBO, OWL and its profiles, first- and
second-order logic, and F-Logic and Common Logic. Fig. 1 illustrates the translational
relationships. A ‘regular’ translation between two ontology languages, as marked by a solid
arrow, means that the syntax and semantics of one logic can be translated into another.
This means that, typically, the former is a fragment of the latter. A standard example
would be OWL which, via the standard translation (which is available in Hets), can
be considered a fragment of first-order logic. Note that translations concerning different
versions of OBO are of different flavours10, thus are here marked by dashed lines. The OBO
language does not itself come with formal semantics. Beginning with [7], who mapped a
fragment of OBO 1.2 to OWL, a semantics for OBO has been assigned by translation.
Version 1.3 of OBO, now abandoned, had something similar using Common Logic. The
current specification of OBO, version 1.4, gets its semantics entirely via translation to
OWL 2. In a sense, thus, the OBO language does not have a fixed logical expressivity, but
depends on borrowed model-theoretic semantics from a particular mapping to another
ontology language, relative to which corresponding reasoning methods and editing tools
can be applied.

Logic translations can in particular be internalised in the ontology languages them-
selves, in the sense that ontologies can be written in a mix of logical formalisms, where
the translations assign respective semantics by operating in the background. For this to
work properly, formal structuring principles are necessary, which we discuss next.

3.2 Structuring and Modularity

The web ontology language OWL as well as OBO can be accommodated within the larger
framework of the heterogeneous common algebraic specification language HetCasl.
Through this change in perspective, OWL and OBO can benefit from various useful Het-
Casl features concerning structuring, modularity, and heterogeneity. This tackles a major
problem area in ontology engineering: re-use of ontologies and re-combination of ontolog-
ical modules. We have briefly sketched the main structuring mechanisms already in the

10 In particular, the progression between the different versions of OBO are only partial, leaving
out some language constructs and adding others.
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last section, namely unions and extensions of ontologies, translations along symbol maps,
refinements, conservative extensions, etc.

To be able to write down such heterogeneous ontologies in a concise manner, we
propose a structuring language that operates on top of and independently from a chosen
ontology language. For instance, we use the notation logic <logic-name> to define the
logic of the following specifications, which remains intact until that keyword occurs again.
Similarly, an ontology (module) can be translated along a logic translation, which is
written <ontology> with logic <translation-name>. The full language, which is also
supported by Hets, cannot be given here, but compare [12].

3.3 Refinements: Relating Domain and Foundational Ontologies

Informally speaking, a (homogeneous) refinement of ontology O1 into another ontology
O2, both written in the same language, consists of a translation π which translates all of
O1’s axioms in such a way that the translated sentences follow from O2. For instance, a
Biomedical domain ontology O written in OWL refines the OWL version of BFO exactly
if O logically implies the translation of BFO’s axioms.

But the approach also allows heterogeneous refinements: for instance, it is possible
to prove that a first-order version BFOFOL of a foundational ontology, here BFO, is a
refinement of an OWL-based version BFOOWL of BFO. Here, it needs to be established,
using a first-order theorem prover, that all the translations of BFOOWL’s axioms along
the standard translation are logically entailed by BFOFOL. Also, one can check if a
domain ontology, written in OWL or OBO, is a refinement of (a part of) a foundational
one, written in first-logic. This can be done by first hiding a part of the foundational
signature, and then establishing a refinement. Note that hiding restricts the vocabulary
of an ontology to an “export interface” (which is just a sub-vocabulary), while otherwise
keeping the logical properties intact. All these verifications are supported by Hets.

4 Problems and Examples from Biomedical Ontology Design

4.1 Biomedical Imaging

When assessing the mechanical properties of bones, researchers use computational sim-
ulations to evaluate stress and strain maps under several boundary and load conditions.
Such evaluations involve clinical data, e.g. pathological conditions of the patients, and
mechanical properties of the materials to be used. Better models require a detailed set of
images; getting such high quality images is not an easy task.

There are three main steps when doing computational simulations within the compu-
tational biomechanics domain. Pre-processing involves getting the geometrical model of
the tissue; medical images obtained by methods such as Scanning Electron Microscopy
(SEM) or Microtomography (µCT), are the main input for building these models. The
images are thresholded, MIMICS can be used for this purpose; the quality of the model
is directly related to the level of resolution and number of segmented images. The ob-
tained CAD model offers sagittal, frontal and transversal planes; standard CAD software
such as Inventor, Solid Edge, CATIA and Unigraphics are then used to manipulate the
model. Finite Elements Methods (FEM) and the post-processing immediately follow; as
our aim is to support sharing and reusability of medical images we are only focusing on
the pre-processing phase. Details for pre-processing are illustrated in Fig. 2(a).

For describing a medical image it is often necessary to use several ontologies. For
instance, Fig. 2(b) (left) illustrates the model for knee joints; hard tissue, e.g. Femur
and Tibia bones, and soft tissue, e.g. Tibia and Femur cartilage, need to be identi-
fied. The osteoarthritis of the patient requires shaving the cartilage injury as presented
in Fig. 2(b) (right). Such self-descriptiveness makes it possible for users to express complex
queries such as: ‘Retrieve knee joints images with cartilage injury.’
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(a) From DICOM to CAD (b) Anatomical features

Fig. 2. DICOM and Anatomy

Facilitating the execution of such a query requires the orchestration of several ontolo-
gies, namely: Radiology, Anatomy, Pathology, CAD. Ontologising the description of the
DICOM file brings together radiological, spatial, anatomical and pathology related infor-
mation; since these ontologies are space related, they are not necessarily available as OWL
files, and therefore need to be heterogeneously combined using appropriate structuring
mechanisms. The degree of segmentation together with other features will determine the
suitability of the images. The report of the radiologist and the information contained in
the DICOM should support the intelligent retrieval of information as well as the identifi-
cation and management of anatomical features in the resulting CAD model. To support
this with a tool chain is of course a challenge. Initial experiments in extracting both
OWL ABox information and parameters for higher-order specifiations from SolidWorks
and CATIA CAD models and processing the result with Hets have been made (in a
different context) in [11, 5].

4.2 Biochemical Structures

ChEBI (Chemical Entities of Biological Interest) is an ontology of chemical entities con-
sisting of around 25000 entities in the latest release (April 2011) [3]. The core content of
the ontology are molecules and ions which are biologically active in some fashion, whether
naturally or artificially. The information encoded in the ontology includes a deep struc-
tural feature-based hierarchical classification for the chemical entities and a function-based
encoding of the actions of the chemicals in biological contexts. For example, morphine
(CHEBI:17303), an opiate analgesic drug, is included in the ChEBI ontology. It has struc-
tural classification, inter alia, in the classes isoquinolines and alkaloids, and function-based
classification in classes opioid analgesic and opioid receptor antagonist.

Increasingly, OWL semantics is being used for the definition of classes of chemicals
based on their shared structural features. Chemical structures are modelled as graphs in
which atoms are the vertices and covalent bonds form the edges. For examples of this
sort of approach, see [21] and [1]. This allows parts of chemical structures (such as, for
example, a carboxyl group) to be used to fully define classes (such as, carboxylic acids).
This is illustrated in Figure 3.

There are several challenges with this sort of approach. The first, well-known, is that
chemical entities contain structural cycles. OWL is not suitable for modelling non-tree-like
structures, and as a result other formalisms must be used. Recent work has investigated
the use of description graphs and rules to encode these structural features [8], but tool
support for description graph-extended OWL ontologies is still poor. In the Hyperontol-
ogy framework, we would be able to fully describe the structural features in a suitably
expressive formalism, and link this to the core OWL ontology, without limiting which
tools can be used. More concretely, parts of the modelling can be done in OWL, parts in
first-order, and other parts e.g. in a suitable spatial logic, and reasoning is automatically
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Fig. 3. Chemical structures used to define chemical classes

delegated to an appropriate reasoner, possibly employing a logic translation to translate
dependent OWL axioms to the first-order formalism.

Facing similar challenges, the RNA ontology (RNAO) is an ontology for the structure
and function of RNA molecules [9]. RNA molecules consist of chains of nucleotides which
can display certain structural motifs or common patterns. Encoding these structural mo-
tifs in the general case requires references to cyclic structures, which can be dealt with
in rules or description graphs as for chemicals. Furthermore, the RNAO is provided in
a first-order logical formalism implemented in Spass, and a logically trimmed-down ver-
sion implemented in OWL. The authors point out that giving a definition for an entirely
covalently connected entity such as an RNA molecule based on atoms and bonds would
require second-order logic in order to be properly formalised, and for this reason such a
formalisation is not provided but the relevant features (transitive closure of the covalent
connection relationship) are only approximated in the provided formalism. At present the
different versions of the RNAO are not formally interlinked, and each has to be separately
maintained and reasoned over. The hyperontology framework allows an elegant solution
to this problem, allowing to formally relate different versions of the RNAO, e.g. by het-
erogeneous refinement (assuming the different versions are logically compatible), and to
add second-order constraints on top of weaker formalisations.

4.3 Combining Bio-Ontologies

Since it provides a definition for all biologically interesting chemical entities, ChEBI aims
to be sufficient for reuse, allowing use of its axioms as Lego bricks in defining specific
molecules and molecular-entity-related biological entities. A quick inspection of ChEBI
and a comparison to the related Lipid Ontology (henceforth LO) [1] reveals conceptual
relations between the two ontologies. A more detailed review allows us to see the special-
ization of the axioms in the LO. However, these axioms are not always orthologous to
those available in ChEBI, since the LO provides a far more detailed classification for lipids
than is the concern of ChEBI. The hyperontology framework allows domain specifications
such as the LO to effortlessly re-use parts of core ontologies such as ChEBI and even re-
name or redefine certain of their entities where needed. Also, more complex relationships
between the ontologies’ terms can be formalised in a heterogeneous ontology in the style
of Bridge Rules as they are known from distributed DL or E-Connections (see [12]).

ChEBI is also used as a reference in biological ontologies. Efforts are underway to
explicitly link the Gene Ontology (GO) [19] to ChEBI through the OBO cross-product
formalism [15]. Cross-products resemble OWL logical definitions composed in terms of
intersection, that is, an ‘and’ operation. In the first example above, 1,3-dichloro-2-propanol
metabolic process would be formalised in the cross-product style as metabolic process
and has participant some 1,3-dichloro-2-propanol. Several different challenges arise in this
ontology alignment process between ChEBI and GO. The first can be characterised as
the problem of size explosion: ChEBI and GO are both upwards of 20000 terms with
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many more relationships, and as a result, reasoning over the combined ontologies can
be prohibitively slow. The existing OWL:import mechanism requires the full content of
both ontologies be loaded into an application (such as Protégé) in order to work with the
cross-ontology definitions. The hyperontology framework allows us to bypass this problem
with its built-in support for modularisation, even across ontology languages.

A further difficulty arises because of the common practice of classifying chemicals
based on parts of the structure. Under this scheme, ChEBI’s nucleotide is classified as a
carbohydrate. However, in GO, a biological process such as nucleotide biosynthetic process
is not considered to be a subtype of carbohydrate biosynthetic process. The straightfor-
ward combination of these two ontologies, ChEBI with its chemical-specific perspective,
and GO with its biology-specific perspective, therefore leads to challenges for automated
inferences. Present approaches to resolve such difficulties involve lengthy ongoing negoti-
ations between the GO and the ChEBI editors to arrive at mutually satisfactory models
that can be shared by both communities. A technological solution which allowed co-
existence of the two perspectives without incorrect inferences in either would be better.
The hyperontology framework’s structuring and linking capabilities offers several roads
towards this goal, of course making use of established methods such as (statistics-based)
ontology matching.

Fig. 4. Mathematical expressions in the SBO

Another domain in which the integration of multiple ontologies is mandatory to the
creation of successfully interoperable and reusable information is that of Systems Biology.
Here, complex mathematical models are used to describe the behaviour of biological
systems and to make predictions about their behaviour under different conditions. In
order to exchange and unambiguously interpret such models, they need to be annotated
with ontologies such as the Systems Biology Ontology (SBO) [13]. SBO contains many
different types of entities: material entities such as proteins and small molecules; process
participation roles such as inhibitor and stimulant; mathematical laws such as rate laws
for biochemical reactions; and types of mathematical model experiments such as discrete
and continuous, and many more besides. The hyperontology framework would allow a
reformulation of the SBO as composed of modular units sourced from separate domain
ontologies, a highly desirable goal. Furthermore, of particular interest in the SBO is that
it captures complex mathematical relationships that can exist between biological entities
in dynamic conditions. In SBO, these relationships are currently expressed in MathML.
It is an open challenge to expose some of the relational information encoded in the SBO
mathematical equations to ontological reasoning. This would require interrelating different
formalisms, which is a core feature of hyperontologies.

Describing experimental processes in the biomedical domain also requires a plurality
of independent interoperable ontologies. For instance, the Ontology for Biomedical Inves-
tigations (OBI) aims to provide a logic conceptual framework for describing biomedical
investigations. This task involves interoperability across several ontologies. For example,
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describing a PCR process involves at least OBI and ChEBI: buffer, reagent and phenol
from ChEBI; thermal cycler, temperature control bath and others from OBI. These classes
are usually brought together via either OWL imports of the full ontologies (leading to a
size explosion and the accompanying decrease in performance for reasoning) or simply
by “slicing” the ontologies and putting together the classes on a need-to-have basis ac-
cording to the MIREOT methodology [2]. This mechanism is facilitated by tools such as
OntoFox [22], which allows users to input terms, fetch selected properties, annotations,
and certain classes of related terms from source ontologies and save the results using the
RDF/XML serialization of OWL. These hand-selected modules of external ontologies are
then brought manually into the target ontology through imports, and the procedure has
to be repeated every time the source ontology changes. The hyperontology framework
can complement this by a transparent and automated mechanism to achieve the required
interlinked modules, and importantly, extracts modules based on logical principles rather
than user steered “slicing”. It remains to be explored how these approaches can be com-
bined and benefit from each other.

5 Outlook

We have sketched the Hyperontology framework and its sophisticated heterogeneous struc-
turing mechanisms, and tried to illustrate their applicability to the domain of Biomedical
Ontology by discussing several modelling scenarios in which heterogeneity is a central
concern.

Biomedical ontologies, with their complex and heterogeneously interlinked sources of
data, conceptual, spatial, and other kinds of knowledge, probably comprise the most
complex application field for ontology engineering today.

In practice, biomedical ontologies often rely on simple subsumption hierarchies (is a),
aiming for a generic set of terms and their relationships. Even this, however, requires a
strong methodological guidance as most biomedical ontologies are being developed by
distributed groups, where teams do not necessarily follow the same classification systems.
Such diversity makes a straightforward integration difficult, in particular when moving
on to more highly axiomatised ontologies. Biomedical ontologies could evolve and grow in
the way they did partly because the use of these controlled vocabularies has mostly been
for annotation purposes. In addition, these ontologies are rich in lexical definitions, but
not so much in terms of logical axioms. Lexical definitions are surely very important, they
make it easier for ontology engineers to elicit knowledge and to manage and understand
complex domains. However, a main purpose of formal ontologies is to represent human
knowledge so that computers can interpret and reason with it, and not just to facilitate
communication across human agents.

When acquiring new knowledge that is beyond the expressivity of is a hierarchies,
interoperability across ontologies demands the network of ontologies to rely on a corre-
sponding ‘network of axioms’. Reusing terms from one ontology in a new context can
not rely on simple ‘slicing’ or ‘cutting out’ operations, but has to be based on a logically
well-founded method of ‘connecting’ the respective terms. The proposed use of the hyper-
ontology framework is intended to enable just such a federated, interoperable solution,
focusing on the logical definition of terms and a systematic and structured re-usability
of axiomatisations. We are aware that we have only sketched some initial contributions
towards this goal; much has to be done to make this really work and get feedback how
well it scales in practice.
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