User Gaze Detection on Arbitrary Objects Using Physical
Sensors and an Eye Tracker in a Real Environment

Takumi Toyama, Thomas Kieninger, Faisal Shafait, Andreas Dengel
German Research Center for Artificial Intelligence (DFKI) GmbH
Trippstadter Strasse 122, Kaiserslauern, Germany
(firstname.lastname) @dfki.de

ABSTRACT

Recent advances of mobile eye tracking technologies open
up the possibilities of gaze-based human-computer interac-
tion systems in a real environment. Since eye movements
supply us with dynamic visual information, detection of gaze
(observed when the person is looking at a specific region for
a certain time) facilitates the system to trigger specific events
when user attention is recognized. In order to detect such
user gaze in a real environment, the existing approaches typ-
ically use image based object recognition methods. Such an
approach limits the capability of the application because it is
not applicable to unknown objects, for which the system has
not been trained. This paper presents a method to detect the
user gaze on arbitrary objects by using physical sensors in
combination with an eye tracker. Experimental results show
that the performance of the proposed method is comparable
to the existing image based method but expands the applica-
bility to arbitrary objects. Furthermore, we present a proto-
typical application that makes use of the method proposed in
this paper to demonstrate the adaptability of this method to
an open scenario.
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INTRODUCTION

Over several decades, a number of studies have been con-
ducted to understand the nature of human attention by ana-
lyzing human gaze [6, 8, 10, 17]. As by-products of these
studies, many researchers have proposed human-computer
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interactive frameworks using human gaze as an interface for
controlling the computer [3, 4, 12].

Typically, gaze plays a role similar to that of ordinary com-
puter interfaces like as a computer mouse or a keyboard in
these frameworks, which vary from gaming [3], controlling
a web-browser [4], to typing [12]. These approaches mostly
rely on developments of human-computer interaction meth-
ods using a desk-mounted eye tracker, which observes the
user’s eye movement on a computer display. Besides this,
several applications have also been proposed using a head-
mounted (mobile) eye tracker, such as [5, 9, 16]. Authors in
[14] describe an approach for developing eye-controlled en-
vironments in a house. Furthermore, a blueprint of a home
automation system in the near future is discussed in [5]. In
[9], how human gaze can be used for Lifelog systems is
presented. In this work, face recognition, OCR and object
recognition are integrated with the system in order to recog-
nize what is being watched by the user. In addition, we have
presented in [16] how the user gaze on a specific object can
be detected in order to provide an automatic audio guidance
of the exhibits in a museum. These state-of-the-art applica-
tions show real potential of gaze-based human-computer in-
teraction, particularly by inferring user attention from gaze.

The existing systems in those real environment scenarios
stated above typically rely on image processing based object
recognition mechanisms in order to detect at which object
or position in the scene the user is gazing. However, such
types of object recognition based approaches hold two cru-
cial drawbacks. First, a known set of objects for a database is
always required in order to recognize an object. Most of the
systems stated above need a pre-defined object database in
order to match local features, such as SIFT [11] or SURF [2]
which are extracted from an image. Thus, these systems
cannot deal with unknown objects, which might appear fre-
quently in a real environment. Secondly, even though ad-
vances of the recent hardware relax the restriction of com-
putational expense, image processing still consumes high
computational costs, particularly for object recognition with
a large dataset. Thus, it is hardly applicable to a real-time
scenario.

This paper presents a method to detect the user gaze on par-
ticular objects or regions without using object recognition
methods. Instead, we analyze the number of fixations in a
particular region in a scene by combining motion data from
other sensors such as accelerometer, gyroscope and mag-
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Figure 1. The SMI iViewXT™ HED. The left image shows a sample
image of the eye camera and the right shows the image of the scene
camera. For a transparent view, a special mirror is used.

netic compass with eye tracking data. An ordinary mobile
eye tracker provides the gaze position as a point in an in-
dividual scene image. In this work, the sensor data is used
to obtain the relative positions between each gaze position.
By computing the spatial orientation of each gaze sample
and aggregating this data in a global gaze map, the method
finds the frequently fixated regions, which are considered
as a gaze on a particular object. This way, the method can
detect gaze on arbitrary objects without recognizing the cor-
responding objects.

Additionally, the sensor data is also used to recognize the
user activity. This enables the system to treat the gaze be-
haviour differently according to the user activity. We only
focus on two types of activities, walking and standing'. A
global gaze map is created only when the user is in a stand-
ing state because the accurate relative gaze position is hardly
available when the user is walking.

We compare this method with the method proposed in [16]
to show this method can reasonably detect user gaze com-
pared to the object recognition based method while it is also
applicable to other arbitrary objects. In addition, in order to
demonstrate in which application this method can be used,
we present a visual diary system that provides the user with
a collection of the pictures that attracted the user’s interest
in his daily life.

APPARATUS

Figure 1 and Figure 2 show pictures of the SMI iView
HED ? we used to obtain user gaze in a scene. It provides us
the gaze position on the image from the scene camera.

XTM

We also mounted an Android phone onto the eye tracker to
use the sensor integrated in the phone. It is connected to a
laptop computer via a USB cable and sends data of its ac-
celeration and cardinal direction by using an accelerometer,
a gyroscope and a magnetic compass. The phone must be
fixed on the top of the helmet firmly so that the sensor can
collect the data properly.

SMI has recently released a new glasses-type wearable eye
tracker which is more flexible and easy to handle than the
former one. A picture of the new eye tracker is shown in

'standing also includes the activity that the person is sitting
“http://www.smivision.com/en/gaze-and-eye-tracking-
systems/products/iview-x-hed.html

Android phone mounted on the helmet

Figure 2. The Android phone mounted on the eye tracker helmet. the
phone is tied up with a plastic cable and two cushions are put between
the phone and the helmet.

Figure 3. The new eye tracking device (top) and the sensor board (bot-
tom). The board can be attached to the side of the eye tracker.

Figure 3. The apparatus we used in this paper can soon be
succeeded by the new one, which is more convenient and
comfortable with combination of the sensor board instead of
the phone. However, the technical basis we propose in this
paper works same with the new apparatus.

METHODS

Eye Tracking

Several methods for an eye tracking system have been pro-
posed to find out at which position the user is looking. The
iViewX™ employs the dark pupil system. In this system,
the user’s eye is illuminated by infrared light and the eye
camera of this eye tracker captures mirrored images of the
illuminated eye. Then, an image analysis software in the
system maps the center of the pupil in the image into the
scene camera as shown in Figure 1.

Head Movements Tracking Using Sensors
An Android phone provides the APIs to send its accelera-
tion vector and orientation vector from the accelerometer,
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Figure 4. The values of the sensor of an Android phone.

gyroscope and magnetic compass. Acceleration vector con-
sists of three values, which correspond to acceleration val-
ues of axis x, y and z and orientation vector also consists of
three values, which correspond to Azimuth, Pitch and Roll
as shown in Figure 4.

These values indicate at which direction the user’s head aims
and how fast the user’s head moves when the movements
are occurred. If the acceleration vector is perfectly accurate
and data sampling rate is fast enough, we might as well map
the absolute spatial position of the user in the scene so that
the system can reconstruct the 3D map of the user position
and his/her gaze movements. However, the technology avail-
able today is not advanced enough to reconstruct such a map
only by using an accelerometer and gyroscope, so instead,
we adopt an alternative method based on the following ob-
servations.

o The gaze movements differ whether the user is walking or
standing (or sitting).

o If the user position remains the same, the direction of the
user’s head measured by the orientation vector has the
same origin.

Thus in this method, when “walking” action is detected, the
system resets the scene. Only when the user activity is ”stand-
ing”, it aggregates all gaze samples in a scene as a global
gaze map as shown in Figure 5 in order to analyze gaze pat-
tern.

Activity Recognition

As stated in the previous section, this method distinguishes
walking and standing in order to switch the mechanism for
organizing the gaze samples differently. To distinguish these
two actions, we use the acceleration vectors obtained from
the phone. Although a number of approaches have been
proposed for activity recognition to date [1, 13], these ap-
proaches were intended to be applied for recognition of sev-
eral activities (typically more than 8 different activities) and
therefore, they adopt relatively complex features and classi-
fiers. Since our intended activities are only two simple ones,
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Figure 5. State transition between two activities. When walking activity
is detected, the system resets all gaze position in the scene.
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Figure 6. A global map. The globe represents a sphere where the user’s
head locates the center.

we only use the mean acceleration value of the signals over
a period, which is also used as one of the features in [1]. By
thresholding the mean value, we classify the activities into
walking or standing. The threshold value is obtained from
the mean value of the average value of the training samples
from each activity.

Gaze Vector Computation in a Scene

While “’standing” activity is being detected, the system maps
all the gaze samples in a 2-dimensional plane. The plane
represents the global map where user’s head is centered as
shown in Figure 6. The axes are introduced as longitude and
latitude, which range from —180° to 180° and from —90°
to 90° respectively. Gaze direction is obtained from the eye
tracker and its vector in the 3D space is added to the head di-
rection vector obtained as the orientation vector of the phone
as shown in Figure 7. The green dot here represents each
sample of gaze. Thus, all gaze samples in the standing state
are aggregated in one scene to observe how the user looks at
the scene even when the user’s head direction has changed.

Gaze Detection
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Figure 7. Gaze vector is computed as the sum of two vectors.

Latitude (-90 —90) Heat map

\'

-~
VT

[ ]
Y -

‘s
I—
b

Longitude (-180 —180)

Figure 8. A heat map of user gaze and images from respective cells.
Each axis is divided into n;,; and n;,,,. Therefore, the map has n;,; %
Non cells. In this example, n;,; = 25 and n;,,, = 30. The contiguous
cells capture the same object (a toy bear). Red cells are detected gaze
regions.

We detect the user gaze by counting the number of gaze sam-
ples located in the same region of a global map. Each axis
of the global map is divided into n;,; and n;,, respectively
as shown in Figure 8. When the cell R(nq4¢, 10 ) has more
than Ty samples, the system outputs the region as the de-
tected gaze. The color intensity of a cell represents the num-
ber of gaze samples located in the cell. If a gaze event is
detected, the color of the cell turns into red. If the detected
gaze cell is contiguous to the cell where already gaze exists,
these cells are considered to cover the same object. There-
fore, if that is the case, the system ignores the event.

Since the proposed method employs simple and light-weight
algorithms, it can be run with 15 fps while object recognition
based methods may miss important gaze information due to
their lower frame processing rates (6 fps).

Image Labeling

Once the gaze on a particular region is detected, the system
saves the image of the gazed region. It crops the local region
of the image centered around the detected gaze position. The
saved images contain the objects that drew the user atten-

tion. The labeling of the image can be done either manually
by the user or automatically by using an image retrieval en-
gine, such as Google Goggles® or IQ Engines*. Especially,
IQ Engines provides APIs to query an image from our own
programs. In our following visual diary system, we use our
own image retrieval system used in [16] in combination with
IQ Engines to get a label of the image. Note that we only
use the image retrieval system in order to get the label of the
image but the detection of gaze is done without using any
image retrieval (object recognition) methods.

EXPERIMENTS AND EVALUATION

In order to evaluate how the proposed method efficiently de-
tects user gaze in real environments, we compare the pro-
posed gaze detection method with the object recognition based
method presented in [16]. In that paper, we evaluated whether
the system can find the user gaze when the user looks at the
object for a certain duration. Here, we acquire training data
for object recognition and test data in the same way as in
[16].

The point of this experiment is only the comprison of gaze
detection method, which have nothing to do with object recog-
nition in our proposed method. Therefore, note that even
though we apply the same object recognition method as in
[16] in order to acquire the label of the object for each de-
tected image and compare it with the ground truth, it does
not affect the performance of gaze detection.

Data Acquisition

First, we put ten different objects well spaced-out on a table.
Then, we asked ten test persons to wear the eye tracker and
to look at the objects naturally, that is, to look at the objects
with a certain attention if the object is interesting or other-
wise just give a glance. After labelling the recorded video
frames as the identity of the object being indicated by the
user gaze, the ground truth of the user gaze are obtained by
using the same method as described in [16]. The ground
truth data consists of the frame number of the beginning of
the gaze, the frame number of ending of the gaze and the
label of the object. Evaluation is done by checking whether
the system can detect the gaze on the labelled object during
the period indicated by the beginning and the ending. The
total gaze events obtained in this experiments were 72.

In order to test with realistic conditions, we simulate a real-
time environment. All the experiments are done by sending
video frames with the same speed of the scene camera sam-
pling rate to the gaze detection system. The sample rate of
the scene camera of the eye tracker and the eye tracking was
25 fps. The sensor provides data immediately when a mo-
tion is detected. All the experiments were done on an Intel
Core i5 M560 2.67GHz CPU with 8GB RAM.

The Conventional Method
The conventional method applies an object recognition pro-
cess to the image when it has a gaze position. Since the

3http://www.google.com/mobile/goggles/
“http://developer.igengines.com/



eye tracker does not always provide the gaze position due to
several reasons, such as the user’s blink or the failure of the
image processing, only when the gaze position is available,
object recognition is done. However, if the system runs in
a real-time environment, it misses some gaze positions dur-
ing the processing. Thus, all the frames are not necessarily
processed even if the frames have the gaze position.

This method counts the number of frames that have the same
label of object recognition result. When the number of such
frames reaches a threshold value while accepting a certain
number of noise frames, the system outputs as the result that
the user is gazing at the object.

Results

Figures 9 and 10 show the results of gaze detection. Fig-
ure 9 shows the system recall rates, which indicate to what
degree the system can detect the manually labelled ground
truths. In these graphs, the results for different combina-
tions of n;,, and n;,; are shown respectively. The hori-
zontal axes represent 1T value. As shown in this graph,
as Ty value increases, the recall rates drops gradually. The
exceptions are nj,, = 20,1, = 15 where Ty = 6 and
Nion = 40,n;4: = 30 where Ty = 10, that the recall rate
is lower than others. There are two possible reasons for that.
First, when Ty value is small, the system outputs more re-
gions as gazed regions. Therefore, since the method treats
contiguous cells as an identical gaze region, if one cell is
recognized as gaze and the recognition fails (or the result is
rejected), all the contiguous cells cannot be detected as gaze
even if it is actual gaze. Secondly, the larger region is cov-
ered by one cell, that is the smaller n;,, and n;,; are, the
more gaze events are aggregated as one gaze event. Hence,
when a region is too large, two distinct gaze events are not
distinguishable.

Next, the system precision rates are shown in Figure 10.
Theses rates indicate how precise the detections are. The
results show that when Ty value is too large, the precision
rate starts to decrease. This is mainly because of the fail-
ure of object recognition which is caused by the selection
of different frames from the video. The system waits un-
til the number of gaze samples mapped in a particular cell
reaches Ty and then it picks up the frame for a query image.
Therefore, sometimes the recognition fails even if the same
object is appearing in frames when the images are distorted
by several factors such as image blur, which frequently oc-
curs when the user’s head moves.

The precision rate and the recall rate of the conventional
method were both 0.61. This is slightly better than the result
from the proposed method, whose recall rate was 0.58 and
precision rate was 0.64 when Ty = 8 and no,, = 30, njqy =
25. However, the results show the proposed method is still
competitive even in the limited scenario that set of objects
are all-known.

VISUAL DIARY - A PROTOTYPICAL APPLICATION
Our previous work focused on a museum scenario [15], in
which we can obtain images of all objects. The goal of the
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Figure 9. Recall rates for the proposed method for different cell sizes.
Each curve represents a particular (n;,,, X njq:) pairs. The values
mostly decrease as Ty increases.
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Figure 11. A screenshot of the visual diary prototype. This application
shows the image from the scene camera (the left), the detected gaze
image (the right-most), the selected image by the user and the tag of
the image. This tag (Whiteboard) was obtained from IQ Engines. The
user can also edit tag here.



new method is to open up such a closed environment in or-
der to increase the possibility of gaze-based interfaces. By
detecting gaze on arbitrary objects with this method, we also
build a prototype of a new application. Lifelog [7] systems
have got much more attention in recent years. Gaze detec-
tion plays a quite important role in such a system. In this
paper, we show a screenshot of visual diary system, a form
of lifelog system, that provides the user with a collection
of images of objects which drew the user attention in Fig-
ure 11. The images in the right column show the detected
objects and they are automatically tagged if the recognition
is successfully done. First, the image is matched with a local
reference database. Then, if the respective result cannot be
found in the local database, the image is sent to IQ Engines
to get the label. Otherwise, the user can also tag on his/her
own.

CONCLUSION

This paper introduced a method to detect the user gaze on
objects without using object recognition based approaches
so that the method is adaptable for a wide variety of appli-
cations without the restriction of an object image database.

The experimental results clearly show that the proposed method

is competitive to the existing method. Furthermore, we also

presented a prototypical application using the proposed method.

Future work is to expand the activity recognition in order to
apply the method to other scenarios that contain more user
activities and to analyze the user gaze to recognize which
type of object is being paid attention by the user.
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