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Abstract—A primary preprocessing block of almost any typ-
ical OCR system is binarization, through which it is intended
to remove unwanted part of the input image, and only keep
a binarized and cleaned-up version for further processing. The
binarization step does not, however, always perform perfectly,
and it can happen that binarization artifacts result in important
information loss, by for instance breaking or deforming character
shapes. In historical documents, due to a more dominant presence
of noise and other sources of degradations, the performance
of binarization methods usually deteriorates; as a result the
performance of the recognition pipeline is hindered by such
preprocessing phases. In this paper, we propose to skip the
binarization step by directly training a 1D Long Short Term
Memory (LSTM) network on gray-level text lines. We collect a
large set of historical Fraktur documents, from publicly available
online sources, and form train and test sets for performing
experiments on both gray-level and binarized text lines. In order
to observe the impact of resolution, the experiments are carried
out on two identical sets of low and high resolutions. Overall,
using gray-level text lines, the 1D LSTM network can reach 25%
and 12.5% lower error rates on the low- and high-resolution
sets, respectively, compared to the case of using binarization in
the recognition pipeline.

I. INTRODUCTION

Document binarization is playing an important role as the
starting point in most of typical OCR pipelines, such that
its performance has a key effect on the degree of success
of the upcoming processing stages. A main advantage of
document binarization is the removal of noise and any other
source of redundancy in the input image that might hinder the
final system recognition accuracy. An unfavorable outcome is,
however, loss of important information during this process that
can happen, among other things, in form of broken or deformed
characters, which can potentially limit the performance of the
whole pipeline.

In general, document binarization techniques can be
coarsely divided into global and local approaches. In global
methods, a single threshold value is determined based on the
statistics of a given image, that is further used to threshold the
document image. Global methods demonstrate robust perfor-
mance when applied to documents with uniform background
and clear separation with the foreground. However, such meth-
ods perform poorly in presence of document degradations such
as non-uniform illumination and bleed-through. The alternative
set of approaches makes use of thresholds that are calculated

adaptively based on a local window centered around a pixel
that is being thresholded. Local approaches are in particular
of more interest in dealing with documents of mentioned
degradations. A detailed review of binarization methods are
beyond the scope of this paper; comprehensive reviews can be
found at Refs. [1]–[5]

Even state-of-the-art binarization techniques can still result
in some information loss by deforming or breaking characters.
The situation worsens with low quality documents, such as
historical documents that are inherently available with very
degraded paper quality or print qualities. In such cases, bina-
rization can commonly result in errors such as character holes
being filled (in case of having larger ink drops), or broken
characters (in case of having lesser amount of ink in a joint
point of a character shape).

In this paper, we examine the feasibility of a character
recognition pipeline that operates directly on gray-level text
lines with the goal of avoiding the drawbacks and limitations
of a binarization step. To that end, we design a number
of experiments on historical Fraktur documents and provide
comparisons between recognition results obtained from bina-
rized and gray-level input images. The core element of our
recognition pipeline is the Long Short Term Memory (LSTM)
network, that has been recently shown to achieve very high-
performance OCR both on printed and handwritten text across
different languages and scripts [6]–[10].

LSTM networks provide segmentation-free recognition as
globally trained recognizers that take raw pixel data as input
[6], [9], [11]. Belonging to the family of Recurrent Neural
Networks, the LSTM architecture was proposed to overcome
many of the limitations and problems of earlier recurrent
architectures [12], [13], such as issues regarding the vanish-
ing gradient in backpropagation training. LSTM is a highly
non-linear recurrent network with multiplicative gates and
additive feedback, that enable the network to exploit the
context information in the data. A bidirectional variant of
LSTM architecture was proposed by Graves et al. [13] to
access context in both forward and backward directions, that
are then connected to a single output layer. To avoid the
requirement of segmented training data, Graves et al. [14]
used a forward backward algorithm, known as Connectionist
Temporal Classification (CTC) [15], to align transcripts with
the output of the neural network.



Breuel et al. [6] could achieve state-of-the-art performance
by proposing a normalization step followed by a direct appli-
cation of 1D LSTM networks to printed English and historical
German Fraktur OCR. The normalization step is essential in
the pipeline as 1D LSTM is not translationally invariant along
the vertical axis; a similar approach is employed in this work,
too, with modifications to adapt the normalization process for
gray-level images.

The goal of this paper is to show that by avoiding the
information loss obtained within a binarization-free pipeline on
the one hand, and effectively exploiting the learning strengths
of LSTM networks on the other hand, we can further reduce
the recognition error compared even to the best of the standard
binarization-based pipelines, such as [6]. We present experi-
ments on historical German Fraktur documents, considered to
be of the more difficult use cases of binarization techniques,
due to having a combination of the above-mentioned causes
for such techniques’ failures.

II. DATASET

Historical documents usually face multiple sources of
degradation. Starting from the paper quality, aging of a doc-
ument paper causes in different types of color fades and
changes; non-uniform yellowish background is a typical ex-
ample of such effects. Another source of difficulty in historical
documents is the print technology at the time of publication;
inconsistent ink drops, for instance, results in character shapes
printed in heavier or lighter strokes. In such cases, it can
happen that binarization techniques fill the character holes, or
break them into multiple separate shapes. Besides, in manual
typesetting, very common in old documents, it could happen
for a set of characters to be composed too close to each other
in order to fit in a desired layout; in such cases, binarization
techniques can easily underperform by either forming a single
merged blob of shapes or simply eliminating characters, or
major parts of them, by mistaking them for background noise.

In order to have a realistic and reasonable simulation of
such cases for our experiments, we collected scanned pages
of the four historic volumes of Wanderungen durch die Mark
Brandenburg by Theodor Fontane, published between 1862
and 1882. The books were published in Fraktur, a common
historical German script, containing many touching character
and ligatures. The images and the ground-truth are publicly
available at Deutsches Textarchiv website [16]. All together,
we collected 1762 pages, from which we extracted around
58000 text lines and their corresponding ground-truth text. The
training set includes 55000 randomly selected text lines, and
the remaining 3000 text lines were used for test phase (from
100 different pages from the four volumes). Page segmentation
and text line extraction stages were carried out using OCRopus
open source system [17]. In order to observe the impact of
input image resolution in our experiments, we collected the
document images in two available resolutions of 100 and 200
dpi, respectively.

Figure 1 illustrates an example of part of a page in our
dataset. As shown in this sample image, our dataset contains
examples of most of the typical difficulties of historical docu-
ments such as spots, non-uniform background, and ink volume
variations within the shape of characters and ligatures. It also

Fig. 1. Sample of a scanned historical document from our dataset, presenting
a number of most common degradations of a historical document such as
spots and variable ink spread within a character shape. The selected areas
show equivalent parts of the document taken form the binarized version, in
order to illustrate binarization artifacts such as filled/removed holes, broken
and deformed characters (selected areas are zoomed-in for better visibility).

shows examples of regions taken from the binarized form of
the same page, to demonstrate some of the most common
binarization artifacts (binarization method in this example is
Percentile Filter [18], from OCRopus system; details on the
choice of binarization method are provided at Section IV).

III. BINARIZATION-FREE CHARACTER RECOGNITION

Similar to previous applications of LSTM in printed and
handwritten OCR [6], [8], our recognition pipeline is com-
posed of two main components: a text-line normalization step
followed by the 1D LSTM-based recognizer.

A. Text-line Normalization

Given that 1D LSTM is not translationally invariant along
the vertical axis, the normalization step is necessary to limit
the variations to only the horizontal axis. Through the text line
normalization step, the absolute position and scale along the
vertical axis is normalized to a given height, which fits the 1D
LSTM requiring all the input images to have the same height.
A number of different methods have been implemented for
this normalization step in the OCRopus [17] system; we have
chosen the center-normalizer method for this work because it
makes few assumptions about the underlying script and has
been shown in previous works to perform reliably in both
printed and handwritten OCR of different scripts [6], [8].

The center-normalizer inverts the input image and
smoothes the resulting image with a large Gaussian filter
(sigma equal to half of the image height). The center of the
text line is then taken to be the location of the maximum of
the smoothed image along the vertical direction; this center
is placed in the vertical center of the output image. A scale
is computed at each horizontal point by computing the mean
absolute deviation of the smoothed image from the centerline;
the image is rescaled locally to make this mean absolute
deviation constant. In all the previous works, the normalization
procedure was only used with binarized text lines. However,



Fig. 2. Two text lines from our dataset. From top to bottom, for each text line,
are the original image, and the normalized versions of gray-level and binarized
forms. The red line should help to visualize the relative positions of characters
in a text line before and after the normalization step. Our normalization can
perform equally good on both binarized and gray-level text lines in limiting
the translations along the vertical axis. It should be mentioned that the visual
difference between the gray-level intensity of original and normalized gray-
level images are only due to the intensity value normalization and scaling that
is carried out in the normalization process, and no gray-level information is
discarded.

the very same procedure but with slight parameter changes
can be applied to gray-level text lines. The exact normalization
procedure is implemented and available in open source form
as part of the OCRopus system [17].

Figure 2 shows the result of normalization step applied to
samples of gray-level and binarized text lines from our dataset.

B. LSTM Networks

We use 1D LSTM as the recognition module in our
experiments. 1D Bidirectional LSTM networks, in conjunction
with the normalization step described above, have been pre-
viously shown to achieve very low error rates on printed and
handwritten OCR, and we use the a similar architecture as
described in [6], [10], that includes a Connectionist Temporal
Classification layer (CTC) as the single output layer [15].
The CTC layer is performing ground-truth alignment using
a forward-backward alignment, avoiding the requirements for
presegmented input data.

For our experiments in this paper, we use OCRopus system
[17] and a slightly modified version of open-source RNNLIB
library [19], both of which providing implementations of
LSTM networks (the modifications include simpler I/O and
Unicode support). For experiments with a single hidden layer,
we use OCRopus python-based implementation, that on the
positive side, converges faster with its modified decoding
mechanism at the output layer, but it runs more slowly as the
network size increases. For experimenting with larger network
architectures, we use RNNLIB as it provides support for
multiple layers and runs faster (C++ implementation). Using
larger network architectures is making sense given that we try
to not only learn the transcription task, but also the network
is supposed to generalize over the gray-scale background.

IV. EXPERIMENTS AND RESULTS

To observe the performance of our binarization-free OCR
pipeline, we perform a number of experiments on historical
Fraktur documents. As described earlier, the degradations
inherent in historical documents can highlight the effect of
binarization artifacts in the recognition process. To this end,
we design experiments to train our pipeline on gray-level and

Fig. 3. Test error curve on the low-resolution test set. The results are the
average of five times initiating the training procedure with different random
seeds. The error rate on the test set is reported every 5000 iterations; training
is continued for around four epochs. The lowest average error rate of 0.38%
is achieved by using the gray-level text lines, which demonstrates about 24%
improvement compared to the lowest error rate obtained by using binarized
text lines (with lowest error rate of 0.50%).

binarized images, and compare the results. As error rates,
we use edit distance (the ratio of insertions, deletions, and
substitutions relative to the length of the ground-truth), and
the error rate is measured at a character level. We perform
experiments on two identical set of document images in high
and low resolution, so that we can evaluate the of outcome
of using gray-level images in recognition pipeline in different
resolutions (we do not use a lexicon in the experiments
reported in this work).

For the binarization, we use Percentile Filter [18] that
has been shown to outperform other standard methods, such
as Sauvola binarization [20]. As pointed out by Ref. [18],
Sauvola binarization might result in a slightly higher Fmeasure
compared to Percentile filter, but Percentile Filter performs far
better in OCR-based evaluations. This was also confirmed in
our preliminary experiments with both binarization schemes
and we eventually chose Percentile Filter for the experiments
reported in this paper (the details are skipped over for the sake
of brevity); implementations of both binarization techniques
are available as part of the OCRopus system [17].

For the low resolution set, the text lines are normalized
to the height of 25 pixels (chosen to be close to the average
height of text lines in the training set). We performed a set of
initial experiments with different 1D LSTM architectures, and
found 100 hidden states with a learning rate of 1e − 4 to be
the optimal parameters for the low resolution set (momentum
was set to 0.9 in all experiments).

The error curve on the test set for the low-resolution
images, is shown in Figure 3. The results are the average of five
times running the experiments with different random seeds for
initialization of weights and order of training samples. Using
gray-level text lines, our LSTM network was able to achieve an
average test error rate of 0.38%, which compared to the lowest
average error rate of 0.50% obtained on binarized images,
demonstrates 24% improvement (the absolute best error rate on



the gray-level images was 0.27% from 547 errors, compared
to 0.41% on the binarized images from 813 errors, out of total
196394 characters). Tesseract system [21], running in line-
wise mode with a German-Fraktur language model, achieved
an error rate of 1.7% on this test set.

Figure 4 shows examples of recognition errors occurred on
binarized input, and avoided by using gray-level text lines.

The experiments were repeated for the same dataset but
in high-resolution; the goal was to observe the potential
improvements by using the gray-level images, also in cases
where the binarization technique performs considerably better
due to the higher resolution. In this set of experiments, the
input text lines were normalized to the height of 48 pixels,
and the optimal 1D LSTM network architecture was found,
in preliminary experiments, to be two layers of hidden states
with 100 and 200 nodes, respectively, and a learning rate of
1e−4. As shown in the test error curve in Figure 5, using gray-
level text lines reduces the error for about 12.5% (error rate
of 0.14% using the gray-level text lines compared to error rate
of 0.16% on binarized text lines). On this test set, Tesseract
system [21], achieved an error rate of 1.2% (line-wise mode
with German-Fraktur language model).

As expected, the improvement is not so dramatic as the
one achieved on the low-resolution set, as the binarization
artifacts are reduced to a large extent with higher resolution
input images. However, the results are still notable, as we
have been able to eliminate one preprocessing step and yet
reach the same or slightly improved performance by using
the gray-level text lines. Another remarkable finding is the
demonstration of learning capacities of LSTM networks, that
they are not only capable of achieving a highly accurate
transcription performance, but can also internally take care of
a large amount of background noise and intensity variations in
gray-level text lines, when compared to their binarized forms.

It should be emphasized that we do not claim a full OCR
pipeline independent of any binarization step; binarization is
still very helpful in performing several preprocessing steps
such as layout analysis and page segmentation. Rather, we
carefully claim improvements in the recognition accuracy of
1D LSTM network once we use gray-level text lines. And
that the improvements are more noticeable in low quality doc-
uments, where basically the binarization techniques perform
poorly. In such cases, the learning module can do a better
job by just operating on the original pixels. In high quality
documents, using the gray-level text lines is still making sense,
as we can still achieve similar or slightly better recognition
accuracy without binarization step in the recognition phase.

V. CONCLUSION

In this paper, we propose a binarization-free text line
recognition system based on 1D LSTM network. The main
motivation of skipping the binarization step, and training the
network using gray-level text lines, is to avoid the binarization
artifacts such as broken or deformed characters, that are among
the most common sources of errors in the recognition phase.
In the proposed pipeline, the absolute position and scale of
the gray-level text lines are first normalized along the vertical
axis, such that the variations are limited only to the horizontal
axis. A 1D LSTM network is then directly applied to the

Fig. 4. Examples of the recognition errors, in the low-resolution set, occurring
mainly due to binarization artifacts; each box contains sample images in gray-
level and binarized form, and the outputs of the recognition pipeline (pred),
as well as the ground-truth (GT). The first box, from top, shows examples of
characters that are broken in the binarization process and lead to recognition
errors, such as a broken “n” confused with “u”, happening very frequently
in our experiments with binarized text lines. Second box, shows examples
of deformed characters after binarization that look very similar to others
characters (such as a deformed “ü” followed by “b” looking like an “h”
or remaining parts of “d” becoming similar to “o”). The third box includes
an example of a Fraktur ligature “fl” being confused with “st” due to
binarization errors. The fourth box, shows an example of a broken hole in
character “e”, that results in a erroneous recognition, due to similarities to the
character “c”. Similar to the confusion shown in the third box, character “s”
is recognized as “f” in the binarized case (we do not have a special symbol
for long “s” in the ground-truth). It should be noted that all the errors shown
in this example set are avoided by using the gray-level text lines.



Fig. 5. Test error curve on the high-resolution test set. The lowest average
error rate of 0.14% is achieved by using the gray-level text lines, which
demonstrates about 12.5% improvement compared to the lowest error rate
obtained by using binarized text lines (with lowest error rate of 0.16%). The
improvement in error rate obtained by using gray-level text lines is smaller
in this case, as the binarization errors and artifacts are reduced when using
high-resolution input images.

normalized text lines. Our experiments on two sets of his-
torical documents in low- and high-resolutions demonstrated
improved performance over the case of using binarized images.
The performance improvements are justified considering that
there is essentially less information loss when using the gray-
level text lines and character shapes are almost fully preserved.
This is, however, possible with the learning capacities of
LSTM networks that not only learn the transcription task, but
can also successfully generalize over the existing variations
in gray-level text lines in terms of nonuniform illumination
and background and other sources of degradations, that are
particularly present in historical documents.
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