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Abstract. In this short paper we report on work in progress in the
research project “Chatbot in the museum” (ChiM). ChiM develops a
practicable technical solution for the use of chatbots in the museum
environment. The paper outlines conceptual work conducted so far, in-
cluding the comprehension of three important research topics explored in
ChiM, namely information processing, multimodal intent detection and
dialog management for museum chatbots.
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1 Introduction

A chatbot is a computer program that attempts to simulate the conversation of a
human being via text or voice interactions [4]. In the museum context chatbots
offer great potential, as existing “pain points” can be eliminated: in contrast
to personal tours (“takes place in an hour”, “is cancelled today”), chatbots
are always available. Today’s digital visitor guidance systems offer only “one-
way communication” and are not able to respond to questions from the visitor.
Chatbots have the potential to respond meaningfully to the user’s input if the
input is processed properly.

Conversations with museum visitors showed that they often have specific
questions about certain objects. Classical audioguides can not answer specific
questions. In the museum a chatbot could be the expert you can take with you,
answer questions and provide further information. Fig. 1 exemplifies how the
conversational interaction between a visitor and the chatbot could look like.

The aim of ChiM is to explore the usability of a chatbot as an interactive
system for knowledge and learning, as well as for effective access and the com-
prehensible presentation of museum information. A central question is therefore
how the existing information must be structured in order to relate to the visitors’
questions. ChiM develops new solutions for providing information and explores
how the latest research results in the field of intention detection and dialog man-
agement can be utilized for chatbots in the museum context. Specifically, the
following research fields of human-technology interaction are to be investigated:
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Fig. 1. Example chatbot interaction.

– Information processing : adaptation of the existing content creation process
for classical audio and media guides, to be more “knowledge-based” for the
chatbot.

– Multimodal intention detection: linguistic or text-based input processing
combined with image and other exhibition sensor (e.g. beacons) processing.

– Dialog management for guided tours: intelligent dialog strategies to deter-
mine context-relevant information and personalized information.

In this paper conceptual work in the ChiM research fields information pro-
cessing, multimodal intent detection and dialog management for museum chat-
bots is outlined. In the next section related work in chatbot relevant fields is
sketched. Section 3 describes the so far developed concepts for ChiM. Section
4 describes ongoing work on use case development. Conclusion and future work
are described in Section 5.

2 Related Work

Current research in the field of interactive museum guides covers a wide range
of approaches, from beacons controlling the presentation [3], over agent-based
techniques [6], to robotic museum guides [11]. In the museum field, still no elab-
orate technologies can be found that essentially utilize conversational digital
systems such as chatbots. Providers such as helloguide3 so far only carry over
the paradigm of entering numbers from a classical audio guide to chatbots. It is
not possible to engage in dialog or ask questions with such museum chatbots.
Chatbot/dialog platforms such as Alexa (Amazon), Dialogflow (Google), Wit.ai
(Facebook) or Watson (IBM) enable intention detection for many domains (eg.

3 http://helloguide.de



Towards Chatbots in the museum 3

for ordering a pizza, weather report, flight booking, shopping, etc.) [2]. However,
most of these platforms only offer limited customization to their own domains,
and are limited in the choice of input and output modalities. In addition, they
are not able to manage a dialog with extensive knowledge bases. Therefore,
for special domains such as a tour through an exhibition, own solutions for
intent detection and dialog management have to be implemented. In many con-
versational systems domain-specific knowledge is mapped by dialog grammars
and state machines [5]. Dialog grammars and state machines provide a reliable
method for intent detection and can guide the user targeted-oriented through
the dialog, but are limited in flexibility compared to the diversity of natural
language [13]. As a result, the intuitive operation of such systems, and thus user
acceptance may suffer [9]. Recent successes of statistical methods for natural lan-
guage processing (NLP) and dialog management open up new possibilities [1].
Statistical approaches enable to create more flexible models for intent detection
and dialog management based on existing training data. However, a common
problem is that there is little or no data for training. Hybrid methods that com-
bine domain-specific knowledge with statistical approaches, as an alternative for
low-data domains, are subject of current research [14].

3 The ChiM approach

ChiM investigates hybrid methods for intention detection and dialog manage-
ment for the museum sector. A newly developed chatbot-based museum guide
usually represents a new knowledge domain for which training data is not yet
available. During the process of creating audio and multimedia guides, many
data are generated, which can also be used as training data if appropriate tran-
scription and indexing methods are applied. ChiM’s approach is to combine the
development of a hybrid approach for intention detection and dialog manage-
ment with the creation process of museum tours, using the data generated by
authors and editors as training material for a statistical model. Domain-specific
knowledge components, which can not or can hardly be statistically mapped,
will be realized through dialog grammars. In addition, the consideration of fur-
ther information channels (e.g. image recognition, exhibition sensor technology)
enables multimodal intent detection. Subsections 3.1-3.3 summarize the so far
developed concepts for the research areas explored in ChiM. Subsection 3.4 ex-
plains the iterative realization of ChiM.

3.1 Information Processing

In contrast to classical audio and multimedia guides, information for a chatbot
system must be structured differently. The entire existing text creation process
must be converted into a more “knowledge-based” appraoch. ChiM needs (semi)
structured data to allow for a flexible interaction with the content. For data
preparation, approaches such as taxonomies and the use of digital asset man-
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agement architectures such as Fedora Commons4 will be integrated into editors’
workflows. Further, it will be investigated whether and how the existing data for
museum guides and their contents can be prepared in such a way that they can
serve as training material.

3.2 Multimodal Intention Detection

Detecting user intent in the museum environment is a complex, multimodal
process. Visitors can interact with text or voice input. Thus, on the one hand,
the linguistic or text-based input of the user must be processed. On the basis
of historical data and the results of the information processing, statistical and
rule-based procedures will be evaluated and used. On the other hand, the consid-
eration of further information channels, such as image processing and existing
exhibition sensors (e,g. beacons for localization), is of particular interest in a
museum context. For this, the MMIR (Multimodal Mobile Interaction and Ren-
dering) framework will be used and extend [12]. The framework supports the
creation of multi platform applications and enables straightforward integration
of existing libraries, like e.g. OpenCV for image recognition [10], and existing
location technologies [7] to explore the multimodal approach. By merging the in-
formation channels, the multimodal intent detection transfers the existing infor-
mation into structured data that can be further processed to enable information
retrieval (the determination of the relevant data) and the provision of informa-
tion (the preparation and comprehensible presentation of the information). This
fusion of the individual information channels results in the multimodal intention
that represents the input of the dialog management [8].

3.3 Dialog management for museum tours

The individual steps from intention detection over the retrieval of the infor-
mation to the provision of information are continuously carried out in a dialog
between the user and the chatbot. As the core of the chatbot, an intelligent
dialog management will process the multimodal intention and determine the
system reaction to offer personalized information. The dialog should always be
effective, intuitive and continued with the best possible user experience. The
input/output modalities will be adapted to the situation using text, speech or
multimedia elements.

More specifically, the information presented to the users is decided from
the intention, the dialog history, the knowledge model from the information
processing and the general context. The processing of the dialog management will
be hybrid: from historical data typical museum guide sequences are learned. At
the same time, dialog rules will be created and the two approaches combined [14].

4 http://fedora-commons.org/
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3.4 Iterative Realization

The realization takes place in two iterations using a user-centered and participa-
tive design approach. In the first iteration, the editors will prepare the knowledge
for an exhibition. At the same time the basic ChiM functionality will be inves-
tigated with focus groups in an iterative UX process and tested in the lab with
potential users. In the second iteration, the ChiM process will be implemented
within further exhibition guides and evaluated with users in the context of field
studies.

4 Use Case Development

As part of our ongoing work we elaborate on the proposed input and output
modalities of the system and exemplify the goal of our approach with respect
to the user by outlining first use case ideas which are related to multimodal
interaction. As a precondition for all use cases it can be assumed that the chatbot
is installed on a smartphone which has the necessary technical specifications, i.e.
microphone, camera, and iBeacon, or respectively bluetooth low energy.

As main input modalities touch input on a virtual keyboard and alternatively
speech input enabled by automatic speech recognition (ASR) will be utilized to
interact with the chatbot. A smartphone camera will be used for computer vision
in order to recognize exhibits or other objects relevant for a specific exhibition.
Further the proximity to exhibits will be detected by beacons and processed
analog to the context.

The output modalities will include visual, auditory and tactile feedback. The
visual information comprises mainly the dialog with the chatbot and media con-
tent like images and videos. The chatbot will make use of speech synthesis to
create auditory feedback for the system promts within the user-chatbot dialog.
System promts will be generated for meta communication, i.e. system config-
uration, as well as for specific information coming from the knowledge model
specific to the exhibition. Further auditory content consists of recorded audio
material (also in combination with image or video) as in classical multimedia
guides. Tactile feedback can be used for alerts, e.g. if the user gets closer to the
next exhibit of a tour.

With regard to the context in which this interaction will take place a number
of factors have to be considered. At the place itself, i.e. a museum or an exhi-
bition, the acoustic characteristics can be very different, as the exhibition areas
can be located in both large halls and smaller rooms. Further, people in the
surrounding area can on the one hand produce noise which is harmful for ASR,
on the other hand talking to the chatbot could distract other visitors. Within an
exhibition the auditory signal should therefore be received by the user via head-
phones. It can further be necessary to avoid the usage of speech input if other
visitors are located right next to someone. The system should therefore always
provide touch input on a virtual keyboard as an alternative input mode. To de-
termine relevant information not only the actual user input but also the last user
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inputs, questions, or interactions should be considered to enable a personalized
request.

Based on these assumptions we so far generated the following ideas for mul-
timodal use cases:

– Sequential usage of touch or speech with independent fusion: either touch
screen or speech input can be used to enter text based questions about the
exhibits to the chatbot.

– Sequential usage of computer vision and textual information with combined
fusion: the camera can be used to enter visual information that is recognized
by means of computer vision. If an image was recognized specific information
about the the corresponding exhibit can be asked, e.g. after taking a picture
from a sculpture the user can use touch screen or speech input to ask ”Who
made this work?”.

– Sequential usage of textual information and exhibition sensors with combined
fusion: after specific textual input via touch screen or speech input, e.g.
”Where does it go on?”, exhibition sensor processing (e.g. beacons) can be
used to guide the user to the closet exhibit on the tour.

5 Conclusion and Future Work

The development of a practical technical solution for the use of chatbots in the
museum environment represents a challenging task: the editing process for audio
and media guides is a highly specialized process, and the extension to knowledge-
based approaches for the realization of a chatbot for museums has to be carried
out. The interplay of existing approaches for intention detection and dialog man-
agement opens up a number of research questions, including how chatbots can be
used in complex environments such as museums. A solution for hybrid knowledge
processing and the technical implementation of information processing, multi-
modal intent detection and dialog management for museum chatbots will be
explored in ChiM. Different multimodal use cases will be studied. The success
of the project will be assessed by a demonstrator implemented iteratively in two
development phases. To ensure the acceptance of ChiM the overall system will be
designed, developed, analyzed and optimized in cooperation with museums and
visitors. Focus groups and field studies in various museums will be conducted.
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